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Upgrades to the Trigger-DAQ system for Run i

Data taking very successful with very high efficiency in Run | !

Conditions are changing !
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« VME based custom hardware from run 1
* Close to limit, replacement in the work
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Readout System (ROS)

« Buffers front-end (FE) data from the
detectors

* New board (RobinNP) for S-link and
buffer hardware

« Higher density of optical link
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High Trigger Level (HLT)

Data Flow
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« Software with average . Full event connectors
processing time ~ 0.2 s i 0(10) * Increased data bandwidth to the HLT
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 Upgrade to 10 GBit/s

« Larger bandwidth of the backend
switch

* Improved load balancing and link
redundancy
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single HLT farm - large simplification

« One event at a time is processed

 Requests and reads only the data
needed from ROS

 HLT supervisor (HLTSV) distributes events to
HLT nodes; Several SVs merged; single

application Huge number of » backup solutions for all components.
] « Data Collection Manager (DCM) handles triggers defined
HLT algorithms partial data requests and full event building ~500 @ L1 Data logger and permanent storage
 Major rework to be closer to offline  HLT Processing Unit (HLTPU) runs the HLT ~1000 @ HLT  save accepted events to disk

algorithms; Configuration in mother process,
event processing with forked children to
maximize memory sharing

* [ncreased acceptance and higher

S . . « copy the files to permanent storage
rejection in physics analysis

« Upgraded system with multiple front-
ends and redundant data paths
* Increased fault tolerance

Commissioning and first data taking

First beams and collisions & 5
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First Collisions . Timing in detectors
at 900 GeV « Offline studies of detector performance
* Exercised event readout and triggering
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* The ATLAS Trigger-DAQ system has undergone a major upgrade R il o W V. ¢\ W2 VWA nNamber: 264034, vt Namber: 11475271
between run | and run Il to cope with changing conditions & SN A o \\Vp~ ~a

* [t has been continuously tested during the long shutdown with
calibration, cosmic, first beams and first collisions runs.

 No bottleneck has been found and ATLAS Trigger-DAQ is ready to
go and record collision data in run II. ATLAS
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ATLAS TDAQ is ready for Run 2
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