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ABSTRACT

The final results from the WAl/2 neuitrino experiment in the 1984 CERN
160 GeV narrow band beam are presented. The ratios Ru and R; of neutral to
charged current interaction rates of neutrinos and antineutrinos in iron
are measured to be Rv = 0.3072 + 0.0033 and R; = 0.382 * 0.016. A value of
the electroweak parameter sine =1 - mwzlmz2 is extracted from R . The
: - W v
result is sinzew = 0.228 + 0.013 (mc ~ 1.5) & 0.005 (exp.) % 0.003 (theor.)

where m is the mass of the charmed quark in GeV for m, = 60 GeV,

m, = 100 GeV, p = 1. Combining Rv.and R;, one obtainsta value for

p = 0.991 + 0,023 (gc -.1.5) % 0.020 (exp.). Alternatively, Ru and R;
yield a precise value of the ratio of intermediate vector boson masses
mw/mZ = 0.880 -~ 0.007 (mc -~ 1.5) * 0.002 (exp.) % 0.002 (theor.).
Comparison of these results with those from direct measurements of the
vector boson masses are presented. In a model-independent analysis the
left-and right-handed neutral current coupling constants, g: and

g;, are determined,.



INTRODUCTION

A detailed account is given of the 1984 WAl/2 neutrino and antineutrino
nucleon scattering experiment, a first result of which: sinzew = 0.225
* 0.005(exp.,) * 0.003(theor.) + 0.013(mc - 1.5 GeV), derived from the ratio
of Neutral Current (NC) to Charged Current (CC) neutrino iron interaction
rates, R = o /c°C = 0.3072 + 0.0025(stat.) * 0.0020(syst.) has already
been published (1]. An updated value of sinzew = 0.228 is given here, the
change being due to a different choice (a) for the m, value (60 instead of

t
45 GeV) and (b) for the radiative correction program.

A precise measurement of R, is important for several reasons:

(a) It allows a precise determination of the electroweak mixing angle
sinzew.

(b) A comparison of this measurement with the measurement of the boson
masses m_ and m provides a stringent test of the Standard Electroweak

Z
Model and gives insight into electroweak radiative effects.

(¢) A combined analysis of Rv and R; determines sinzew and the p parameter

defined as p = m;/m; coszew [23.

(d) One cbtains from Rv and R; the ratio mw/mZ largely independent of

sinze .
w
{e) A precise value of sinzeﬁ might also constrain grand unification models.

. 2 .
This precise measurement of sin ew was made possible by progress made

both on the experimental and the theoretical side.

The higher experimental accuracy in R“ compared to the previous experi-
ment [3) could be achieved becsuse of improvements in the experimental
technique. The major source of systematic error had previously been due to
the so-called Wide Band Beam (WBB) background events. These events are
induced by the unknown neutrino flux from unfocused parent particles
contributing to the well defined Narrow Band Beam (NBB) neutrino flux.

The corresponding uncertainty became insignificant by measuring the WBB
background rate. 1In addition, the beam efficiency was increased giving
higher statistical accuracy. Furthermore, a detector upgrade improved the
resolution in the transverse event position, making better use of the

known dichromatic spectrum of the NBB.
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The higher precision in the interpretation of Rv in terms of electro-
weak parameters could be achieved by theoretical progress. It was shown by
Llewellyn Smith (4] that in an isoscalar target with only massless u and d
gquarks the largest contributions to the NC and CC cross sections are relat-

ed by isospin invariance alone. The relation between Ru and sinzew turns
out to be:

-1
o(3y = 172 - sin“e_ + 5/9 sin"e, (1 + 7y (1)

R
Insufficiently known details in describing the real nuclear target are
absorbed in the measured CC cross section ratio r = agclaic. The Quark
Parton Model (QPM) with Quantum Chromo Dynamical (QCD) modifications, which
in previous analyses wag used to relate R“ to sinzew, is now only necessary
for small corrections. The outstanding problem left in these corrections
is the poor knowledge of the mass of the charmed quark, mc, which appears

as a separate term in the result for sinzew.

The main objective of the experiment was to extract sin’0  to a
A . NNC cC co ., _CC
precision of + 0.005 from the measured ratios Rv =N /Nv and r = N; /N“

in deep inelastic neutrino interactions.

The constants NNC, Nsc are the numbers of NC and CC interactions for
hadronic energies(* Eh greater than 10 GeV observed in a neutrino beam
and Ngc is the number of CC interactions in an antineutrino beam having
the same energy spectrum as the neutrinoc beam. The relation (1) between
Ru, R; r and sinzew shows that: (a) R, is about 6 times more sensitive to
sinzew than R; at sinzew values near 0.23; (b) Asinzew = * 0.005 requires
ARv =% 0.003.(1%); {c) Ar = 0.01 (2.5% of r ~ 0.4) renders the correspond-
ing uncertainty in sin’ew negligible. Hence most of the experiment was

performed with neutrinos and only about 20% with antineutrinos.

{(*) The energy in the laboratoery esystem transferred to the hadronic
system in the neutrino interaction.



As in earlier experiments [3,5,6] NC and CC events were separated by
their event length: CC events (v (v) + N = u (u+) + ...) with a.pene;
trating muon in the final state are long, whereas NC events (v (;) + N=>v
(v) + ...) with only readily absorbed hadrons in the final state are short.
Examples of a CC and a NC candidate are shown in fig. 1. The main experi-

mental problem was to correct the NC sample for high-y (= E_/E ) CC events
: v

in which the low momentum muon is hidden in the hadron show:r (sect. 2.4).
In order to minimize systematic uncertainties in the measurement of Rv and
R;, NC and CC events were treated identically throughout the data acquisi-
tion and analysis chain. 1In particular, muon track reconstruction was not
used in the snalysis. The cut E, > 10 GeV was applied in order to ensure

h
100% trigger efficiency.

A second objective was to measure the right-handed coupling, g;, of
quarks, independently of the Rv, R; values, from the difference of the y
distributions in NC and CC interactions. This was done by comparing the
Eh distribution of NC and CC events as a function of their distance from
the beam and using the known correlation between direction and energy of the
neutrino in the narrow band beam. A first analysis of this kind had been

performed by the CDHS collaboration previously [7].

The layout of the paper is as follows. BSect. 2 describes details about
the 1984 experiment with emphasis on the improvements on the beam and the
detector compared to previous experiments. The data taking, the selection
of NC and CC event samples and the corrections applied thereto are described
in this section. Experimental results are given in the form of Rv, R;, r
and hadronic energy distributions in several radial bins for NC and CC
events. In sect. 3, the experimental numbers Rv, R; and r are first
corrected to correspond to the conditions under which relation (1) is
valid. Then, sin29w is obtained from Rv. A combined analysis of Rv and R;
yields p and sinzew, mw/mz, and 8;,L‘ The coupling ratio gglgi is also
obtained from the difference of the ¥y distributions of NC and CC events.
Finally, the resﬁlts are compared with those obtained from direct measure-

ments of m and L Sect. 4 represents a summary and an outlook.



THE EXPERIMENT

2.1 The experimental set-up

2.1.1. The beam

The experiment was performed in 1984 in the CERN NBB facility using
450 GeV protons from the Super Proton Synchroton (SPS). Fig. 2{(a) shows
the layout of the beam line.

The proton target was a 50 em long carbon rod with 3 cm diameter. The
neutrino parents (v, K) were sign and momentum selected in a 117 m long
beam transport system followed by a 292 m long evacuated decay tunnel and

a 360 m long shielding arrangement.

The beam optics had been modified with respect to the previous
experiments to achieve a higher neutrino event rate per proton on target.
An optimum was found [8] by choosing a parent beam energy of 160 GeV and
increasing the acceptance of the first group of guadrupcles after the
target. As a consequence the momentum bite and divergence increased by
50% to about 14 GeV and 0.4 mrad (FWHM), respectively. The energy spectra
of neutrinos and antineutrinos traversing the neutrino detector are shown

in fig. 3.

The beam line was instrumented with several monitoring devices which
were recorded burst by burst. The intensity of the primary proton beam was
measured with a Beam Current Transformer (BCT). Its width and impact
point was measured with segmented secondary emissgion chambers. The
absolute intensity of the secondary hadron beam was measured with two
other BCT's located a few meters upstream of the decay tunnel as shown in
fig. 2(b). A movable set of segmented ionisation chambers installed
jmmediately upstream of the BCT's was used to measure the position and
profile of the hadron beam. The composition of the beam was determined
with a differential Cherenkov counter moved into the beam in special
runs. Eight ionization chambers around the beam pipe upstream of the
BCT's served as beam halc monitors. The muon flux was sampled with solid
state detectors at various radii and depths in the ghielding. Details
about the flux measurements can be found in ref. [9]. The time distribu-
tion of the beam within a pulse was measured with a scintillator at large

shielding depth recording single muons.



Special care was taken to minimize the effect of the badly calculable
flux of the so—called Wide Band Beam (WBB) neutrinos from unfocused
hadrons. Such neutrinos originate from the decay of hadrons (pions,

kaons, charmed particles, ...) produced:

{a) in the proton target and decaying before momentum selection;
(b) anywhere in the beam transport system; '
{c) in the decay tunnel in hadron air collisions;

(d) at the beginning of the shielding in hadron Fe collisions.

Source {(a) was reduced (as previously) by pointing the proton beam away
from the neutrino detector (by 11 mrad horizontally and vertically).
Source (b) was reduced by extending the vacuum pipe up to the entrance
window of the decay tunnel — only interrupted by a helium filled pipe at
the place of the Cherenkov counter. The amount of hadrons prodﬁced in the
helium and the two additional 10 ym thick Ti windows of this pipe was less
than in the equivelent length of air (much less than in the Cherenkov
counter) and estimated to be negligible., Source (c) was reduced to a
negligible amount by evacuating the decay tunnel to 0.15 Torr. Using
results of beam dump experiments {10] source (d) was estimated to be also
negligible (< 10—3 of the useful flux). The v flux from sources (a) and
(b) was measured by the neutrino event rate obtained in special runs where
a 1.5 m long Fe dump at the beginning of the decay tunnel (see fig. 1(b))
was moved into the beam reducing the useful flux to < 3 -« 10_A of its
normal intensity. This residual flux from the dump was also partielly
compensated for by source (d). The BCI's guaranteed relative normalisation
between runs with and without the dump to better than 0.5%. The NBB flux
obtained in this procedure is the flux from hadron decays between the dump

position and the end of the decay tunnel.

2.2.2. The Neutrinc Detector

The CDHS detector [{11] shown in fig. 4(a) was a ~ 22 m long, 1150 t
heavy calorimeter consisting of toroidally magnetized iron plates (3.75 m
diameter) sandwiched with planes of scintillators (3.6 X 3.6 mz). The
plates were grouped into 21 modules the first 10 of which represent the
upgrade of the detector. They consisted of twenty 2.5 em thick Fe and

0.5 cm thick scintillator plates. The scintillators were split in 24
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strips of 15 em width; each strip was cut in half. Five consecutive
half-strips were viewed by a single photomultiplier forming one read-out
plane. The strips in consecutive read-out planes were orthogonally
oriented (see fig. 4(b)). Thus each of the first 10 modules had 4
read-out planes of 12.5 cm sampling width in the beam direction and 15 cm
sampling width in both orthogonal directions perpendicular to the beam.
This leads to a transverse spatial resolution of about 5 em. The signals
of opposite photomultipliers were summed; 90% of the sum was fed into

Analog-to-Digital Converters (ADC's), 10% being used for triggering.

Modules 11 to 15 each had 15 Fe plates, 5 cm thick and modules 16 to
21 each had five 15 cm thick Fe plates. The 75 scintillator planes in
these modules were split in 8 horizontal strips of 47 cm width with the
lJateral event position being measured by the difference between the

signals recorded on each side.

Each of the 21 modules had a central hole for the copper coil

producing a toroidal magnetic field of 1.6 Tesla.

Hexagonal drift chambers with three wire planes each (one with
horizontal wires, two with wires at % 30° with respect to the vertical)

were in the 31 em wide gaps in between the modules.

In front of the first module was a 4 X 4 m" plane of scintillator
sheets (the anticounter) to veto any incoming charged particle produced

upstream of the detector.

2.2 Data taking

Data were taken from March to August 1984 with 4.9 -« 1013 protons
used for neutrinos and 1.3 » 107° protons for antineutrinos. The proten
beam was operated in the "fast-slow" extraction mode with 14.4 s repetition
time and a nearly gaussian spill shape of ~ 300 us width at half maximum.
At regular intervals the dump was moved into the beam. For statistically
optimum WBB background subtraction 28% (37%) of the neutrino (antineutrino)

running time wag used in this mode.

Data were recorded during a beam gate of 2 ms centered around the

beam spill, during a second gate of 2 ms - the so called cosmic gate - for
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cosmic ray interactions with identical detector conditions and during a
~ 10 s long gate in between beam pulses - the calibration gate - with a
dedicated trigger on nearly horizontal cosmic muons, to calibrate perma-

nently the scintillator and ADC responses.

The data acquisition electronics was triggered by two independent
conditions: either if energy was deposited in one (or 2 adjacent)
module(s) above a certain threshold (the so called shower trigger) or if a
(minimum ionizing) particle penetrated at least 3 modules (the so-called
muon trigger). The shower trigger, working identically for NC and CC
events, was the trigger used for the Rv measurement. The muon trigger
was used to determine the shower trigger efficiency by observing the
shower trigger efficiency for events with a penetrating charged particile
and a hadronic ‘shower. Fig. 5 shows the result of this study: Above

10 GeV shower energy the shower trigger efficiency was better than 99.9%.

The detector was busy during ~ 200 ns for an anticounter wveto,
~ 160 ns for trigger decision and up to ~ 4 ﬂs for the ADC's after an ac-
cepted trigger. The event rates lost during this dead time were different
for different run conditions (v, v, dump out, dump in the beam, cosmics).
They had to be measured accurately to minimise the uncertainty in Ru due to
background subtraction. This was done by folding the detector’'s busy

signal distributions with the time distributions of the following signals:

(a) 1in the beam gate with the time distribution of (i) single muon signals
recorded deep in the'shielding, (ii) the integral muon flux recorded

further upstream in the shielding.

{(b) in the cosmic gate with the time distribution of a constant clock.

Comparable deadtimes measured with several methods agreed to within
t 3% of their values. The average deadtime losses were 16.8 * 1% (7.7 % 1%)
during neutrinc (antineutrine) runs without the dump, 12.7 * 1% (7.4% + 1%)

with the dump in the beam and between 2 and 5% for cosmics.

2.3 Event reconstruction

For each event the hadronic energy, E , the event length, L, and

h

bean’ were reconstructed.

the radial distance from the beam axis, R
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2.3.1. Hadron energy measurement

A shower was defined as a cluster of scintillators with more than
~ 6 GeV recorded in a box of 1.5 m Fe length and 1.2 m width, called the
shower box. The event vertex was defined by the first read-out plane with
8 pulse height larger than 1.2 minimum ionizing particles (M.I.P.'s). A
second plane hit was regqguired for a valid shower. The hadron energy was
measured from the weighted sum of scintillator pulse height recorded in
the shower box with its upstream face centered arcund the event vertex.
The weighting was done such that relatively large pulse heights contributed
less thus egualizing electromagnetically and hadronically induced signgls.
The weighting coefficients and the absolute calibration of the calorimeter
had been determined from exposures of a few mbdules to electron and pion
beams of known energy [12]). The intrinsic resolution found from these

exposures was o/E = 0.52/vE for hadrons, 0.25 vE for alectrons.

In NC events the energy recorded in the shower box, E s equals the

sho

hadron energy, E In CC events Es contains also the energy Eﬁ depos—

ited by the muonhin the shower‘box.hoThe energy Eﬁ wag measured in events
with well reconstructed muons from the distribution of the energy deposited
in scintillators cutside the shower box as a function of the muon momentum
Pu' Fig. 6 shows satisfactory agreement between the mean energy loss thus
nmeasured and the one obtained from & simulasted muon ssmple where recent
energy loss measurements [15] were used. The effective muon energy loss

to be subtracted from Esho wag determined such that the number of events
above the Eh > 10 GeV cut was correct. It was found to be in-between

the peak and mean energy loss. The uncertainty in the effective E  due

h
to this subtraction procedure was * 150 MeV.

During the analysis it was observed that in the new calorimeter
modules the signal height decreased with increasing event rate. This
effect could be traced back to an instability of the ADC's and was
corrected in the off-line analysis channel by channel using laboratory
test results. With & cut on the time lapse of > 10 us between consecutive
events this correction amounted to 5% on the average hadronic energy

measurements. It affects NC and CC events equally.
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The effective hadronic energy scale and resolution were determined
from the data themselves, This was done by comparing at given radii the
distribution of the - mainly hadronic - energy of high-y evenﬁs with that
of the - mainly muon - energy of low-y events. From this cross calibration
between hadron calorimeter and muon spectrometer, the effective Eh resolu-
tion was found to be o/E, = 0.6/ vE_ + 0.02. The absolute energy calibra-

h h
tion uncertainty was %t 2%,

2.3.2. Event length measurement

The event length L was defined as the thickness of iron parallel to
the detector axis between the read-out plane containing the vertex and the

last read-out plane hit by the most penetrating particle of the event.

The vertex plane was defined by the shower finding algorithm as the
first plane having a pulse height larger than So 2 1.2 MIP's. However,
the true vertex plane could be different from this first plane due to
noise, inefficiencies and back scattered particles. This guestion was
studied by plotting the distance D between the plane containing the shower
maximum being well above any threshold and the first plane as a function of
8 . The expected linear rise of the shower onset was observed only from
agout 3 MIP's onward (fig. 7). The deviation from linearity below 3 MIP's
was interpreted as being due to the above mentioned effects. By linear
extrapolation to the pulse heights of 0.4 MIP's in modules 1 to 10, 2
MIP's in modules 11-15 corresponding to the minimum number of charged
particles in a CC event (two) it was concluded that the true vertex was on
average 2 * 1 ecm downstream of the reconstructed one. This was corroborated
by finding similar results in both types of modules, which have different

scintillator structures.

The search for the last read-out plane of an event was affected by
inefficiencies of and noise in the seintillators. A cross-check of the
position of the end point is provided by the coarse but reliable measure-
ment using the drift chamber hits (99.96% efficiency, no noise). The
average distance between the last scintillator hit and the last drift
chamber hit in the data and in a Monte-Carlo simulation sample agreed to
within better than 1 cm. Combining the uncertainties of the vertex position
and of the end of the event, the measured event length is estimated to be

correct on average to better than + 1.5 cm.
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4 The NC and CC samples

2.5.1., Event selection

Data taken under bad beam conditions (beam information missing, proton

intensity less than 5.10° per pulse) and with malfunctioning detectors

were excluded. Events were retained if they fulfilled the following

conditions:

They had occurred inside the beam pgate within % 0.6 ms around the spill
centre. This reduced the cosmic ray interaction rate subtraction.
Inside the cosmics gate they had to be 25 pys away from the edges of

the gate. This excluded unstable detector conditions.

The time lapse to the preceding event was more than 10 us thus minimising
background, inefficiencies and the Eh correction due to ADC instabilities.
This cut excluded 15% (6%) of the neutrino (antineutrino) data during

normal run condition (dump out).

The vertex had to be between the middle of module 3 and the middle of
module 10 (the detector region with best resolution in energy and radial
position), within a radius of 1.3 m around the detector axis (for good
muon acceptance), and outside an area of 40 X 40 cm2 around the central

hole. This fiducial volume weighed 141 t.

The shower energy Esho was larger than 10 GeV, to ensure full trigger
and software efficiency for recognizing showers and reconstructing the

event length.

The first drift chamber upstream of and within 60 cm to the vertex had no
hit. This excluded radiative showers generated by incoming muons or by

muons from CC events with no visible hadron shower.

After these cuts all of which except the Esho cut affected NC and CC

event rates egually, 211266 (9545) events were left from neutrino

{antineutrino) runs.

a

2.4.2. Preliminary sgeparation of NC and CC events

The event length distribution was used to separate NC and CC events:

cut-off length Lc was defined such that practically all NC events had
B

L < Lc’ all events with L > Lc were CC events (now with E, = E - E‘-| >

h sho
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10 GeV) and the number of CC events with a muon shorter than L. (the "short
c

CC" events) was minimized. In order to follow roughly the longitudinal

shower profile 1'..c was given a logarithmic dependence on-Esho;

L fm)] = 06.75 &+ 0.38 1InE (GeV).
c sho

h

Fig. 8 shows the event distribution as a function of L/L.. Also shown in
fig. 8 is the so-called monitor region of CC events defined by 1.4 < L/Lc
< 2.4 and used to normalise the subtraction of short CC events from the NC

sample (sect. 2.5.6.).

The raw numbers of NC and CC candidates (line 1 of table 1) had to be
corrected to arrive at the final numbers of NC and CC events. The numbers

after each correction.and the corresponding Rv, R; values are given in
table 1.

2.4.3., Cosmic ray event subtraction

Cosmic ray induced events were recorded in the cosmic gate and ana-
lysed in the same way as beam induced events. Their rate was corrected for
the difference in logges due to deadtime and the time lapse cut of 10 us.
Cosmic ray events contaminate mainly the NC sample. The subtraction of
cosmic ray events reduces Rv by 1.8% and R; by 10.3% with a systematic

error of 0.1% and 0.3%, respectively.

2.4.4. Wide band background subtraction

Event rates due to WBB (anti) neutrinos were measured with the dump
in the beam, They were corrected for cosmic ray induced background and
their rates were normalised to the same parent hadron flux measured with
the BCT's as the normal beam taking into account the difference in dead
time losses. The event numbers to be subtracted are in line 6 of table 1.
Uncertainties in this correction which could be due to incomplete parent
beam abscrption in the dump, deadtime error, normalisation error etc. were
estimated to be less than 4%. It should be noted that this correction
(4.3% in the v beam) caused less than O.I%Iuﬁcertainty in R“; whereas it
was the major cause of uncertainty in the previocus experiment without the

beam dump facility.
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2.4.5. The "long shower” correction

Before subtracting the short CC events from the NC candidstes by ex-
trapolating the monitor region into the NC region (see fig. 8), the CC
region had to be corrected for a small contamination of NC and short CC
events in which the hadron shower was longer than Lc. There were two
reasons for this contemination: (a) muons from hadron decays inside the
shower; (b) hadron punch-through and/or noise in the scintillators at the

end of an event.

The background of events with a muon from hadron decays was estimated
from a Monte Carlo simulation of shower development including w, K decay
[14} and production and decay of single charmed particles. The result for
the neutrino data wag that 2.3 - 10" % of the events in the NG region
migrated into the CC region nearly half of them being true dimuon events
(charmed particle decays in short CC events). This could in fact be
verified by finding in the monitor region of the neutrino sample 62 * 17
events with a positive muon compared to 53 * 16 predicted by the Monte

Carlo simulation.

The rate of events with a long shower of the second kind is estimated
from the comparison of the event length distribution observed in the data
and the one obtained in a Monte Carlo simulation of CC events in which only
the propagation of the final state muon in the detector is performed.

Fig. 9 shows that this spill-over affected only the region between Lc and

~® of the NC candidates.

the monitor region and amounted to (1.4 * 0.8) - 10

To account for these two effects and avoiding double counting, the
long shower correction was combined to be (2.8 % 1.4) - 10”2 of the NC
sample in neutrino runs and (3 & 3) 10”7 in antineutrino runs raising
Rv and R; by 0.4 £ 0.2% and 0.4 % 0.4%, respectively (line 8 and 9 in
table 1).

2.4.6., Correction for short CC events

The largest correction was the gsubtraction of short CC events with
Esho > 10 GeV from the NC candidates, and the corresponding addition of

short CC events with Eh > 10 GeV to the CC candidates. This was done by

calculating the ratio of the number of short CC events (with L < Lc) to
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the number of CC events in the monitor region (with 1.4 Lc <L < 2.4

Lc) once for Esho > 10 GeV (fsho’ to be applied in the NC region)

and once for Eh > 10 GeV (fh, to be applied in the CC region). The
calculation was done with a Monte Carlo simulation describing beam,
detector and nucleon structure functions [15] in a QCD improved QPM. The
results for fsho and fh were 0;980 and 0.994 in the neutrino beam, 0.81
and 0.84 in the antineutrino beam, respectively, leading to rather large
corrections: 17% of the events in the NC region were shor£ CC events
(table 1, line 10). However, the uncertainty in these corrections were
relatively small, the largest one being due to a possible bias of * 1.5 cm

in the event length determination (table 2).

CC events could be short because their muon left the detector at the
side long before being ranged out or because they were high-y events with

a muon range < Lé.

In the first case the uncertainty came from insufficient knowledge of
the beam parameters. This has little effect on the correction (table 2),
since the focussing magnetic field and the radius cut of 1.3 m (compared
to the detector radius of 1.875 m) kept the number of events of this type
small (~ 7% of the short CC events). The radial event distribution was
well simulated by the Monte Carlo program as shown in fig. 10 for the

events in the monitor region.

In the second case — the high-y events - the extrapolation factors
depended upon a correct description of the y-distribution of CC events.
This dependence is weak, since the monitor region was already a sample of
relatively high-y events, with <y> = 0.85 compared to <y> = 0.94 in the NC
region. The extrapolation is largely insensitive to uncertainties about
beam parameters, detector response and physics assumptions in the Monte

Carlo simulation, which reproduced well the observed Es o distribution

as shown in fig. 11 for the monitor region. It should ge pointed out that
this extrapolation did not rely on the shape of the event length distribu-
tion below Lc and hence did not need any simulation of the hadron shower
details. The main sources of error - apart from a possible bias in the
event length - were on the detector side the muon momentum-range relation
and on the theoretical side the longitudinal structure function (0.6%).
The uncertainty from the momentum range relation of 0.4% accounts for

possible multiplicative errors in the magnetic field or momentum loss
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along the muon trajectory. The longitudinal structure function defined

[16] as the deviation at finite Qz from the Callan-Gross relation [17)

qL(x.Q*) = Fz(x,Qz) -2 x Fl(x,Qz) (2)

represents a term proportional to {(1-y) in the differential cross sections.
The uncertainty due to . of 0.6% was detefmined by varying qL within

the limits allowed by the observed y-distribution in CC events shown in
fig. 12.

A summary of all uncertainties in the correction for ghort CC events

is given in table 2.

2.4.7 Correction for electron neutrino interactions

The numbers on line 11 of table 1 must finally be corrected for CC
events produced by electron neutrinos (ve). All v, induced events were in
the NC candidate sample since the final state electron of the CC Yo events

is hidden in the hadron shower. For these events the measured energy Esho

is equal to the neutrino energy Ev. The v, component in the NBB comes
entirely from Kea decay and is well calculable. The contribution of ve's
from the decay of muons in the decay tunnel was estimated to be negligible.
The CCue events with E“ > 10 GeV had to be subtracted from the NC sample

and those with Eh > 10 GeV had to be added to the CC sample. This was done
by calculating the ratio of the number of CCve events to the number of

CCvp events, once for Eh > 10 GeV (rh), and once for Ev > 10 GeV (re)

and using the relation

R' - r
v e
v 1 + rh

*
where the uncorrected ratio Rv is taken from line 11 of table 1. The

ratios r h were calculated by relating the number of CCue events to the
9

number of CC events induced by neutrinos from K » uv decay, the CCvp(K)

events:

CCve(E > 10 GeV)

v, h
CCv_ (K)+(1 + "%

e,h

using the Monte Carlo simulation of the experiment. The ratio
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Rﬂlx = CCv“(ﬁ)/CCV"(K) was determined from the radius-versus-energy-plot

of the experimental sample . of ~ 200 000 CCvu events with a reconstructed
muon track, in which CCvu(w) and CCvu(K) events are well separated due to
the correlation between direction and energy of the neutrinos in a NBB.

The Kua decay contribution in the beam and acceptance differences for v
and L% were accounted for, again using the Monte-Carlo simulation. The
results for re and rh were 0.02124 and 0.0175 in the neutrinoc beam, 0.020
and 0.014 in the antineutrino beam, respectively, leading to the numbers on
lines 12 and 13 of table 1. This method of correcting for Ve events is
independent of the K/w ratio as measured with the Cherenkov detector in

the beam. The major sources of the systematic uncertainty of 2.5% (3.4%)
in the neutrino (antineutrinc) case are the Ke3 branching ratio and the
ingufficient knowledge of the y-distribution.  The latter influences the

relation between the event rates for E > 10 and E > 10 GeV.

h

2.5 The experimental results

2.5.1. R, R, r
v v

The final corrected numbers of NC and CC events are given in line 13
of table 1 together with the statistical errors. The systematic errors on
R aré given in table 3 which summarises the various corrections appiied to
t;e NC and CC event samples. Hence the NC to CC cross section ratio for

neutrino interactions in iron and for hadronic energy above 10 GeV is

Rv = 0.3072 * 0.00253 (stat.) % 0.0022 (syst.) (3a)

For the antineutrino interactions the systematic uncertainty due to cosmic
and WBB background is larger because the event rate is lower and the energy
spectrum softer than in the case of neutrino interactions. Also the short
¢C correction introduces a larger uncertainty due to the poor knowledge of
the longitudinal structure function which has a larger effect at high y for

antineutrinos than for neutrinos. The final results for antineutrinos is

R- = 0.382 % 0.015 (stat.) + 0.006 (syst.). (3b)

v

The ratio of CC cross sections for antineutrinos to neutrinos,

r = NSCINCC, for E
v v h

obtained from the numbers on line 13 of table 1. It has to be normalised

> 10 GeV, needed to derive s‘mzew from eq. (1) is

to equal parent hadron fluxes using the BCT's accounting for the different

K/w ratios, dead time and time lapse cut losses yielding 0.30 £ 0.01. 1In
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addition it had to be corrected for the difference in the shapes of neutri-
nc and antineutrinc spectra. This was done using the Monte-Carlo simula-

tion of the experiment. The result was

r = 0,393 t 0,005 (stat.) + 0.013 (syst.) . (4)

The systematic error arises mainly from uncertainties in the K /% ratio

and the relative BCT normalisation.
In table 4 these results are compared with those of the CHARM

experiment [18] performed simultaneously with the experiment described

here.

2.5.2. Hadron energy distributions as a function of the beam radius

The total energy E“ and hence y = Eh/E for NC events could only be

v —
determined via the distance Rbeam of the events from the beam axis using
the energy-radius correlation in the NBB since the energy of the outgoing

neutrinc could not be reconstructed event by event.

The raw NC and CC event samples were grouped in Ethbeam bins and the
various corrections (for cosmic ray, WBB, short CC and vy events) were
applied bin by bin. The short CC events were assigned the same E“ distri-
bution as the CC events in the monitor region to eliminate uncertainties
due to the E calibration. To account for the different radial distribu-

h
tion of Ve and v events and their different composition of electromagnetic

and hadronic sho;er energy a y—dependent correction was applied in the
Monte-Carlo progrem (zero at ¥y = 0 and 1, up to 15% for y = 0.5). Finally,
the CC events were used for fine adjustments of the beam parameters.

Fig. 13 shows the Eh distribution for NC and CC neutrino and antineutrino
events in four radial bins, in good agreement with the Monte-Carlo simula-

tion.

DETERMINATION OF THE ELECTROWEAK PARAMETERS

3.1 Correction of RvJ R;, and T

In the general case of an interaction with only vector and axial
vector terms, the largest parts of the NC and CC cross sections are

related by isospin invariance alone {4].
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At tree level,

dao d °
NC, v 2 9 oe,v 2 %%c.5 .

*“E;—*f = BL —“E;—*— + ER ——E;*— + ... {5a)
) o (*)

N5 2 Y9 . g2 %9%c, 5 (5b)
dy = By dy Bg dy Tt

In the Standard Electroweak Model the left and right-handed fermion
couplings to the Z are described by

Bie = I; - Qf sinzew (6a)

Bge = Qf sinzew (6b)
where I; and Qf are the third component of the isospin and the charge of
the fermion. Within the QPM, g: = g;u + 5Ed and g; = g;u + S;d'

The sdditional terms in egs (5) describing possible isospin bresking
dynamical effects due to strong interactions (higher twist effects), are
believed to be small [4), especially in the kinematic range selected by

the cut Eh > 10 GeV.

Multiplying egqs (5a) and (5b) with the neutrino and antineutrino
spectrum (given in fig. 2), respectively, inserting (6) and integrating

over the kinematical range of the experiment (Eh > 10 GeV) yields the

relations
R0 = 1 - sin‘e + 2 gin“e (1 + ro) (7a)
v 2 w 9 W
RS - i _ sine + 2 sin®e (1 + L Y, (7b)
v 2 W 9 w EO

where r° (r°) is the ratio of CCv to CCv interaction rates with the energy
spectrum corrected to take into account the difference between the neutrino

and the antineutrinos energy distributions.

In order to extract the ideal quantities R:, Rg, ro, ;o, from the
experimental values Rv, R; (3) and r (4), the small non-isoscalarity of
the irom nucleus (7% neutron excess), the presence of strange and charmed
guarks in the nucleon, threshold effects of the charmed guark mass and

radiative effects have to be corrected for.
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This has been done with a QCD improved QPM using parametrisations of

the quark distribution functions obtained from earlier CC structure
function measurements [15]. The mixing between the guark genétations has
been accounted for by a unitafy 3 X 3 Kobayaszhi Maskawa (KM) matrix with
the mixing parameter from ref. [19]. The one-loop radiative corrections
have been computed using Bardin's pfograms [20) for m, = 60 and

t
m_ = 100 GeV.
H .

The results of the corrections are:

RC = 0.3122 + 0.0034 (exp.) — 0.009 (m_ - 1.5)
v c

) {B8a)
rC = 0.383 + 0.014 (exp.) + 0.004 (m_ - 1.5)
RS = 0.378 + 0.016 (exp.) - 0.019 (m - 1.5)
v | - ¢ (8b)
-0

0.371 % 0.014 (exp.) + 0.004 (mc - 1.5)

The various corrections and the rélated-uncertainties gre given separately
in table S. The correlations between the R and R- corrections are dis—
played in fig. 14, when the QCD improved QPM is used alone (fig. 14(a)) and
when it is used together with the Llewellyn-Smith formulae (fig. 14(b)).

The uncertainties due to the poor knowledge of the longitudinal-
structure function, eg. (2), and due to the normalisation of the sea quark

distributions are reduced if the Llewellyn--Smith formulae are used.

The largest uncertainty is due to mc and its suppression of charm

production near threshold in the CC processes

v +d->u*+c,

v + S *‘u + c,

- — + —

v + 58 2u 4+ ¢ .
The so-called slow rescaling model {21] has been used to account for
threshold effects. It assumes free target and charmed quarks - an

approximation which may be incorrect around the threshold. - The wvalue of

ER T TR R R T B RN T TR R T AT T RN L SO T S TR E R

AR
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m, = 1.5 + 0.3 GeV/c® was chosen to_reproducg the features of the
opposite-sign di-muon data of an earlier CDHS experiment [22] and should
be understood as an effective parameter, its error covering both the
experimental and theoretical uncertainty. The kinematical suppression of
charm production has two effects:. (i) it decreases the CC cross section
and (ii) it introduces an uncertainty in the NC cross section via the
normaelisation of the strange sea determined from the antineutrino dimuon
data (As/s = 0.31 (mc - 1.5)). The correlation between the two effects is

accounted for.

An upper bound on the charmed sea distfibﬁtion has been derived from
deep inelastic muon scattering [23]1; it is a negligible source of

uncertainty.

Also the uncertainty coming from a unitary KM matrix is small. It
should be noted that egs (7) hold also with s and ¢ quarks in the nucleon
provided they are massless and have egqual distributions. The KM matrix
introduces a correction only because isospin symmetry is broken for the
g-c doublet (C £ S and ™, #'ms). A KM matrix not constrained by unitarity
introduces an uncertainty on R“ of 1.5%. However, even a fourth generation
is not expected to shift Rv significantly because of the quasi-diagonal

nature of the KM matrix [4].

The muon mass causes a small correction due to kinematical suppression
of the CC process. Terms proportional to m:'in the CC ceross section have

been neglected.

Radiative effects cause relatively large corrections: 1.8% on R“, 2.5%

on R—-. They are of two types, both calculated to first order:
v A :

{a) Photonic effects, where a real or virtual photon is emitted by a-
fermion. These QED effects can be calculated independently of elec-
troweak parametérs. The dominant dontribuﬁion to this large correc—
tion (2.3% on R + 2.6% on R—) comes from photon emission by the muon

in the CC process, which has no counterpart in the NC process

(b) Effects described by electroweak propagators ‘and purely weak box and
vertex diagrams. Loop corrections to propagator effects lead to a

Q2 evolution of electroweak coupling comstants. Purely weak box
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and vertex diagrams modify the neutrino-nucleon cross section
calculation. Electroweak corrections deépend on the unknown masses
mt and mH. These masses are treated ds free parameters.

The results of the calculation of radiative effects agree with those
obtained by various other authors [24-26] within %+ 0.002, which is the

error assigned to this correction.

3.2 The electroweak parameters

3.2.1 Theoretical framework

At tree level, the definitions of sinzew via the electroweak coupling
. 2 2 2 . 2 z2, 2
congtants, sin ew = e /g and via the boson masses, sin Bw =1 - mw/mz,
coincide. As soon as electroweak radiative effects are considered, the
definitions differ slightly, thereby introducing a conceptual problem as
to the meaning of sinzew. The present experimental accuracy is such that

the problem cannot be ignored.

In the absence of a universally accepted definition, the one that

seems to be today most widely used is adopted [27]: sinzew =1 - m;/m;.

Below, an analysis of the experimental results is presented in terms
of the Standard Electroweak Model, with p = 1. The results are also
analysed in terms of an extension of the Standard Electroweak Model, with

2 _ 2 2
p and sin ew =1 - mw/pmz as free parameters.

3.2.2. sin?0, from R,

Using the experimental values (3) and (4} for Rv and r, eq. (7a) would

yield sinzew = 0.236. With the corrected values (8a), R® and r°, eq. (7a)
yields (mt = 60 GeV, m, = 100 GeV and p = 1):

. 2 2, 2
= - = * + - - .
sin ew 1 mwlmz 0.228 t 0.005 (exp.) * 0.003 (theor.) + 0.013 (mc 1.5)

or with the error assigned to m. (x 0.3 GeV/cz):

sinzew = 0.228 * 0.005 (exp.) * 0.005 (theor.).

IR RN R R IR LT R R L AT LR B N e R T O I R TR N

LRl e L I
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The experimental error results from the statistical and systematic errors
on Ru and r, added in gquadrature. 1In the last column of table 5 and in
fig. 15 the effect of each R“ correction on sinzew ag well as its un-
certainty is displayed. The difference between the present and the
previously published value sinzew = 0.225 [1] is due to the émaller
radiative correction obtained with Bardin's programs (Asinzew = + 0.002)
and due to a different reference value for mt {60 GeV instead of 45 GeV, '
Asinzew =+ 0.001). The dependence of sinzew on m

N and mH is given 1in

fig. 16, Tt is rather weak considering the experimental error.

3.2.3. m, limit from R and R-
=t v v

For a more precise anhlysis of R;, the results of the present experi-
ment have been combined with those obtained from an earlier exposure [3] in
8 200 GeV NBB: R; = 0.363 + 0.015. This number has been adjusted to the
conditions of the present experiment, and a weighted average of

0.375 * 0.011 is used in the following.

For a given value of sinzew =1~ m;Im;, the prediction of the
Standard Electroweak Model for Rv and R; depends on m, and m, as shown in
fig. 17. For fortuitous numerical reasomns Rv is sensitive to sipzew,
while R; is particularly sensitive to m, . From this analysis an upper
limit for the top quark mass is obtained (for p = 1):

mt < 240 GeV (90% c.1.).

The sensitivity to m_, is insignificant at this level of precision,

H

- .'2
3.2.4. p and sin 8 from R and R-

In an extended Standard Electroweak Model eqs (7) are written as

s . 2 2 2.
functions of p and sin 6w =1 - mw/(pmz).

SN

(1 + 1% sin“ew) (9a)

o |

P
- gin"© +
W

WO fen

o 1 .2 1 1.8
R; = p { g ~— sin ew + (1 + o ) sin ew) . (9b)
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A common fit of the data to eqs (9) yields:

1

P 0.991 &t 0.020 (exp.) - 0.023 (m.c - 1.5)

1]

sin’ew 0.218 + 0.021 (exp.) - 0.011 (m_ ~ 1.5)
for mt = 60 GeV, mH = 100 GeV. These results depend strongly on the

choice for mt.

The theoretical uncertainty on p and sinzew is negligible compared to
the experimental error. The experimental error on p (2%) arises mainly from
R; (4%). Note that the charm threshold effects on sinzew determined from

the two and one-parameter fits have opposite sign.

3.2.5. m /mL from R“ and R;

Remaining in the extended Standard Electroweak Model, p and sinzew

can be changed to mw/mz and sinzew as free parameters.

Replacing p by (mw/mz)zlcoszew in egs (9a)-(9b) yields

4 1 .2 5 o a
o m, > — sin ew + 9 (1 + ) sin ew
Rv “\m_ 2 2 ' (10a)
A (1 - gin"r )
w
4 1 . 3 - s &
> — sin ew +9 (1 + F°) sin ew

. (10b)

My
my

(1 - sin’e )2
w

Numerically, it turns out that eq. (10a) is a weak function of sinzew:

m a
R® = i ¥ (1 + 0.15 sin’e ¥y o
v 2 mz W

Hence, Rv represents a measurement of the mass ratio mw/mZ largely
independent of sinzew and therefore of the values of the p parameter, nm
and'mH. A combined fit to R and R> yields:

v v
mw/mz 0.BBO % 0.002(exp.) % 0.002 (theor.) - 0.007 (mc - 1.5) =
0.880 £ 0.0035.

t

I

3.2.6. Determination of the right— and left-handed couplings

So far the NC-quark couplings are assumed to be described by the

formulee eq. (6). However, the Lagrangian leading to eq. (5) is general
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enough to account for any QPM with vector and ‘axial vector currents and
eqs (5) can be keépt in their general form. Egs (7f become - '
[+ 2 2 [+]

.Rv_= gL r . L : _ {1la)

RS = g2 21
TRt B o (11b)

A fit of the data to eq. (11) gives

B 0.300 * 0.006

2

Eg 0.029 = 0.005

These values are in good agreement with the predictiohs of the Standard
Electroweak Model for sinzew = 0.228, g; = 0.300 and g; = 0.029. The
errors include the theoretical errors. Right—handed guark coupling is

demonstrated by‘g; being close to 6 standard deviations above zero.

The QPM can be used to parametrize Rv' R- in terms of the u and d
: v .
quark couplings separately (assuming identical couplings for equal-charge

quarks: g =g R

Le Lu’ Prs = Bra’

R(-) = (1 —(3; (a + a Y ,
v Lu

- 2 a8 +a_ gl
BLu ¥ %La®La 7 %rufru T ®rafrd
where(g)represent the photonic contributions to the radiative corrections.
The values for & and the coefficients & oy for this experiment are

. ] 9 ]
given in table 6 for mo= 1.5 GeV together with the values for R; of the

1979 experiment.

3.3 Analysis of the y-distribution of neutral current events

The space time structure of the neutral current can be studied inde-
pendently by comparing the NC and CC y-distributions. This information is
contained in the (E , R

h beam
fig. 13. 1In order to be independent of the normalisation - an information

) — distributions given in sect. 2.5.2. and

2 2 . 2 2
already used to extract 8+ Bp from Rv and R; -~ a fit of the ratio gR/gL

to the shapes of the (Eh, Rbeam) — distributions has been performed.

Using neutrino and antineutrino data together yields

g;/g: = 0.11 + 0.04 {stat.) * 0.04 (syst.) ,

in good agreement with the prediction for sinzew = 0,228: g;/gz = 0.097.
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In order to display the presence of right-handed coupling in the
neutral current graphically the NC/CC ratio as a function of y was
extracted from the dataf The Monte-Carlo simulation of the experiment was
used to relate the (Eh, Rbeam)"bins to y-bins. The ratio of the y-distribu-
tions was chosen since it is less sensitive to systematic errors than the
¥y distributions of NC and CC events separately. Fig. 18 shows that the
NC/CC ratio falls significantly with y in the neutrino data and rises

gignificantly with y in the antineutrino data.

This analysis allows also a determination of sinzew, independently of

the value of the p parameter:
s:’m’eW = 0.24 + 0.03 (stat.) * 0.03 (syst.).

3.4 Comparison with electroweak parameters from pp resultis

The masses of the W and Z bosons have been measured in pp collisions.

The published results of the two UA experiments at CERN [28],

m = 82.7

14

1 (stat.) £ 2.7 (energy scale) GeV and

80.2 + 0.6 (stat.) * 0.5 (syst.) * 1.3 (energy scale),

4+

mZ = 93,1 1 (stat.) * 3.1 (energy scale) and

91.5 £ 1.2 (stat.) t 1.7 {energy scale)

for UAl and UA2, respectively, yield averages of

= 80.7 + 1.3 GeV, m, = 91.9 + 1.8 GeV,
m,

A

and a mass ratio of

m/m_= 0.882 * 0.011 (stat.).
w Z

These values permit two tests of the Standard Electroweak Model.

3.4.1 Relation between R“ and mw

From the comparison of sinzew ag determined from Rv (sect. 3.2.2) with

. 2 . s s .
8in © as determined from mw a measurement of the radiative correction
w

parameter Ar is possible. It is defined by the relation [27]
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2 T 1 1

e ~ 1-Ar °*

2
v2 Gu sin Qw

where o is the fine structure constant, and-G“ the Fermi coupling constant

as measured in muon decay. One finds

Ar = 0.057 £ 0.030 (from mw) + 0.030 (from R“)

in agreement with the value 4r = 0.071 * 0.0013 predicted by the Standard
100 GeV).

Electroweak Model (for mt = 60 GeV, mH
The relation between R and mu depends for a given sin0 =1 -m'/m°

_ v ] w w oz

on mt (and, albeit insignificantly, on mn} as shown in fig. 19. It can be

interpreted as an upper limit on the top quark mass

mt < 240 GeV (90% CL),

which is independent of the one in sect. 3.2.3.

3.4.2 Comparison between the mass ratios

The uncertainties im the R“ ~ W, comparison due to m, and m, are

absent in the comparison of the mwlmz ratios”from‘Rv and pp results.

The values mw/mz of 0.880 + 0.0035 from R“.and 0.882 + 0.011 from
the mass measurements are in remarkable agreement providing a test of the
Standard Electroweak Model at the ~ 1% level. A deviation from this
agreementlwould iﬁdicate a breakdoﬁn of the SU(Z)L X U(l)_gauge structure.
At present the value extracted from neutrino nucleon scattering experiments
is more precise than the one from‘pﬁ.collision expérimenté; this Qest will
become more stringent when direct measurements of the mass ratio with
higher precision become available. However, it is worth noting, that
within the Standard Electroweak Model the present experiment predicts the
W mass to better than % 320 MeV once m is measured to better than
T 50 MeV in the near future at SLC and LEP.

SUMMARY AND OUTLOOK

The ratios Rv and R— of NC to CC neutrino and antineutrinoc interaction
v

rates have been measured in a high-statistics neutrino-iron scattering
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experiment with an improved beam and detector. 1In the case of R the
v
experimental error matches the theoretical error which is dominated by the

uncertainty about the charmed guark mass. The error of R; is still

dominated by statistics.

The results derived from these measurements are:

’ . 2 2 - .
' i =1 - = + +
{a) From Rv a value for sin ew =1 (mw/mz) 0.228 % 0'095.# 0.005

valid for m_= 60 GeV, m, ='100 GeV, and p = 1.

]

(b) From a combined Rv, R; analysis‘tpe values sinzew

1~ [m/(p m)1" =

©0.218 * 0.021 (exp.) * 0.006 (theor.) and p = 0.991 + 0.020 (exp.) %

0.009 (theor.), also for m,

an upper limit for the top quark mass, mg < 240 GeV (90% CL).

= 60 GeV, m, = 100 GeV, or - for p = 1 -

(c) The Rv, R; analysis also yields a precise mw/mz ratio of 0.880 * 0.0035,
which is valid in SU(2)L X U(l) independent of assumptions about mt

and mH.
(d) An analysis of Rv, R; yields values for the left- and right-handed NC
coupling constants, g; = 0.300 2 0.006, 5; = 0.029 * 0.005.

(e) The presence of right-handed coupling of the NC is also demonstrated
by the difference of NC and CC y distributions.

The value for éinzew agrees well ﬁiﬁh the one measured by the CHARM
experiment {18) in the same beam. Together with the CHARM resalt, this
experiment provides the presently'most accurate measurement of the electro-
weak nixing parsmeter, sinzew = 0.232 + 0.004 t 0,005, See also ref. [26]

for a global analysis of all existing data. Comparing the corresponding

mass ratio m,/w, with the one obtained from direct mass measurements in pp
pp collisions represents a test of the SU(Z)L X U{1l) gauge structure at
the 1% level.

The results obtained in vN scattering will remain important ingredi-
ents to the theory of electroweak interactions egpecially when SLC and LEP

measure m, and Z couplings and when pp colliders measure more precisely

the mb/mz ratio.

P P R N T TR B L L L T L R T T T R TR T TR R R R R T R IR TR R R IR R TR T L TRE
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They will also serve to constrain Grand Unified Theories {GUT's) as
discuzsed by many autho:s_[ZQ], The measured sinzew value lies in
the range of predictions by several GUT's, but seems to exclude the
minimal non-supersyﬁmetric SU(5) GUT ﬁhich'suggesté a smaller value for

sinzew {and also & proton lifetime below expefiment&l bounds) .
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Taﬁle 2

Systematic errors {(in %) on the éhdnt,cc subtraction

Source Error

Beam NBB energy * 2 GeV 0.02

K/7 ratio * 5% 0.08

position of centre ¥ 1 cm 0.08

divergence * 0.02 mrad 0.10°

Total beam 0.15

Detector energy calibration 0.10

‘energy resolution 0.10

vertex resolution 0.06

momentum-range relation 0.40

event length bias 1.10

Total detector 1.18

Theory longitudinal structure function Q.60

fraction of sntiquarks 0.00

tgtal cross section vs. energy 0.16

Q” evolution 0.05

radiative corrections 0.10

Monte-Carlo statistics 0.75

Total theory 0.98

Total 1.60

Table 3
Effect of event sample corrections on Rv and R;
AR 8R
Nature of correction R (%) error (%) R (%) | error (%)
v v

Muon energy loss in shower box 0.4 1.2
Cosmic ray event subtraction - 1.8 0.1 - 10.3 0.3
WBB background subtraction - 1.2 0.1 - 5.0 0.3
Long showers + 0.4 0.2 + 0.4 0.2
Short CC - 22.5 0.45 -~ 10.8 0.6
Electron neutrino events - 8.0 0.2 - 6.1 0.2
Total systematic error 0.68 1.5
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Table 4

Comparison of R , R-, and r-values between

this and th® cuXrM Experiment [20]

R R- r
v v

This experiment 0.3072 + 0.0033 | 0.382 + 0.016 | 0.393 + 0.014
Corrected for 0.3135 + 0.0033 | 0.376 £ 0.016 | 0.409 + 0.014
non-isoscalarity
Seme, extrap. for |, 5.6 0.371 0.453
E, > 4 GeV
CHARM, E_ > 4 GeV [ 0.3093 * 0.0031 [0.390 + 0.014 | 0.456 + 0.011
CHARM, E_ > 9 GeV | 0.3052 + 0.0033 ]0.397 % 0.015 | 0.429 + 0.010
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Table 5

Corrections and uncertainties on the corrected value for R
when the QCD improved QPM only is used (QPM) and when the ﬁlewellyn—Smith

formulae are used (LS).

and R- (in %),

In the last column the effect on sin Ow
The effect of each correction

extracted from R and r is given. . is
given with all other corrections applied.
AR /R (%) AR-/R- (%) Asin’ew
Correction due to: vy
QPM LS QPM LS
1 Mass + 0.2 + 0.2 + 0.2 + 0.2 + 0.0008
+ 0.1 + 0.1 + 0.0 + 0,03 + 0.0003
Propagator Q2/M2 - - - - -
Unitary KM matrix + + 0, + 0.4 + 0.0030
|Uud[21 0.0024 ¥ ¥ ¥ ¥ 0.03 ¥ 0.0001
Non-isoscalarity - 2.0 - 1. + 1.6 + 0.8 - 0.0090
Uy/Dy * 10% +0.2 | +0.2 + 0.16 [+ 0.08 + 0.0009
Longitudinal structure functiomni{ + 0.3 0.1 - 1.4 + 0.1 + 0.0006
+ 50% + 0.16 + 0.07 + 0.6 + 0.05 + 0.0003
Quark sea + 1. 0.4 - B.6 - 1.0 + 0.0020
(U + D)(U + D) £ 20% + 0.2 + 0.07 1.0 |7 0.16 + 0.0003
Strange sea . + 0.8 + + 0.0046
S/D * 30% + 0.3 + 0.2 + 0.2 |+ + 0,0010
c/s 0.2 + 0.1 + 0.1 - 0.03 |+ 0.13 + 0.,0005
+ 100% t+ 0.1 + 0.1 F0.03 | 0.13 + 0.0005
. . - 1.8 - 1.8 - 2.5 - 2.5 - 0.0090
Radiative effects + 0.4 | 0.4 + 0.6 |t 0.6 + 0.0020
Error from r t 0.013 - + 0.1 - + 0.7 t 0.0002
Total theoretical error +0.34 | +0.24 +1.2 |+ 1.26 + 0.003
(excluding mc)
1.5 GeV + 2.4 + 2.3 + 3.1 + 3.9 + 0.0110
mc + 0.3 GeV 0.9 + 0.9 + 1.4 + 1.5 + 0.0042
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Table 6

Correction coefficients which multiply the

individual chiral couplings

8 ®Lu *La Ry “Rd
R?m“ 0.023 0.936 1.045 0.379 0.453
R%DH584 0.026 0.948 1.134 2.411 2.690
Rgnnsm 0.024 0.944 1.126 2.295 2.563
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FIGURE CAPTIONS

Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

Fig. 7

Fig. 8

Fig. 9

Fig. 10

Computer display of a CC and NC candidate.
(a) Overall view of the 1984 160 GeV Narrow Band Beam.

{b) Details of the section before the decay tunnel showing the

monitors in front of the dump.

The spectra of (a) v“ (solid line) and vu (dashed line) inside
the acceptance of the detector after the geometrical cuts and

{b) v from Ke decay.
U 3

(a) Layout of the CDHS detector.

(b) Structure of the new type of CDHS modules.

The shower trigger efficiency as a function of the shower energy,

calculated from CC events recorded by the muon trigger.

The response of the detector inside a box of 1.5 mm length to

isolated muons as a function of their momentum. The full circles
correspond to the data, the open circles to the simulated wvalues.
The absolute scale of the simulsted points is chosen to match the

data points in average.

Thresholds reguired for the first scintillator versus distance D

between the vertex and the shower maximum.

Distribution of the event length L, in units of the cut-off
L (see text), for neutrino events with Eh > 10 GeV. . The back-

cut
ground from cosmic rays and WBB has been subtracted.

The shape of the event length distribution near the cut-off
Lcut showing a small spill-over of long showers in the CC signal

region.

Radiel event distribution in the monitor region.
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FIGURE CAPTIONS (Cont'd)

Fig. 11
Fig. 12
Fig. 13
Fig. 14
Fig. 15
Fig. 16
Fig. 17
Fig. 18
Fig. 19

Esho distribution of events in the monitor region.
y distribution of the CC events.
Eh distribution of NC and CC events in 4 radial bins.

Nucleon structure corrections to R“ and Rv when {(a) the QCD

improved QPM is used alone and (b) when it is used together with
the Llewellyn-Smith formulae.

Effect (arrow) of switching off any one correction (but applying
all others) and uncertainties (sgquare box) due to the correc-

. .2
tions on sin ew.

.2 . ~ 2 -
sin ew =1 (mw/mz) as extracted from Rv and r using Bardin's
radiative correction programs [24] for three mH values.

Rv versus R; for various sinzew values as a funtion of m, .
The dotted curve indicates the effect of changing m, from 100 GeV
to 1000 GeV.

Ratio of NC to CC y distributions for neutrino and antineutrino
interactions. The error bars are statistical errors on each
point. The full lines are 1 standard deviation contours
combining statistical and systematic errors accounting for their
large and positive point-to-point correlations; the effect of
varying the theoretical parameters within the range of table 4
(including 0.16 < sinzew < 0.30) are taken into account and

radiative effects are corrected for,

Relation between L and Rv for various mz and two p values as a

function of mt. The dotted curve indicates the effect of

changing m from 100 GeV to 1000 GeV.
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