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STUDIES OF INTERMEDIATE VECTOR BOSON
PRODUCTION AND DECAY IN UAl
AT THE CERN PROTON-ANTIPROTON COLLIDER

ABSTRACT

An extensive study of production and decay properties of charged and neutral
Intermediate Vector Bosons (IVB) at the CERN proton-antiproton collider is presented.
Intermediate Vector Bosons were detected in the electron, muon, and tau decay modes at
centre-of-mass energies of 0.546 and 0.630 TeV. This paper is a summary, based on all the
available data from the UA1 experiment from the running periods 1982-1985. Results are
presented and compared with expectations of the Standard Electroweak Model and QCD-
improved Drell-Yan annihilation processes.

The general conclusion is that there is an excellent agreement between the predictions
of the Standard Model and our measurements.



1. INTRODUCTION

During 1982 and 1983 the UA! experiment took data to find direct evidence for
Intermediate Vector Boson production in proton-antiproton interactions at very high energy

via the processes:
= + +
p+poW—(>5 L-+v) + X L =e U, 1
p+p—~> 2Z%(> £t+ L) + X £ =e L

These first results firmly established the existence of the charged (W) and neutral
(Z9 Intermediate Vector Bosons [1-5]. The data were taken at a proton-antiproton centre of
mass (CMS) energy vs=0.546 TeV. Analysis of these early data showed three basic
features:

*  the masses of the IVBs are in the range expected by the Standard Model [6],

* the production properties are consistent with the Drell-Yan mechanism [7]
complemented by QCD corrections (fig. 1), and

* the decay properties of the IVBs are consistent with the Standard Model
expectations [8].

These results were based on W and Z detection in both electron and muon decay channels.
The analysis of the UA2 collaboration has led to the same conclusions [9].

In the subsequent data taking periods of 1984 and 1985 the CERN collider provided
pp collisions at an increased CMS energy of Vs=0.63 TeV, and with higher Iuminosity
reaching a peak value of about 5-102%cm-2sec-1. These data confirmed the earlier results and
allowed a more detailed analysis of IVB properties. The masses of the Wt and Z° were
remeasured yielding a value of sin?6,,, where 9., is the Weinberg angle, and of the p
parameter of the Electroweak Standard Model [10]. The W— ev decay angular distribution
was found to be consistent with the predictions of the V-A Standard Model [10,11]. The
IVB longitudinal and transverse momentum distributions and the jet activity associated with
IVB production were shown to be in agreement with QCD expectations [13]. Particular
emphasis was put on the study of W's produced at large transverse momentum [14]. The T
decay mode of the W was also observed [15]. This result was part of an extensive study of
missing transverse energy events, which are dominated by neutrino production [16]. The
partial production cross-sections for the different IVB decay modes gave a test of lepton
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universality at a large momentum transfer Q2=M,,2 [17]. Finally, we placed an upper limit
on the number of light neutrino types having standard couplings to the vector bosons
[11,171.

The present paper summarizes our final results on W and Z© events, using all
available data from 1982 to 1985. The results are compared with the results of experiment
UA2 and with theoretical expectations from the Electroweak Standard Model and QCD.

2. THE DETECTOR. PARTICLE IDENTIFICATION, ENERGY AND
MOMENTUM MEASUREMENTS

The main IVB signature in pp collisions is the production of large py leptons,
accompanied by large missing transverse energy in the case of W production. We first
describe the UA1 detector and then the lepton (e, §t, T, V) identification capability, which is
essential for the detection of W/Z bosons. As the determination of Standard Model
parameters strongly depends on electron energy measurements, we discuss this feature in
greater detail. Finally, we also discuss the limitations of the present apparatus. '

We use the following notation: the x-axis is the direction of the antiproton beam,; ¢ is
the azimuthal angle around the beam axis; 9 is the polar angle with respect to the outgoing
antiproton beam; 1 is the pseudorapidity; AR=V(An2+A¢2) is the distance in the
{pseudorapidity, azimuthal angle) plane, with ¢ in radians.

2.1 The detector

The UA1 detector is a general purpose detector [18] designed to study pp collisions
at the CERN pp collider and to explore IVB physics. It provides:

A) Tracking and momentum measurements of charged particles in the central drift
chamber (CD),

B) Electromagnetic and hadronic calorimetry,

C) External drift chambers for muon identification and tracking,

D) Iron absorber walls, instrumented with limited streamer tubes for improved muon
measurements.

A side view of the UA1 apparatus is shown in fig. 2. Protons and antiprotons in
4



bunches of about 30 cm length collide at the centre of the apparatus. The interaction region is
inside a stainless steel beam pipe of =130 mm inner diameter with 0.15 mm thick walls.
The pipe is corrugated with a maximum outer diameter of 146 mm. The interaction region is
surrounded by successive layers of special purpose detectors. The tracking and magnetic
analysis is made in the central drift chamber detector (a in fig. 2), where charged particle
tracks are detected in the range ni<3. The central detector is completely surrounded by
lead/scintillator electromagnetic calorimeters (b in fig. 2) designed to detect electrons and
photons and measure their energy. Outside the electromagnetic calorimeters is a magnet coil
(c in fig. 2), which produces a uniform horizontal field of 0.7 T in the region of the central
detector and electromagnetic calorimeters. The thickness of the coil has been minimized in
terms of absorption length A, by distributing the coil evenly around the inside field volume
and by using aluminium rather than copper. The 13 cm of aluminium represent only 0.34 A4
which is a 40% improvement over the electrical equivalent of copper. This led to the "warm
coffin design” shown in fig. 3, which also has the advantage of providing a very uniform
field.

Outside the coil is a large iron-scintillator sandwich hadron calorimeter (d in fig. 2),
which also serves as the return yoke of the magnet. This is in turn surrounded by an
absorber and drift chambers (e in fig. 2) used to identify muons that pass through the
electromagnetic and hadron calorimeters. In the forward and backward regions, within 5° to
the beam direction, there are additional drift chambers, electromagnetic calorimeters and
hadron calorimeters to detect particles with small emission angles down to 0.2 (f and g in
fig. 2).

Two sets of scintillator hodoscopes, one in the proton and the other in the anti-
proton direction, are used to provide a pretrigger when at least one hit occurs in each
hodoscope in coincidence with a beam crossing. The pretrigger records 9632% of all non-
diffractive inelastic interactions.

A) The Central Drift Chambers

Trajectories of charged particles are measured in the central detector (CD), a large
volume imaging drift chamber assembly, (25 m3, 6125 sense wires) surrounding the
interaction region [19].

The CD is composed of six independent semi-cylindrical chambers assembled to
form a cylinder, 5.8 m long and 2.3 m in diameter, covering the polar angle range from 5°
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to 175¢ with respect to the beam direction (fig. 4).

The 6125 sense wires and 17000 field-shaping wires are parallel to the magnetic
field. They are organized in horizontal planes in the four forward modules and vertical
planes in the two central ones. This geometry has been chosen to give an approximately
constant density of points along the tracks over the total detector volume. The wire
configuration has been designed to solve directly the "left-right" ambiguity inherent in the
drift time measurement [19]. A schematic view of the arrangement of the six modules is
shown in fig. 4.

The drift gaps are 18 cm wide. With an electric field of 1.5 kV/cm and a gas mixture
of 40% argon and 60% ethane at atmospheric pressure, the drift velocity is 5.3 cm/us. The
drift angle due to the magnetic field is 23° with respect to the electric field direction. All
drifting electrons are collected in 3.6 Us, a time smaller than the interval between two
successive bunch crossings.

Space points are measured by recording the drift time and the charge division along
the wire. The readout system records continuously, in "real time", the information on the
drift time, charge division and pulse height from both ends of each wire with fast encoders
(FADCs) [20]. A schematic representation of the basic principles of the readout is shown in
fig. 5.

The trajectory of a charged track is measured, on the average, at over 100 space
points. The momentum is determined by the deflection in the magnetic field. The sagitta in
the plane normal to the magnetic field is measured with the drift time, which is two orders of
magnitude more precise than the charge-division coordinate (AL/L=1.5%). The momentum
accuracy for high-momentum tracks is limited by systematic errors on the chamber
alignment (<100 pm) and by the diffusion of the drifting electrons (<300 pum). This results
in 2 momentum uncertainty of Ap/p?=0.005 (GeV/c)-! for a 1 m long track perpendicular to
the B-field.

The CD information has been fundamental in determining the charged particle
topology of an event and, in particular, the isolation properties for lepton tracks. The
determination of the lepton charge is essential, for example, to test the V-A aspect of the

—0
W— £V decays, and in establishing B% B mixing with equal sign dimuons [46].



B) Calorimetry

Surrounding the CD is the lead/scintillator electromagnetic calorimeter. It consists of
two parts (see Table 1).

i)

i)

A cylindrical calorimeter, 6 m long with an inner diameter of 2.72 m, covers the
region 250<0<1559. It consists of 48 semi-cylindrical half shells, called
"gondolas”, 24 on each side of the beam axis (fig. 2b). The width of each
gondola is 22.5 c¢m (fig. 6a). The device is a sampling type calorimeter, made of
alternating layers of scintillator (1.5 mm) and lead (1.2 mm) and organized in four
compartments in depth to sample the longitudinal shower shape [21].

The scintillation light at 380 nm wavelength from all four segments is
absorbed by wavelength shifters along the edges of the scintillator; it is re-emitted
at 480 nm and transmitted to photomultipliers via light-guides. Each segment is
seen by four photomultipliers located outside the magnet.

The light attenuation in the scintillators and wavelength shifters permits us
to reconstruct the position of the deposited energy in space in cases where a single
shower dominates. Comparing the top and bottom photomultipliers gives the
azimuthal angle ¢ with a resolution G(¢)(rad)=0.24 E-1/2(GeV). Similarly,
comparing left and right photomultipliers along the beam direction determines the
x-coordinate to a precision 6(x)=6.3 cm E-12(GeV). These results were obtained
using an electron test beam. The energy resolution was G(E)/E=0.15 E-1/2(GeV)
(fig. 7).

The separation between electrons and pions was also studied in a test beam
by observing the fraction of energy deposited in the hadron-calorimeter module

placed behind the gondola as a function of beam energy and angle of incidence
[40].

The end faces of the CD are covered by end-cap electromagnetic calorimeters
("bouchons") in the regions 50<8<25° and 1559<0<1759 (b in fig. 2 and fig. 8).
Each "bouchon" is split vertically into two halves, each half being divided
azimuthally into 16 equal sectors (petals). The petal, a sandwich of lead (4 mm)
and scintillator (6 mm), is segmented into four parts in depth (see fig. 8).

As in the gondolas, wavelength shifters transmit the light to the
photomultipLiers [22]. The attenuation length of the scintillator has been chosen to
match the variation of sin® over the radius of the calorimeters, so as to directly
measure in first approximation Ep=Esin, rather than the true energy deposition

E. This allows the amount of transverse energy deposited to be read out directly
7



for triggering purposes.

After the first two segments, at a depth of 11 radiation lengths, a position
detector is located to measure the shower position. It consists of two planes of
orthogonal proportional tubes of 2x2 ¢m? cross-section. It locates the centre of
gravity of electromagnetic showers to an accuracy of about 32 mm in space, and
gives a rough measurement of the deposited energy.

The hadron calorimeter (d in fig. 2) surrounds the electromagnetic calorimeter and
covers the angular range 50<0<1750°. It is formed of two types of modules: in the central
region there are 16 C-shaped modules (d in figs 2 and fig. 6b), 8 on each side of the beam;
and in the end-cap regions 12 I-shaped modules close the detector, 6 on either end. The C's
also serve as the return yoke of the magnet. The hadron calorimeter (Table 1) is of the iron-
scintillator sandwich type: 1 cm scintillator plates alternated with 5 cm iron plates. Each C is
subdivided into 12 sections in azimuth and two segments in depth: a front stack with 7
scintillator plates and a rear stack with 8 scintillator plates with a total iron thickness of 80
cm. As in the electromagnetic calorimeter, the light is transferred via wavelength shifter bars
and light-guides to the photomultipliers, two per stack. Each I (d in fig. 3) is subdivided into
6 stacks, each stack into two segments in depth. The 16 stacks nearest to the beam are
further subdivided into four. The number of scintillators is in this case 12 for the front
segments and 11 for the rear segments, all separated by 5 cm iron plates. The total thickness
of iron (120 cm) is therefore greater than for the C's because of the larger average energy in
the forward region.

A test module has been studied in a test beam. The energy resolution, together with
the electromagnetic calorimeter placed in front, was found to be G(E)/E=0.8 E-12(GeV).

Additional calorimetry, both electromagnetic and hadronic, and track detection
extend to the forward regions of the experiment, down to 0.2° (see f and g in fig. 2, and
Table 1).

Qutside the central part of the apparatus, there is a calorimetrized compensator
magnet ("CALCOM") on each side (f in fig. 2). The Calcom has both an electromagnetic
and a hadronic portion. The electromagnetic calorimeter is subdivided into four segments in
depth, each one made out of lead plates (3 mm) and scintillator plates (3 mm). After the first
segment, a position detector (made of proportional chambers) registers the electromagnetic
showers. The return yoke of the compensating magnet is part of the hadronic calorimeter, Its
4 cm iron plates alternate with 8 mm scintillator plates. The whole calorimeter is segmented

8



in 6 parts in depth with a position detector behind the first one.

Finally two "very forward" detectors [22] are located at 212m from the interaction
point (g in fig. 2). Each of these calorimeters has an electromagnetic and hadronic part. The
electromagnetic part is subdivided into four segments in depth and into four sectors in ¢ with
90° opening angles around the beam pipe. The hadronic part is also subdivided into four
sectors in ¢ and five segments along the beam direction. Also in these calorimeters, the
scintillation light is transferred via wavelength shifters and light guides to the
photomultipliers [22].

C) Muon identification: External drift chambers

Fig. 9 shows the general layout of the muon detectors. Muons are filtered in the
return yoke of the magnet (the hadron calorimeter) supplemented by additional iron shielding
(G, hin fig. 9), and identified in two sets of detectors, made of planes of drift chambers (e,
e' in fig. 9) and limited streamer tubes (i, ' in fig. 9).

The muon detectors cover about 70% of the solid angle over the pseudorapidity
range |N|<2.3. In the central region, muons traverse the electromagnetic calorimeter
(gondolas), then 80 cm of iron of the hadron calorimeter and 60 cm (40 cm in the bottom) of
magnetized jron (h in fig. 9). In the end-cap region they traverse the bouchons, then 120 cm
of iron of the hadron calorimeter and 60 ¢cm of additional shielding (j in fig. 9).

The chambers are made of extruded aluminum tubes with drift cells of 150 mm x 45
mm. Each chamber is made of two orthogonal projections with two planes per projection.
Adjacent planes have staggered drift cells to solve the "left-right" ambiguity of the drift time
measurement. With the exception of those on the bottorn, the chambers [23] are arranged in
modules of about 4 x 6 m2. Each muon module consists of two chambers separated by a
lever arm of 60 cm (fig. 10). Due to limited space, the muon modules on the bottom consist
of one chamber made of four layers of parallel drift tubes.

With an average electric field of 1.2 kV/cm and using the same gas mixture as the
central detector (40% argon - 60% ethane), the drift velocity is 5.3 cm/ps. The space
resolution, averaged over the crossing angle, is better than 0.5 mm per plane. The
coordinate along the wire can be obtained with a resolution of 0.3 m using the time
differences of the pulses arriving at the two ends of the wire.



D) Iron absorber instrumented with limited streamer tubes

For the 1984 and 1985 run periods, the muon detection system has been upgraded
with layers of limited streamer tubes [24]. In the side walls of the central region (h in fig. 9),
three layers of tubes (i in fig. 9) are interspaced with 20 cm blocks of magnetized iron (fig.
11a). The magnetic field is 1.25 T, perpendicular to the main dipole field. In the end-cap
region two layers of tubes (i' in fig. 9) are placed between the hadron calorimeter and the
forward iron shielding (j in fig. 9). On the bottom one layer is added before the drift
chambers. Each layer consists of two orthogonal planes of streamer tubes (fig. 11b). The
coordinate parallel to the wires is measured by digitizing the induced charge distribution on
cathode strips orthogonal to the wires. The cathode strip pitch is 12 mm and the space
resolution is about 1 mm. The resolution on the momentum measurement in the side walls is
30% at 8 GeV/c and reaches 100% at 25 GeV/c using only the hits in the limited streamer
tubes and external muon chambers as tracking segments, i. e. without the CD information
(see fig. 11a).

2.2 Electron trigger, identification and calibration

The electron hardware trigger [25] used throughout the data taking required the
presence of an electromagnetic cluster (one or two adjacent electromagnetic cells) with
transverse energy in excess of 10 GeV, at an angle of more than 5¢ with respect to the beam
axis (i.e. [n|<3). Using on-line IBM 168E emulators, criteria on the electromagnetic shower
depth profile and lepton isolation are applied to these clusters in the 10-15 GeV range, to
reduce the background in recorded electron triggers. This last procedure was implemented
after the 1983 run. The isolated single-electron trigger efficiency, including the 168E on-line
selection, is shown in fig. 12a as a function of the electromagnetic transverse energy (Et).
For 15 GeV electrons the trigger efficiency is (9612)%.

Electrons are identified [10-12] by the presence of a high momentum charged track
with a matching electromagnetic cluster, satisfying the following electron selection criteria:

matching in position and momentum between the electromagnetic cluster and the
charged track. Fig. 13 shows that there is a good matching between energy and
momentum measurement for electrons in the UA1 detector. The observed
asymmetry is due to photon bremsstrahlung [50,51],

* longitudinal shower profile compatible with electron energy deposition. Energetic
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electrons deposit almost all their energy in the first three of the four segments in
depth of the lead-scintillator shower calorimeter (total of 27X deep at normal
incidence), and give only small leakage into the two hadronic compartments. The
measured depositions are compared with test beam and Monte Carlo results. This
provides a powerful test on the electron shower profile, therefore giving good
rejection against 1t and atw0 overlaps,

* isolation around the electron. This is required to further reduce the dominant
background coming from hadronic jets (either converted ¥ from nt0, or a high py
charged track overlapping with a #0). The isolation requirement is that there be
less than a given maximum energy deposition in a cone AR=V(Ad2+An2) around
the electron axis. The test is made using both the calorimeter and the central
detector. This requirement does not affect the selection efficiency very much
because leptons from W and Z decays are expected to be isolated.

For electrons from W and Z decays the energy measurements from the calorimeter is better
than the momentum measurement from the CD. Therefore the precision in the
electromagnetic calorimetry is essential for the determination of Standard Model parameters,
Uncertainties on the electron energy come from :

* intrinsic electromagnetic calorimeter resolution, affected by decreasing light
collection as the scintillator ages. The resolution o(E)/E has deteriorated from
~15%AE (1983) to =21%/NE (1985) due to this effect.

*  cell-to-cell calibration differences which are partly corrected by three methods:
surveying the calorimeter with an intense $0Co source, cosmic ray muon studies
and studies with minimum-bias events.

* non-uniform response over the area of each calorimeter cell, due to short
attenuation lengths for light collection. A surface mapping is done for each
electromagnetic calorimeter module using a $0Co source [40,41,42].

*  pile-up contribution from the rest of the event. This is not negligible because of the
limited granularity in ¢ of the calorimeter.

* uncertainty in the absolute energy scale and time dependence of the calorimeter
response. An absolute calibration in an electron test beam has been made for a
spare calorimeter element and transferred to the experiment using a reference 60Co
source. The long term time dependence of the response is also followed using the
60Co source. The short term time variations are monitored through a laser plus
optical fibre calibration system.

* uncertainty in the corrections from the cosmics, 6°Co, and laser calibrations.
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The various contributions to the uncertainty in the electron energy measurement are
summarized in Table 2. The resulting overall systematic uncertainty amounts to 3.2%.

2.3 Muon identification, measurement and calibration

A muon leaving the interaction region first passes through the central drift-chamber,
then the electromagnetic calorimeter and the magnetized iron hadron calorimeter. Finally,
after traversing at least 60 cm of additional iron in the central region (=1m in front regions) it
enters the muon chambers. This gives about 9/sin® (for 6 > 250) nuclear interaction lengths
of material in total, where 0 is the emission angle with respect to the beam axis [4,5,23].
The iron absorber wall in the central region is magnetized and instrumented with limited
streamer tubes.

Muon candidates are selected by a hardware fast trigger requiring a track in the muon
chambers pointing to the interaction region within a cone of 150 mrad. The single muon
trigger covers a rapidity range varying from In<1.4 at high luminosity to |n|< 2.3 at low
luminosity. For this first level trigger just the pattern of tubes hit is used. This requirement,
taking into account the mass of the absorber, is roughly equivalent to an approximate p cut

on the muon of p#z 2 GeV/c (fig. 12b). Further event selection (214 level trigger) is done
on-line with 168E emulators, where the actual drift time information allows the pointing
requirements to be sharpened to about 60 mrad. This reduces the trigger rate by a factor
3.7.

Muon identification is done by extrapolating high py tracks from the CD to the muon
chambers. The geometric matching between the CD track and the outer muon track segment
has been extensively studied with cosmic rays.

The muon momentum, is given by the track curvature in the CD. In a second
method, the deflection in the magnetic return yoke, determined from the track position and
track angle in the muon chambers and in the limited streamer tubes whenever available, is
also used in fitting the momentum. This overall fit gives a momentum consistent with the
CD measurement alone (fig. 14) and reduces the measurement error. Isolated muons are also
characterized by a minimum ionisation energy deposition in the traversed calorimeter cells.

Background to the muon signal comes mainly from four sources:

*  cosmic rays,
12



* punch-through and leakage from hadronic showers (which has been measured and
found to be negligible [23] ),

* stray particles leaking through gaps and

* muons from decays in flight of pions and kaons.

2.4 Neutrino identification and measurement

In principle, the existence of non-interacting particles can be inferred from the
momentum and energy measurement of all detected particles. In pp interactions, however, a
large fraction of energy is carried off by particles with high momentum and low py, which

escape detection by remaining in the beam pipe. For this reason only the transverse
component of the energy imbalance can be measured. For an energy deposition in a
calorimeter cell, E, we define an energy vector

E=E-u 2.1)

where u is a unit vector pointing from the interaction point to the reconstructed position of
the calorimeter hit. The vector sum of the E vectors for all calorimeter hits is formed. Er is

the transverse component of this vector. The transverse missing energy is then defined as
E‘ mis_ _ E’
T =BT

The emission of an energetic neutrino is signalled by a large value of the missing
transverse energy E;" . The observation of events with large missing transverse energy

was crucial in the discovery of W— ev decays [1]. The neutrino transverse momentum
measurement is considered valid if:

*  the missing transverse energy Erm does not point at a detector crack (¢ within 150
from the vertical plane), and
*  no high pr track points to a calorimeter crack (¢ within 5¢ from the vertical plane).

In minimum bias events, the transverse components XE, and XLE, of E7™" are
gaussian distributed and give a resolution in E{™ of 0.7 VEEr, where ZEr is the scalar
sum of all total transverse energy depositions. The measurement of E}mis is a powerful tool
in the search for new physical phenomena [15,16].

Muon detection and momentum measurement allows us to apply the transverse

energy balance method even in the presence of a muon which escapes the calorimetric
13



measurement. In muon events, the transverse momentum of the neutrino is defined as:
mis _ —— v o — u— —
Er  =pr =- py “Er. 2.2)

where py" is the muon transverse momentum vector measured in the CD. The muon energy
deposition in the calorimeters is subtracted from Er,

2.5 Tau trigger and identification.

An inclusive selection of missing transverse energy events provides not only the
sample of W — ev decays, but also a significant number of additional events in which the

missing transverse energy recoils against one or more high transverse energy jets [15,16].
Part of that sample comes from the decay ‘

Wotv, 2.3)

followed by the hadronic T decay modes:

+=) 0 +H=) 0 :
T—T +0T +V, and T—=3t +nw +v, 2.4)

The jets from the hadronic decay of the tau have low masses and low charged-track
multiplicity. The experimental signature for W — 1 v, events consists therefore of a highly

collimated hadronic jet approximately back-to-back with a significant missing transverse
energy from the vq's.

In the 1984-1985 data-taking period the hardware trigger used for the selection of 7
candidates required one of the following conditions to be satisfied:

* an electromagnetic transverse energy trigger with Er>10 GeV in two adjacent e.m.
cells
*  ajet trigger of Ep>25 GeV in Ini<2.5
* ajettrigger of Er>15 GeV, together with a transverse energy imbalance >17 GeV
between the two lateral halves of the apparatus.
The transverse energy imbalance trigger was not used in the 1983 run.
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2.6 Jet detection

Hadronic jets are identified by the standard UA1 jet-finding algorithm [26] with a
transverse energy initiator of 1.5 GeV, and are retained if they have a transverse energy in
excess of 7 GeV and the axis lies within the pseudorapidity interval Inl<2.5. A detailed

~Monte Carlo comparison has been made between reconstructed jets and the corresponding
parent partons. The systematic uncertainty on the jet absolute energy scale is about 9%.

3. MONTE CARLO EVENT GENERATION AND SIMULATION

Monte Carlo programs have been extensively used to study the detector response,
acceptance and trigger efficiencies for events (physics and background) produced in pp
collisions. Events have been generated using the ISAJET program [27] tuned to agree with
observed features of the data in the experiment. ISAJET provides a Drell-Yan model for IVB
production with non-scaling structure functions. The IVB production is calculated using the
lowest order Drell-Yan process (fig. 1a) and additional processes at the order o (fig.

lc,1d):

q+g oOW/Z+q 3.1
qQ+q SW/Z+g.

These QCD bremsstrahlung processes may give rise to large transverse momenta for the
intermediate vector bosons (Pt ). These contributions can be reliably calculated for large
pt butdivergeaspt - 0. Therefore a parametrization with an appropriate low pr cut-
off is introduced in order to reproduce the Pt behaviour predicted by Altarelli et al. [28].

The parametrization is normalized to get an integrated cross-section close to the measured
one.

Three uncertainties affect the calculation of the IVB production:

* uncertainties in the appropriate quark and gluon momentum distributions;

* the choice of the four-momentum transfer scale, Q2, and the Agcp parameter,
which affects the Altarelli-Parisi evolution [29] of the structure functions to the
chosen Q2 value;

*  contributions associated with higher order diagrams, i.e the "K-factor".
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Different sets of structure functions are available and have been used in the analysis, namely
parametrizations by :

*  Eichten et al. [30] with Agep=0.2 GeV(EHLQ1) and Agep=0.4 GeV (EHLQ2),
normally, EHLQ1 is used in the ISAJET event generation;

*  Duke and Owens[31] with Agep=0.2 GeV(DO1) and Agcp=0.4 GeV (DO2);

*  Gliick et al.[32] with Agep=0.4 GeV (GHR);

*  Diemoz et al.[33] with AQCD=O.3 GeV (DFLM).

The Q2 scale chosen is Q2=My,2. Contributions from higher order processes have been

estimated to be about 30% [28] and are thus much smaller than for Drell-Yan processes
measured at SPS and ISR energies where K~2.5 [34].

Incoherent initial-state QCD bremsstrahlung giving rise to multi-jet events is
generated by ISAJET. Quarks and gluons are assigned virtual masses of order p}y , which
are dissipated in further radiation processes. The partons are evolved using the basic QCD
branching processes q— qg, g— gg, g— qq [35]. This branching approximation correctly
describes the leading-log scaling violations of the structure functions and satisfies the
Altarelli-Parisi evolution of partons. The partons generated during evolution acquire
successively lower virtual masses and the evolution stops at a cutoff of about 6 GeV. Below

this value the hadronization is described in a non-perturbative independent fragmentation
model [36].

The combination of the parton cascade and the fragmentation models reproduces
many features of the measured jet fragmentation properties at the pp collider [37]. Extensive
QCD studies in the context of heavy quark production and decay have been made in the
search for heavy flavour (top) events [47,48].

The coupling of the W to fermions is described by a pure V-A current, while the Z
has the appropriate mix of axial and vector couplings. If not stated otherwise, the Weinberg
angle used in ISAJET corresponds to sin%8,,=0.214, and the vector bosons are assigned
masses of 83.4 GeV/c2 and 94.1 GeV/c2 We kept these values right from the beginning of
the analysis to be consistent in the various Monte Carlo simulations. The experimental
results are not sensitive to these assumptions.

After a hard scattering process the remaining constituents, spectator partons of the
proton (antiproton), give rise to "beam jets", which are handled by a mechanism similar to
that for producing non-diffractive minimum bias events at collider energies. A correct

16



simulation of the spectator parton behaviour is required because the isolation of the charged
and neutral leptons is used as an IVB selection criterion. Parameters which control the
spectator activity in the Monte Carlo program have been adjusted to reproduce the observed
global multiplicity, mean transverse momentum and transverse energy flow in high Eq
events [38].

For event generation and simulation a "randomized W decay" technique ("semi”
Monte Carlo) is also used. In an identified real W event the track and energy deposition of
the charged lepton are removed, leaving the recoiling system and the spectator event. A
random (V-A) decay of a W is then generated and superimposed on the event, subject to the
constraints of energy and momentum conservation. In the same way, real W events can be
replaced by "randomized Z decays", with the Z retaining the same momentum vector as that
of the replaced W. These "mixed" events are generated with large statistics and provide a
realistic description of the spectator system and initial state bremsstrahlung.

Backgrounds from processes involving the production of energetic leptons (heavy
flavour production with semileptonic decay, or instrumental fluctuations in two-jet events)
have been generated with the same method.

The EUROJET Monte Carlo [39] has been used to study contributions from top-
quark production and decay, in particular for cross-sections, as it provides a better
approximation of higher order QCD corrections.

In all cases the generated events were passed through a program to simulate fully the

UAT detector response. They were reconstructed, selected and analysed with the same
programs as the data.

4. EVENT DETECTION, RECONSTRUCTION AND SELECTION;
" DATA SAMPLES

In this final analysis, three improvements have been made:
*  the CD and calorimeter calibrations have been improved,

*  the reconstruction and selection algorithms have been optimized, and
*  the background contributions have been re-evaluated.
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As a consequence, selection criteria, event numbers and efficiencies differ marginally from
previous publications. Further, different selection criteria have been used in the various
analyses described below so that the quoted number of events varies from one section to
another in this paper. Data from the years 1982 and 1983 were taken at V5=0.546 TeV, and
the 1984 and 1985 data at Vs=0.630 TeV. The integrated luminosity is known to about
+15%.

4.1 Electron decay modes

We present final results on the selection of W— ev and Z— ee candidates. Previous
results were given in refs, {10,11,13].

i) W ev

To identify W— ev decays in the UA1 detector, we require that an event contains an
energetic isolated electron, with transverse energy greater than 15 GeV and that the missing
transverse energy (neutrino emission) is also greater than 15 GeV. Further selection criteria,
mainly validating the electron signature, have been applied to reduce the background
(Table 3). The full procedure to select the W—> ev sample [11,13] is surmnarized in Table
4a. The efficiency of the selection criteria has been estimated from Monte Carlo events
generated according to the Standard Model as described in Section 3. It is estimated to be
(61+1.5)%. The uncertainty in the efficiency is due to the uncertainties in the structure
functions and the Q2 scale.

. W
The selection efficiency depends on Pt . The threshold cut on the electron and
. v . . .
neutrino transverse energies (E;, Er >15 GeV) and the isolation requirement for the

electron lead to a loss of efficiency at high p%v, The correction factor including the effects of

efficiency and resolution is shown in fig. 15. It is obtained from the ratio of generated to
reconstructed and selected W— ev Monte Carlo events. W events are weighted for overall
efficiency according to this curve when they are used in any physics distribution.

Our selection procedure leads to a sample of 240 W— ev events at Vs=0.630 TeV
for an integrated luminosity of 568 nb-1 (Table 10). The 59 events at Vs=0.546 TeV listed in
Table 10 were obtained with slightly different selection and calibration criteria {10,13] .

The W—> ev selection just discussed has been used with slight variations in some
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specific parts of the analysis, as for cross-section and mass determinations. The details of
these variations appear in refs. [40,41,42] and lead to similar W event samples. In
particular, the selection of ref. [41], based on an event quality parameter which combines
criteria similar to those in Tables 2 and 3a, is used in this paper to study the QCD-related
aspects of W/Z production.

The two main background sources contributing to the W sample are: i) QCD jets,
and ii)) W— TV followed by T— eVV and T — n¥n° v decay modes (Table 9). The

QCD background to W events comes partly from jets involving mtn0 superpositions which
fake electrons, plus an apparent missing transverse energy in excess of 15 GeV caused by
fluctuations in the calorimeter response. The estimate of this background is related to the
resolution on the energy balance in the event and on the spatial and shower profile resolution
of our electromagnetic calorimeter for g0 superpositions [1,3,11,13]. Note that the
accuracy of the energy measurement in the end-cap calorimeter (bouchon) was more affected
by ageing than the gondolas. The reduction in the background contribution to the W sample
in the data of 1984-83, by comparison with that of 1982-83, is due partly to the change of
the scintillator plates in the end-cap calorimeter and partly to the more stringent selection
criteria used for the data of 1984-85. The background coming from T decays has been
estimated using our W selection procedure on Monte-Carlo generated events followed by a
full detector simulation. The possible contribution from top-quark production and decay was
studied as a function of the top quark mass M,. The contribution is expected to be about 3%

for a light top quark (= 44 GeV/c2), and decreases with increasing top quark mass.

In figs. 16a,b we show the electron and neutrino transverse energy distributions for
the selected events, with the expected background contributions. One can see that all
background contributions populate the lowest part of the transverse energy spectra. The
background-free part of the transverse mass spectrum is selected to obtain the W mass by
requiring both the electron and neutrino transverse energies to be above 30 GeV.

ii) Z9— ete-

The requirements used to select Z — e%e events are similar to those used in the
W— eV analysis, but are Iess stringent because the signal is cleaner (Table 4b). Two

electromagnetic clusters are required, with at least one of them satisfying the isolated
electron criteria used in the W—> eV selection. The second electromagnetic cluster (two

adjacent cells in excess of 8 GeV) has to satisfy looser isolation and electromagnetic shape
requirements. In addition the two-cluster invariant mass is required to be larger than
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70 GeV.

We are left with a sample of 29 Z — ete- candidates (Table 10) for the Vs=0.630
TeV data. The 4 events at Vs=0.546 TeV entered in Table 10 were obtained with slightly
different selection and calibration criteria [10,13].

Let us now consider the background processes contributing to Z — ete- events.
After relaxing the mass cut, the invariant mass distribution for the extended sample of
electron-positron candidates is shown in fig. 17. The experimental distribution below 60
GeV/c? is largely due to QCD jet fluctuations faking electrons, and to a few ete- Drell-Yan
pairs. Above 60 GeV/c? this contribution is negligible, so only W or Z related backgrounds
appear to be relevant. The most important contribution comes from Z — T+ T, where both
Ts decay to eV V,, and from semileptonic decays of b and ¢ quarks. Together they
contribute ~ 0.2 events to the mass region kept for Z analysis. Thus, the Z — ete” sample
may be considered to be essentially background free.

4.2 Muon decay modes

We present results on 67 W— pv and 21 Z - ptu- events, beginning with a
summary of the main selection requirements and principal features of the data
[4,5,43,44,45]. The selection starts from an inclusive single muon event sample obtained by
requiring very loose criteria:

* acentral detector track with projected length of 240cm in the plane perpendicular to
the magnetic field and having a minimum of 20 points,

¥ a fair quality muon track in the muon chamber, and

* matching between the extrapolated CD track and the muon chamber track.

This procedure selects about 40000 events with a muon candidate of p}; 26 GeV/e. A
detailed study of all known muon sources to this sample has been performed [46,47,48,49].

Once we subtract the background from ®/K decays, the inclusive muon spectrum for p-%
<20 GeV/c is well understood in terms of semileptonic decays of heavy flavours, DY, Y,

I}, while at larger p% the W and Z contributions dominate.
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i) Wouv

Following off-line reconstruction, the selection criteria are tightened by requiring a
good quality matching track in the central detector with pr>15 GeV/c. This track must be
isolated in the central detector where the summed py of other tracks in a cone of AR < 0.4
must be less than 1 GeV/c, as well as in the calorimeter where the summed Er of calorimeter
cells, excluding the expected muon deposition, must be <3 GeV. Details of the selection and
the efficiencies are given in Table 5. Finally, the missing transverse energy in the events
must be >15 GeV. After applying cuts to remove muons from 7t/K decays or cosmic rays,
and validation of the muon quality on a high resolution graphics display, we are left with a
sample of 67 W— UV candidates: 10 events at Vs=0.546 TeV and 57 events at Vs = 0.630
TeV (Table 10).

In fig. 18 we compare the transverse momentum spectrum of the muons in these
events with an ISAJET Monte-Carlo [27] simulation of W— p¥v decays. The muon

momentum resolution results in the disappearance of the Jacobian peak in the 2-body W
decay, and gives rise to a long tail extending to large values of p% This is fully taken into

account in the Monte-Carlo simulation and the expected and reconstructed p% spectra are in
good agreement.

The main sources of background passing our W—> {V selection requirements are:

* W-o T decays with a subsequent T (V¥ decay,

*  semi-leptonic decays of b and c-quarks,
* muons from 7 or K decays.

The first two processes have been simulated using ISAJET [27). Muons from tau-decay
give a total of 3.110.5 events passing our selection criteria. This contribution is shown as
the hatched area in fig. 18 and is included in the solid Monte-Carlo curve. n/K— p decays
within a certain calculable range of decay angles are not identified by our software cuts or
scan validation. We have evaluated the background from this source by using the decay
simulation technique described in [47], and find a background of 0.4+0.2 events for the full

sample. This background is neglected in the subsequent discussion. A summary of the
W WV backgrounds is given in Table 9,
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ii) ZO— pt+p-.

A dimuon hardware trigger, requiring at least two tracks in different muon detector
modules, was active for most of the data-taking. These data were used in an initial rapid
analysis. This trigger, however, was not explicitly required in making the final Z— pu
selection because of its restricted acceptance. Instead, Z—> pp event candidates are selected
by demanding at least one muon track that satisfies the single muon trigger, with an
associated track in the muon chamber pointing to the interaction vertex within 150 mrad
(Table 6). After off-line reconstruction, a good quality track is required in the central
detector with pp>15 GeV/c which must match the muon chamber hits, The second muon
from the decay is identified by the requirement of a second track, which may have poorer
quality. However, the energy deposition of this track must be consistent with that of a
minimum ionising energy deposition in both the electromagnetic and hadronic calorimeters.
A requirement that this track be seen in the muon chambers is applied if the central detector
track points into the effective region of the muon chambers. Finally, a cut is made requiring
a dimuon mass of M,,,>50 GeV/c? in order to reject intermediate mass Drell-Yan events or
rare Z— T T decays in which both Ts subsequently decay into muons.

After muon quality validation of both tracks on a high resolution graphics display, a
sample of 19 Z— uyt candidates is obtained; 4 events at Vs=0.546 TeV and 15 events at
Vs=0.630 TeV (Table 10). Two additional events, one at each energy, are selected by using
looser cuts. One event fails the original track length requirement, the other fails the py cut by
about 0.1 GeV/c. These two events do not satisfy the full selection requirements, and are not
used to determine production cross-sections, but they are used in determining the Z mass.
The sample contains two events with a detectable photon (photon transverse energies of
Et1=10 GeV and Ep=18 GeV, at angles of 8° and 30°, respectively, to the nearest muon
track); their 3-body invariant mass is consistent with the Z mass. We interpret these events
as being due to hard photon bremsstrahlung processes [50,51].

Fig. 19 shows the invariant mass distribution of a dimuon sample including all the Z
candidates described above, The Z— p-ut events are clearly separated from the lower mass
ptu- pairs coming from JAy, T and Drell-Yan production. The Z0— p*u- sample has a
low background (Table 10).
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4.3 Tau decay mode

The W— TV selection was part of the general missing transverse energy analysis

[15,16]. The objective of this selection was to define an event sample for which the QCD jet
background due to fluctuations in the detector response is small. Events contributing to this
missing Er sample are:

* leptonic W— £V decays,

* heavy quark decays, either from directly produced QE_Q pairs or from W, Z— QE
decays with subsequent semileptonic decays Q— qév,

* ZTT , and large pr Z production followed by Z— VV, and finally

*  two-jet events with large fluctuations in the measurement of the jet Ey.

Here Q indicates a heavy quark b, ¢ or t, while q refers to a light quark u, d or s. Missing
energy events are selected according to the criteria given in Table 7. This selection yields in
total 56 events. The tau hypothesis is probed using a Tlikelihood function, L, [16]

combining 3 variables characterising the Tevents:

* jet collimation expressed in terms of the fraction F of the jet energy measured
within a cone of AR= 0.4, relative to the total jet energy in a cone of AR=1.0

* the angular separation (R) between the leading track as measured in the central
detector and the jet axis measured from the calorimeters.

* the charged multiplicity (N ) of tracks with pr>1 GeV/c within a cone of AR=0.4
around the jet axis.

The expected distributions of the T-likelihood function, Lt , are displayed in fig. 20
for Monte Carlo samples of W—» TV decays and of QCD dijets of similar Ey. The two
distributions show a clear difference between T-candidates and the broader QCD type jets.
The final T sample is defined as those events having L;>0, which yields 32 events
(Table 10). The missing Ey distribution of these events 1s shown in fig. 21. We do not
expect a sharp Jacobian peak in the missing transverse Er spectrum, because there are now
two neutrinos in the process (a hard one from the primary W decay and a softer one from the
T decay). The background contribution from non -W— TV processes is 2.7 + 0.6 events
(Table 9). The signal is therefore 29.3%5.7 events, to be compared with 28.7+1.5 expected
events, as calculated from theory taking into account the detection efficiency.
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4.4 Search for W— cs and Z—cc, bb decay modes

The colour degree of freedom ensures that the dominant decay modes of the W and Z
are to quark-antiquark pairs; the exact ratio of the partial widths T'(qq)/T'(tot) depends on the
so far unknown mass of the top quark, but is above 2/3 for any top mass value, It is
important to observe the decay of W/Z to quarks in order to confirm this aspect of the
Standard Model. Despite their large branching fractions, the direct observation of W/Z
decays to quark jets is difficult at present hadron collider experiments because of the large
background of two-jet events from hard parton-parton scattering. The UA2 experiment has
reported [52] an approximately three standard deviation signal in the W/Z mass region (65 to
105 GeV/c?) in the invariant mass distribution of jet pairs. The signal to background ratio is
approximately 1/20.

The dominant source of two-jet events at pp=0.5-M,, is elastic scattering of gluons
and light quarks, which is approximately two orders of magnitude more abundant than the
expected W-decay signal. On the other hand, if one considers heavy quark (Q =b,c)
channels, the cross-sections expected for ¢/b production by W/Z decay are comparable to
those of the lowest order QCD processes for heavy quarks at the same p [53].

We have searched for the decays W— cs, Z— cc, bb in which ¢/b jets are tagged by
the presence of a high pp muon in or close to the jet [54]. Recent UA1 studies indicate that
once the contribution from %t/K decays are subtracted, such muon-in-jet events are indeed
predominantly due to semileptonic decays of ¢- and b-quarks [47,48]. These events are
nearly free of gluon and light quark background, except for a smail contribution in which the
muons still come from /K decays. The same studies have also confirmed QCD predictions
that a3 processes, such as gg-»>gg, with g— cc, make a substantial contribution to strong
QE production [47]. Thus the signal to background ratio for W/Z decay jets is not expected
to be as favourable as it appeared in [53], where only @2 processes were considered. The
study described here was made with events recorded with the inclusive muon trigger during
the 1984 and 1985 runs. The work is based on a sample of 20000 events having a

reconstructed muon with Pt >6 GeV/c [47,48].

The decay of W/Z to a quark-antiquark pair should appear as a pair of jets. For
intermediate bosons produced at low pr the jets are coplanar with the beam axis. We require
that one jet be accompanied by a muon, consistent with the semileptonic decay of aD or B
meson. The final selection (Table 8) consists of events characterized by a muon
accompanied by a small nearby jet and a large jet whose azimuth differs from that of the
muon by over 90°. According to Monte-Carlo studies, a cut requiring a muon py of greater
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than 8 GeV/c optimizes the ratio of signal to background. The total number of events
satisfying these criteria is 1703. The total background from n/K decays is estimated to be

(37.9 £ 1.5%},)%, varying from nearly 80% at Py=6 GeV/c to less than 20% at ph >20
GeV/c. Details are given elsewhere [47,48].

From our measured values of 6-B(W— eV) and ¢-B(Z— ee) and for MMy, (see
Section 5), the Standard Model predicts 1070 events with W— cs and 343 events with Z —
cc and bb for the integrated luminosity of 551 nb-!, The ISAYET Monte Carlo program
[27], followed by full detector simulation, has been used to calculate the effect of the
selection criteria, and of the triggering and reconstruction efficiency. These numbers are
reduced to 13.8 W and 23.5 Z events by requiring that the decay muon has pr>8 GeV/c. A
further reduction to 3.2 W and 5.6 Z events comes mainly from the triggering and
reconstructing efficiency of the muon events (Table 8). The total expected signal amounts
therefore to about 10 events.

Fig. 22 shows the effective invariant mass of the (jet-jet-U-V1) system for the
selected events, where V' indicates that we can only measure the transverse energy of the
neutrino. We show, in addition, the corresponding Monte Carlo distributions of
reconstructed W— cs, and Z — cc and bb (note the logarithmic scale). The mass resolution
is around 20%. The reconstructed W/Z masses are shifted downward from their input values
by about 15% predominantly due to systematic underestimation of jet energies by the UA1
jet reconstruction algorithm [55]. From fig. 22 we conclude that the predicted signal from
semileptonic heavy flavour W and Z decays alone contributes only a 2% effect in the
respective mass interval.

It is therefore not possible to make any statements about the heavy flavour decays of
the W and Z. The measured experimental distribution in fig. 22 can be explained entirely in
terms of strong ¢ and bb production, and the /K decay background. The histogram in
fig. 23 represents the data after subtraction of the estimated n/K decay background, and the
stmooth curve is the ISAJET prediction for strong cc and bb production, normalized to the
total number of events plotted. The absolute Monte Carlo prediction is only 9% higher than
the experimental data, whereas the uncertainty in integrated luminosity alone gives a +15%
error in the experimental cross-section. The agreement between ISAJET predictions and the
data is not surprising, since the validity of these predictions for cc and bb production has

been verified in studies of inclusive single muon and dimuon events in this experiment
[45,46,47,48].

The ISAJET Monte Carlo program calculates ¢/b cross-sections for the lowest order
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QCD processes and for the next higher order processes in which an initial- or final-state
gluon evolves to QE ("flavour excitation” and "gluon splitting", respectively) [27]. In the
region of the W/Z masses a cross-section is predicted which exceeds the lowest order cross-
section (asz) alone by a factor of five. It is evident then that higher order strong processes

overwhelm the expected W/Z signal.

5. W, Z CROSS-SECTIONS and RELATED TESTS
5.1 Cross-sections

The cross-section times branching ratio for the inclusive W, Z production, pp — W/Z
+ anything, followed by a W/Z leptonic decay, is obtained from the relation

0-B=(N-Nip )/(€ - 1) G.D

where N, is the observed number of events, Ny, the number of background events, L the
integrated luminosity, and € the overall efficiency (which includes effects of geometrical

acceptance, trigger, selection, identification and reconstruction losses and kinematical cuts).

From the numbers quoted in Table 10 we derive the cross-sections at the two centre-of-
mass energies. Our final results are given in Table 11, together with results from the UA2
collaboration [56] and theoretical expectations [28]. The first error quoted is statistical. The
second error (systematics) is evaluated by adding in quadrature the +15% uncertainty on the
integrated luminosity of the experiment and the systematic uncertainty on the efficiency. The
experimental errors are dominated by systematic uncertainties in the case of the W— eV
(15%), and by statistics in the case of Z — ete-. We give results for a top mass of 44
GeV/c2, which is the 95% C.L. lower limit from the UA1 analysis [48], and also for a top of
M,=80 GeV/c2. The dependence on the top mass comes from whether or not a background
top flavour contribution must be subtracted from the isolated electron/muon W samples. For
Mz>44 GeV/c2, we expect a background contribution of less than 3% to the W samples, and a
negligible contribution to the Z samples. With increasing top mass, the contribution
decreases, and for a heavy top (M280 GeV/c?) it no longer contributes significantly to our
samples (0.6 events expected per leptonic mode).

Figs. 24a,b show the energy dependence of G - B in the various IVB decay modes for

the case of a massive top quark. Here, for simplicity, the theoretical expectations of refs.
[28,33] have been rescaled to M280 GeV/c? to avoid any top mass dependence. Our final
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cross-section values are consistent with the values of the UA2 collaboration [56] and with the
theoretical predictions. We now discuss these predictions briefly.

In the framework of the QCD-improved Drell-Yan parton model for quark-antiquark
annihilation, the W/Z production cross-sections have been calculated to all orders in QCD
[28]. The higher orders increase the naive parton model prediction by about 30%. The
theoretical predictions for o(W— £V) and o(Z—> £4) are, however, affected by several
uncertainties:

*  anuncertainty of about +30% due to various possible choices of structure functions,
and of the Q2 scale to be used for 0 (Q?2) in higher order terms [28];

*  the uncertainty in the branching ratios B(W— £V) and B(Z— £4) due to the as yet
unknown top quark mass. The variation amounts to £21% for W— £V and to
<1.5% for Z—> ££, as M, increases from M=40 GeV to M,, [41,92];

*  apossible systematic increase of the expected W,Z production cross-sections by
about 20% is suggested by the recent BCDMS data [41,57,92]. These data suggest
that the u and d quark structure function parametrizations (GHR, DO1, DO2) used in
[28] may underestimate quark densities at x| = 0.15 by 10% [41].

We studied thus the sensitivity of our results to the top mass, and to the choice of
structure functions (figs. 25a,b). The original theoretical predictions of ref. [28] on
G, B(W— £v) and G,B(Z— £4) for M=40 GeV/c? have been modified in figs. 25a,b, first
to take into account the variation of the branching ratios as M, increases from 40 to 80 GeV/c2
(curve labelled 1), and second they have been rescaled upwards by 20% to account for the
increase in the structure functions at x = 0,15 suggested by the most recent BCDMS data
(curve labelled 2). The corresponding errors are indicated. The hatched band shows the
measured UA1 cross-sections, including the effect of a possible top contribution.

In the ratios of cross-sections (Table 12) most contributions to experimental and
theoretical uncertainties cancel. The systematic errors in the luminosities are also strongly
correlated between the two CMS energies and therefore also tend to cancel. The ratio of the
W.,Z cross-sections is in good agreement with the UA2 results, and with theoretical
expectations. The theoretical cross-section ratios are also more precise than the predicted
cross-sections themselves because uncertainties due to structure functions and higher order
QCD corrections largely cancel.
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5.2 Test of the colour degree of freedom

Despite the uncertainties mentioned above in the theoretical W,Z production cross-
sections, the agreement between data and theory (figs. 24, 25) is nonetheless a beautiful
confirmation of the colour degree of freedom of guarks. Without colour the expected W— £v
and Z— £/ rates would be larger by a factor of about 6, in total disagreement with our data.
Colour is responsible for a suppression factor of 3 in the total production cross-sections, and
of a further suppression factor of = 2 in the decay branching ratios. For example, for W— £y

B(W—3 £V) = [(W—£v)/T(W—all) = 1/(N +Ne-Ng) (5.2)

where Nj =3 is the number of lepton doublets, Ny=2 or 3 is the number of quark doublets
kinematically allowed in W decay (neglecting phase space suppression), and N is the
number of colours. The suppression due to colour in the Z— £/ branching ratio is also = 2,
although the expression for the branching ratio is more complicated.

Note that the test of colour is here significant, as the higher order QCD corrections to
W and Z production (the "K-factor™) amount to only about 30%, as compared to ~150% for
Drell-Yan pair production at ISR energies. Consequently, the precision on the W cross-
section measurements is sufficient to enable us to count the quark colours: at 90% confidence
level we can exclude N-<2 colours (which would increase the predicted o-B by a factor 1.9-
2.0 depending on M,), and also N4 colours (which would decrease the predicted ¢-B by a
factor 1.7).

5.3 Electron - muon -~ tau universality

The ratios of the ¢-B partial production cross-sections for the various W and Z decay

modes provide a test of lepton universality of the weak charged and neutral couplings at
Q2= M,, ;2. Defining the weak charged coupling constants g;, and the weak neutral coupling
constants lcj, we have:

Gy B(W— 41V 1)/0 BIW— £V ) = (g1/g? (5.3)
and
0, B(Z— £, £))/6,B(Z— 4, 4y) = (ki/kp)2. 5.4

To increase statistics, we combine the samples at V5=0.546 TeV and Vs=0.630 TeV.
The cross-sections are weighted according to their corresponding luminosities in forming this
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average. The systematic error due to the uncertainty in the measurement of the luminosity
cancels in the ratio of cross-sections. The results are

g,/8. =1.0010.07 £ 0.04
g8./8. =1.01£0.10%0.06 (5.5)
ky/ke=1.02 £0.15 £ 0.04

where the first error is statistical and the second systematic. These results [17] confirm lepton
universality at a better than 15% level, except for Z—» T 1 for which the statistics are not yet
sufficient. From the non-observation of el pairs with a mass consistent with the Z mass, we
deduce that

B(Z — ep)/B(Z — ee) < 0.07 (90% C.L.)

5.4 Cross-sections ratio R = {o4'B )/(c, B,)
The ratio of W to Z partial production cross-sections

R = 6(W— LV)/O(Z— £+ £7) = 6, B(W— £V)/0, B(Z— £+ £)
=Re¢ (By/B,) (5.6)

is used in the determination of the number of light neutrino species Ny [58,17,92]. To obtain
the most precise value we combine the measurements for R in all decay modes and at both
CMS energies in an overall fit. In doing this we assume lepton universality of the weak
couplings, as tested in the previous section. The precision in the experimental determination
of R is currently limited by the available Z statistics, The four UA1 results (assuming no top
contribution), from the electron and muon channels of Table 10, give the result:

1.7
R=9.17, (5.7)

where the error reflects mostly the limited Z statistics. In the case of a "light" top quark

(M=44 GeV/c?) this value of R should be decreased by 3% to account for the additional
background in the W samples. The UA1 value of R is consistent with the corresponding
result R=7.2f11_f of UA2 [56]. A detailed analysis of R and its implications for the number
of light neutrino families, Ny, has been presented {17]. The combined measured values of R
from the UA1 and UA2 experiments exclude Ny 25.7 at 90% C.L. The present

measurements of R do not put an upper limit on the top mass as discussed in ref. [92].
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6. W,Z PRODUCTION PROPERTIES

The vector bosons W and Z are produced in lowest order by the Drell-Yan mechanism
of quark-antiquark annihilation (fig. 1a). The longitudinal IVB momenta directly reflect the
parton distributions as probed at the W/Z mass. A lowest order Drell-Yan production
mechanism predicts no transverse momentumn for the weak bosons, apart from small effects
due to primordial partonic transverse momenta (<1 GeV). In QCD, however, a significant
transverse momentum is expected to come from hard gluon bremsstrahlung from the
annihilating quarks. Additional Feynman diagrams contributing to weak boson production are
shown in figs. 1b,c,d. The diagrams fig. 1¢ and 1d correspond to the emission of a hard
gluon and a hard quark, respectively. These processes dominate the cross-section at large
prpVB values. At high pErVB the relative contribution of the Compton term (fig. 1d) amounts to
10-20% at our CMS enexgy.

The gluons (quarks), if radiated at large enough angle 1o the beam direction, may have
sufficiently high transverse energy to give rise to detectable jets balancing the transverse
momentum of the IVB. This QCD mechanism is expected to give rise to a long tail in the IVB
transverse momentum distribution. The study of the IVB's transverse momentum distribution
and the properties of the associated hadronic jets provide therefore a quantitative test of QCD
[28,41].

6.1 Longitudinal W,Z and quark momentum distributions

The longitudinal momentum distribution of the IVB's is expected to reflect the
structure functions of the incoming annihilating partons. The W fractional longitudinal
momentum, X, EZP?_,V s, is equal to the difference between the fractional momenta (xq, Xg)
of the two annihilating partons. It can be determined by the sum of the longitudinal momenta

p;f’, and p f of the decay leptons. Thus the Feynman x of the W is:

Xy X5 - Xq= {PL + PLIS/2) | 6.1)

Although we do not measure the longitudinal momentum of the neutrino directly, it
can be calculated by imposing the W mass on the lepton-neutrino system:
M2, =(E £+Ey )2 -(p £+Py)?.
The two solutions for the neutrino longitudinal momentum, pz , leave us with a two-
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fold ambiguity on the W longitudinal momentum in about 50% of the events. In the remaining
cases we have a unique value for x,, as either one of the two solutions is unphysical (x,!>1),

or both solutions give the same value of x,. By considering the constraint of energy

conservation in the overall interaction, we choose the pK solution with the minimal total
energy imbalance in the event, including the energy flow measurement in the forward and
very forward calorimeters [41]. This selection procedure to determine x,, has been tested and
validated by Monte Carlo simulations.

For Z events on the other hand, both lepton momenta are measured, and there is no
ambiguity in x,. Because of the small number of Z events, data from both CMS energies and
for both leptonic modes have been combined, after appropriate corrections for acceptance and
resolution. The large momentum uncertainty of high momentum muons from Z decay can lead
to significant overestimates of p[z,. We have therefore used only the Z— WYL events, where
the momentum balance constraint with fixed M, can be imposed (section 7.2ii).

The distributions for Ix,,| and Ix,| are shown in figs. 26a, b and c. From fig. 26a we see
that the x,, distribution is not varying rapidly over our CMS energy range. The distributions
after corrections for detector and selection biases, are in good agreement with the theoretical
expectations using structure functions of Duke et al. {31] and Eichten et al. [30] with
AQCD=0.2 GeV. A detailed investigation [41] shows however that at our energy and with the
present statistics we are not sensitive to differences among the various sets of structure
functions.

Since the W+ is produced by u-d fusion (and the W- by u-d), the x,, distribution is
expected to be asymmetric, so far as the u and d momentum distributions differ. We therefore
consider the quantity Q- x,, where Q is the sign of the W charge, and x,, is positive along the
antiproton direction. Events with Q- x,<0 correspond then to W production where the
fractional momentum of the u (u) quark is larger than that of the d (d) quark, and the converse
is true for the Q- x>0 region. The experimental Q-x,, distribution is shown in fig. 27a,
background subtracted (bin by bin) and corrected for acceptance, resolution and biases arising
from the x,, extraction procedure. We take into account only the 190 events with a well
determined charge (error momentum-Ap less than p/2). The data do exhibit an asymmetry in
agreement with expectations, indicating that the u quark distribution is indeed harder than that
of the d quark, and this at Q2=M,,2. The expected distribution for EHQLI structure functions
is also shown (¥2/d.o.f.=1.2).

To check the sensitivity to this property of the structure functions, we assumed

identical structure functions for u and d quarks, and repeated the complete procedure of data
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corrections as the acceptance corrections are different under these assumptions (see fig. 28).
The resulting experimental and "expected” distributions are shown in fig. 27b, and the fit
(x*d.o.f.=3.3) is clearly poorer than in the previous case. The correction factors applied in
the two cases (fig. 28) are obtained, as for all other corrected data, from the ratio of generated
to reconstructed and selected W— eV Monte Carlo events. Notice that the shapes of the
correction factors are asymmetric with respect to Q- x,=0. This is due to the combination of
three effects:

* the V-A coupling of the W producing asymmetric decays,

* the d(d)quarks being softer than u (1) quarks in the proton
(antiproton), this implies an average boost of the produced
W in the direction of the incident u (u) quark,

*  our track quality cuts eliminating preferentially events
with 0,4~ 90° due to our magnetic dipole field.

From the energy conservation relation Xg' Xg = Mjyp?/s and from the known W charge
we can now determine separately the x, and x4 quark distributions contributing to W
production. The shapes of the u and d quark fractional longitudinal momentum distributions,
as sampled by W production, are shown in fig. 29, They are in agreement with QCD
expectations, for example EHLQ1 as shown in fig. 29. With prcsent statistics we are,
however, not yet sensitive to the detailed variations in shape among the various
parametrisations. The mean values are: <x,>=0.17+0.01 and <x;>=0.1310.01.

6.2 The W, Z transverse momentum distributions

As already discussed, higher order QCD contributions (figs. 1b,c) lead 1o non-zero
transverse momenta of the IVBs and to the associated emission of high transverse momentum
hadrons.

The W transverse momentum p¥.r is obtained by adding the measured electron (muon)
and neutrino transverse-momentum vectors. As explained in Section 2.4, the neutrino
transverse momentum is experimentally determined by the global transverse energy balance in
the calorimeters.

The W and Z transverse momentum distributions are shown in figs. 30a and b. There
are 357 W— £V events, with an estimated background of 30£5 events, and 51 Z0— 4+ ¢~

w o
events with negligible background in these figures. The pr distribution peaks at a value of
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~4 GeV/c, which primarily reflects the experimental resolution on the missing transverse
energy in W events. The shaded parts of the histograms in figs. 30 a,b correspond to W,Z
events in which recognisable jets (of Eyx>7 GeV ) are produced. The expectation of associated
jet production at large p? is therefore clearly shown by the data. The overall shape of the
measured W and Z transverse momentum distributions, after correction for acceptance,
selection and resolution effects, is in good agreement with the QCD calculations of Altarelli et
al. [28]. We now discuss this comparison in more detail.

Fig. 31 shows the differential cross-section (1/N)( 1/p¥v ) dN/dp"rv as a function of pqu
on a logarithmic scale. This emphasises the behaviour of W production at large transverse
momenta, where the perturbative QCD regime is expected to prevail. The distribution has
been corrected for detection and selection inefficiencies and for effects of detector resolution.
The correction factors for each bin, taking into account all effects, have been determined to a
precision of 10-15%. The resolution on p}y is ~ 15% for large values of p-\llv , and the

systematic error on the absolute energy scale is about 9%.

In fig. 31 the experimental data are compared with theoretical predictions. The solid
curve (up to 25 GeV/c) has been calculated using a soft gluon summation technique [28], with
DO1 structure functions, and o =0 (M,2). The theoretical uncertainties [28] and the
experimental correction techniques used in the intermediate to low p¥ region are discussed in
more detail below and in ref. [41]. The shaded band in the high pr region results from a
perturbative QCD calculation to order ¢, normalized by the lowest order W cross-section

[28]. The theoretical uncertainty indicated by the width of the band is the result of the
combined uncertainties from the choice of the Q2-scale used for o, and the choice of the

parton distribution functions. Above 60 GeV/c this calculation has been extrapolated using a
tuned version of the ISAJET Monte Carlo program. A detailed discussion of the high pr;\ly
region can be found in ref. [14].

For p—}v <25 GeV, it is more difficult to correct experimentally [41] and more

sophisticated soft gluon resummation QCD techniques are needed to calculate the pqu
~distribution [28]. In fig. 32 we show the data, after bin by bin background subtraction,
compared with QCD calculations of Altarelli et al. {28], which have been modified to take into
account our experimental selection and reconstruction biases [41]. These calculations provide
a good description of the data in this py range. The sensitivity of these QCD calculations to
Aqep is illustrated by the two theoretical predictions shown in fig. 32. The different choice of

Agep and of structure functions [28], significantly affects the shape of the pq\y distribution for

W
Pt <15 GeV/e, while above ~25 GeV/c it affects only the magnitude of the cross-section, as
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is visible from figs. 31 and 32. The data in fig. 32 slightly favour the choice Aqgep=0.2 GeV.

A QCD calculation [59] shows that the average transverse momentum of lepton pairs
produced in Drell-Yan processes increases with Vs according to:

<py?> = a(Log Q2) -s- (T, Log Q%) +c¢ (6.2)

where T=M2/s=x;x, and f is a function of T and Log Q2. This relation indicates that <pr>
grows like Vs at fixed T, in so far as the Q2 dependence of & and f is small (logarithmic). In
fig. 33 the Vs dependence of the average transverse momentum of lepton pairs produced in
Drell-Yan processes is shown. In the region Vs<62 GeV, the data on muon pairs [60,61] are
at VT~ 0.22, while <py > and <p= > from UA1 and UA2 at Vs = 0.546 and 0.630 TeV
-correspond to N1 =~ 0.15. The electron and muon data from the UA1 Z9 samples have been
combined. The expected linear relation between <pr> and Vs is well born out by the data, but
does not hold over the entire Vs-range. Below ISR energies the effects of scaling violations
and of sub-asymptotic contributions from soft gluons distort the expected linear rise
significantly. Nonetheless, at higher +'s the data are consistent with QCD predictions.

We compare in fig. 34 the inclusive transverse momentum cross sections for jets,
single photons, low-mass Drell-Yan p*u- pairs and W production as measured by UAL In
this figure the low-mass (Mp;<2.5 GeV) high-p%JJ production spectrum has been
appropriately scaled for comparison to direct photons, to account for the mass of the off-shell
virtual photon, as discussed in ref. [65].

There is an overall systematic uncertainty of about #23% for the direct photon cross-
sections [62,63] and of about £70% for jet cross-sections [64]. The solid lines are the QCD
predictions from Aurenche et al. for direct photons {65], from Stirling et al. {66] for jet cross-
sections and of Altarelli et al. [28] for W/Z production. At large enough transverse momenta,

p¥'y larger than about 50 GeV, where the effects of finite W,Z mass are reduced relative to
photon production, the W and Y absolute production cross-sections become comparable. This
is a direct manifestation of electroweak unification, the ratio of W and ¥ couplings to quarks
being sinf,,.
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6.3 Jet properties in W, Z events

As previously noted, QCD contributions to IVB production lead to final states in which
one or more gluon or quark jets are produced in association with the IVB at a rate depending
on the value of o,. The leptonic decays of the IVBs offer the simplest case in which only
initial-state QCD bremsstrahlung contributes.

Experimentally, jets are defined by the standard UA1 jet algorithm [26). The jet search
is restricted to the rapidity range ini<2.5 with an initiator of 1.5 GeV. To identify jets with
transverse energies as low as Ey=7 GeV, jet validation by charged tracks is necessary. This
validation requires association of the calorimetric jet to a charged track of at least py>0.5
GeV/c in a cone of AR<0.4 around the axis of the jet. Using the ISATET Monte Carlo with
full apparatus simulation, the efficiency of this validation has been estimated at 74+3%.

In fig. 30 the 116 W and 19 Z events containing a jet with Ep>7 Gev are indicated by
the shaded area. The data at Vs=0.546 TeV and 0.630 TeV have been combined. As already
noted, the presence of jets is strongly correlated with high transverse momenta of the IVBs,

w
almost all events with pr 210 GeV/c being accompanied by detectable jets.

Fig. 35 shows the corrected jet multiplicity distribution. 37% of the W and 43% of the
Z events have at least one jet with Er27 GeV/c. The jet multiplicity distribution is well
described by QCD expectations as given by the ISAJET Monte Catlo. With the Ey cuts and
the two jet resolution achieved in the UA1 detector, the observation of a second jet is
effectively independent of the first one [67].

Standard UAL jet corrections have been applied to jet energies and momenta defined by
the algorithm. As the jets essentially balance the IVB in the transverse plane, their Eg

spectrum shown in fig. 36 reflects the pTw spectrum.

At our pp collision energy, jets largely come from initial-state bremsstrahlung. For
gluonic jets (diagrams in fig. 1c) the angular distribution is expected to follow a
bremsstrahlung type distribution ~1/(1-cos@ J-*). The angle 8;* is measured with respect to the
average incoming parton direction in the W-jet centre-of-mass system. The angular
distribution is expected to be peaked in the beam direction. Experimentally we measure the
angle of emission with respect to the beamline, as the radiating parton cannot be identified.
Therefore we present results in terms of the modulus Icosej*l. The measured spectrum is
indeed well described by a 1/(1-lcosd ;*1) distribution (fig. 37). The W sample is here limited

to single jet events for which the detector acceptance is reasonably uniform (ie.
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lcos8;*1<0.95), and for which all angles in this range are kinematically allowed (ie.
M(W-+jet)2100 GeV/c?). The analysis is limited to the W— eV events, as the uncertainty on
the longitudinal momentum of W— L v decays is too large.

6.4 Test of the gluon spin in W+jet events

A method to test the spin of the gluon in high pr W (or Z) production with gluon
bremsstrahlung (fig. 1¢) has been suggested [68,69], making use of the axial-vector coupling
of the intermediate vector bosons to the quarks. Since the axial part of the current is not
generally conserved, the polarization of the W produced in association with a single gluon is
sensitive to the gluon spin. A vector gluon radiated by an incoming quark (or antiquark)
preserves the helicity of the quark whereas a scalar gluon flips the helicity and leads to a
different polarization of the W.

The polarization state of the W can be measured through the angular distribution of the
decay leptons. The summed angular distribution of the electron and neutrino is in general
[69.41]:

dN(e+V)/dicos®™* =2 {3/8)-{1+ A2} -{1 + cos20™ -(2-3A)/2 + A}
dN(e+V)/dq* =2 {1/2r) - {1 + cos2@* - A,/4) (6.3)

where ¢* is the azimuthal angle and 6™ the polar angle of the electron or neutrino, expressed
in a W rest frame. A, and A, are combinations of W helicity amplitudes, which in general are
functions of the py of the W [68]. In the Gottfried-Jackson W rest frame (fig. 38) Ay-A,=0

w
for a vector gluon and Ag-A,=2 for a scalar gluon [68]. In our intermediate Pt Tegion

10< pqv-v <30 GeV/c this then leads to very different cos@ distributions in the two cases [68]:

dN/dlcos8™| ~ (1 +cos26™) for a vector gluon (6.4)
~ (1- cos20*) for a scalar gluon '

Thus for a vector gluon the decay leptons are preferentially emitted along the beam
W
direction, as expected also for the low pt Drell-Yan process, whereas for a scalar gluon the
decay electrons have a more central angular distribution.

The gluon spin analysis was performed for the W— eV sample. We used the
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transverse momentum of the W's as a measure for the hard gluon emission process. A cut
w . .

pr >7 GeV/c leaves us with a sample of 121 W's, of which nearly all have observable jets

reconstructed by the UAL jet algorithm. Since we are interested in W events with single gluon

emission, we retain only events with no other recognizable jet exceeding 5 GeV (111 events).
Although this cut is not sufficient to exclude multigluon emission processes with low Ep

gluons, it is not critical for two reasons: i) in the case of scalar gluons, multigluon emission
should be strongly suppressed anyhow [70], and ii) in the case of vector gluons, multigluon
emission does not change the W polarization state as already mentioned.

. . W . . .
The background contribution to this data sample with py 27 GeV/c is negligible [41].
The experimental decay angular distributions are corrected for acceptance, effects of detector
resolution as well as of the ambiguity on p{. From Monte-Carlo simulations we derived two

sets of correction factors: one for the vector gluon hypothesis and one for the scalar gluon
hypothesis.

The experimental cos@® distributions, with the fitted functions 6.4 (solid lines), are
shown in fig. 39. The data are separately corrected for the two different gluon spin
hypotheses. We obtain A = -0.19+0.32 (fig. 39a) for the vector gluon hypothesis
(x?/d.o.f. = 0.75), and A, =0.70+0.35 (fig.39b) for the scalar gluon hypothesis
(x2/d.0.f.= 3.75). The dashed lines in fig. 39 show the expected distributions for vector and

scalar gluon cases (6.4) respectively. The experimental ¢* distribution is flat in each case. A
fit of the parameter A, to this distribution gives A,=0.084+0.60.

From these numbers we derive:

*  for the vector gluon hypothesis

Ay- Ay =-0.27 £0.68 (expected = 0.0)
*  for the scalar gluon hypothesis
A, - Ay =+0.6210.69 (expected = 2.0)

Hence a scalar gluon is excluded at a 20 level from the measurement of Ay-A,, independently

W
of pr . However, since our W's are in a limited region 7GeV/c< P'I\Y <30 GeV/c, where A is
not expected to vary much (-1.€A,<-0.8 [68] for the scalar gluon), the measurement of A,
alone excludes the scalar gluon hypothesis at a 4G level.

This measurement thus provides, in addition to the gluon spin determination from
three-jet events in e*e- annihilations at PETRA [71] and from the two-jet event angular
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distribution in UA1 [72], an additional independent confirmation of the internal consistency of
QCD through the spin 1 assignment for the gluon [73].

6.5 The underlying event in W production

In this section we describe the characteristics of the rest of the event that accompanies
IVB production, and compare them with minimum bias events [74). The underlying event in
W production is obtained by excluding the leptonic W-decay products. The underlying event
therefore includes fragments of the beam (spectator partons) and of any radiated hard partons
(recoil jets) [75].

The calorimeter responds to both charged and neutral particles. The average response
of the calorimeter to low energy debris in minimum-bias events depends, however, on the
7/K/p particle composition, and on the transverse momentum distributions of both charged
and neutral particles in the event. This results in a model dependent correction factor in the
reconstruction of the total energy. This is well understood for charged particles, which are
studied with the central detector, but is less certain for neutral particles. To reduce this
uncertainty, we have limited our study to the properties of charged particles measured in the
UA1 central detector (CD).

We use a sample of 147000 minimum bias events at Vs=0.63 TeV. In the data used
here we limit ourselves to tracks with Ini<2.5 and pp>0.15 GeV/c. Each track has been
weighted by an acceptance factor, which depends upon its charge, pr, 1 and azimuthal angle.
Acceptance losses have been estimated by assuming flat distributions in pseudorapidity and in
the azimuthal angle around the beam axis. The IVB sample used for this study consists of the
W events which decay to electrons described above, corrected for the acceptance in p¥
(fig. 15),

The inclusive invariant transverse momentum spectra for charged tracks are shown in

fig. 40. The distributions have been corrected for random measurement errors and for
systematic effects. The pr distribution is harder for the underlying event in W production than
for the minimum-bias sample, due to W production at large pr.

w
This global behaviour can be studied in more detail as a function of pt . We look at the
following quantities:

* <pr>, the mean transverse momenturn of charged tracks above 0.15 GeV/c;
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* (Zpr), the scalar sum of transverse momenta of all charged tracks with
pr>0.15 GeV/c; this is a measure of the mean total transverse energy in the event ;
* <N>, the mean number of charged tracks with pr=0.15GeV/c.

.. . W
In fig. 41 we show these quantities as a function of Pt , for W— eV events, and compare
them to the values observed in minimum-bias events. The resultant mean values are
summarized in Table 13. In the underlying event the average charge multiplicity, transverse

. s s . W .
momentum and total transverse energy increase with increasing pr . These quantities have a
larger average value than in minimum bias data. From fig. 41 we conclude that the activity in

the rest of a W event when pr — 0 is similar to that seen in minimum bias events.

7. W, Z9 MASSES AND DECAY PROPERTIES
7.1 W masses and widths

For the W, the invariant mass of the £V-system cannot be reconstructed directly from
the 2-body decay products, since the longitudinal component of the neutrino momentum is

e . VA2 .
not measured. The distribution of the transverse mass, Mt , is used instead to evaluate the
W mass. The transverse mass is defined as :

Mév = [2-p% -p-¥ «(1- cos Ad)]12 (7.1)

£
where pr and p—‘p) are the charged lepton {e, p, T} and neutrino transverse momenta, and
A¢ is the relative azimuthal angle between the leptons. This variable is chosen, rather than

pvﬁ or p% , as it renders the analysis less sensitive to the W transverse momentum and
associated QCD corrections. The exact shape of the My distribution depends on My, Iy, the
W spin state, the longitudinal and transverse components of the W momentum at production,
the experimental W selection biases and the transverse energy resolution of the lepton and
neutrino [41,42,44]. A Monte Carlo simulation of W production, including all known
acceptance, selection, and resolution effects and appropriate background contributions is
used to generate My distributions. These are fitted to the data to determine the parameters
My and Ty, [42,43,44].
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i) W— eV channel

In the electron case, we replace the momenta in (7.1) by the directly measured

quantities Et and E; . The experimental M distribution of the total W— eV sample is
shown in fig. 42, together with the background contributions from W— TV and from QCD

two-jet events. To reduce the background, which is concentrated at low electron and

neutrino Er, we select a sample with E§~>30 GeV and E¥ >30 GeV (fig. 43). Sets of Monte
Carlo events have been generated with different W mass values and with a fixed W width

(2.8 GeV/c2), close to the expected value. The result of a maximum likelihood fit on the 149
W— eV events gives (Table 14):

Mw_ ey =827+ 1.0+ 2.7 GeV/c2 (7.2)

We again quote first the statistical error and second the systematic error. This value is in
good agreement with results from our previous papers [13] and the result of the UA2
collaboration [77]. The systematic error is due to the uncertainty in the electron energy
(Table 2) and to a further 2% uncertainty in the neutrino energy. The latter is obtained from
event simulation, and contains the uncertainty due to simulation, estimated by performing the
same maximum likelihood fit to a Monte Carlo W event sample [42].

To get a limit on the W total width, additional sets of Monte Carlo events have been
generated with different values of the width at the fitted W mass. Fitting the experimental
distribution My, the most probable value given by the fit is:

Two ey =2.8"1% + 1.3 Gev/e2 (7.3)

The 90% C.L. limit is T'y, < 5.4 GeV/c2 (Table 14).

ii) W— UV channel

To measure the W—> ULV mass, we limit ourselves to a subsample of 46 W— pv
events, which have a well measured momentum in the central detector. For each event an
overall momentum fit has been performed, combining the information from the CD track, the
hits in the limited streamer chambers and the hits in the muon chambers, and allowing for
multiple scattering in the calorimeter and iron absorber wall [43]. We have used this
momentum measurement to redetermine the parameters of each event. For W mass
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determination we have performed a fit to the inverse transverse mass distribution 1/My
(fig. 44). We choose the 1/Mr rather than the My distribution because 1/p is proportional to
the sagitta of the muon track. The measurement uncertainty of this quantity has a gaussian
distribution which simplifies error handling, The maximum likelihood fit to the data is
insensitive to the W width, because of poor momentum resolution. Thus we used as an
additional input parameter a value of Ty equal to 2.8 GeV/c2.

The background contribution from W— TV with T— UVV is taken into account. We
have performed the same fit on a Monte-Carlo sample of W— pv decays, which were fully

simulated in the detector. The background contribution includes the appropriate fraction of
simulated W— TV decays mixed in with the Monte-Carlo W— LV events. We take into

account the systematic effects revealed by the mass fitting of the Monte Carlo events [43]. In
our final estimate the total systematic uncertainty contains the errors coming from this
procedure, the uncertainty in the W production properties and the limitations of the
simulation of the detector. From this we obtain:

Mw_s py =81.8 753+ 2.6 Gev/e2 (7.4)

which is in good agreement with the electron channel result.

iii}y W— TV channel

The 32 W— 1V candidates selected are characterised by a pencil-like jet and
significant missing energy [15,16]. All events except one have a single narrow jet with

Er>12 GeV. My is evaluated from (7.1) using E;™ and Eq(jet) for p-? and

prf respectively. Fig. 45 shows the My distribution for these events, together with the
expected distribution for a W mass of 82.7 GeV/c2. A fit to this distribution gives

MW_..) V= 89i3 iGGcV/CZ (7.5)

The systematic error is due to the uncertainty in the absolute hadronic energy scale.

7.2 79 masses and widths

To determine the Z mass we have made a maximum likelihood fit of a Breit-Wigner
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shape smeared by the experimental resolution to the experimental dilepton mass distribution.

i) 20— ete-

Out of the total sample, only 24 events have been used for the mass fit (fig. 46). In
each event the electromagnetic clusters and the associated central detector tracks are well
measured and M(ete )>70 GeV/c2. The background is negligible. As in the case of the W,
sets of Monte Carlo events have been generated at different mass values and with a fixed
width of 2.8 GeV/c2 [42]. In the case of the Z, however, the result of the mass fit does not

depend strongly on the resolution of the calorimeter introduced in the simulation. The results
of the fit to Mz and I'z (Table 14) are:

Mgz ote- =93.1 £1.0£ 3.1 GeV/c2. (7.6)

The systematic error is again due to the uncertainty in the energy measurement for electrons
(Table 2), For comparison, sets of Monte Carlo events wete also generated with different
widths and with the central mass fixed at the fitted mass. The best estimate of the Z width
from the fit is T'z=2.7 Ti:%f.tl.?’ GeV/c2. The upper limit at 90% C.L. on 'z is 5.2 GeV/c?

(Table 14).

i) Z0->putp-

To measure the Z mass from ptp- decays, we start from the sample of 21 events
described in Section 3.2. We limit the sample to well measured events by removing: i) the
two radiative Z decay candidates, since the mechanism of the decay introduces different
systematic errors, and ii) another event whose relatively low dimuon mass (<60 GeV/c?)
suggests that it may have been systematically mismeasured. For the remaining 18 events an
overall momentum fit has been performed on each track and the event parameters have been
re-determined [43,44]. This gives the dimuon mass distribution in fig. 47a, to which a
maximum likelihood fit of a Breit-Wigner shape smeared by the muon momentum resolution
is applied. As our data are insensitive to the Z width, we have chosen the value I'z =
2.8 GeV/c2. Using this method, the result of the fit (Table 14) is:

Mgz, =94.1 756 £2.8 GeV/e? 7.7

where the systematic error reflects the uncertainty of the Monte-Carlo simulation for the CD.
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The Z— py mass determination is improved using the method of transverse
momentum balance [15]. In this method it is assumed that each event has no real missing
transverse energy. The muon momenta are then estimated performing a chi-squared
minimisation taking into account the measured momenta and the calorimetric energy flow. In
addition a constraint is applied that the sum of all three-vectors should be zero in the
transverse plane. It is not however possible to use this method if high momentum particles
are lost through cracks in the calorimeter as the energy flow measurement is then unreliable

(5 events). We are therefore left with 14 events [43,44]. For these we refit the muon pair
momenta to determine Mz. Correlations between the two muon tracks result in a small bias

towards low mass values, for which we have attempted to correct by using event-by-event
Monte-Carlo corrections to the resulting masses. These corrections were not applied in our
previous paper [5].

The resulting mass peak is narrower than the unbalanced one (fig. 47a) and is shown
in fig. 47b, with the fitted mass distribution superimposed. We obtain the improved value:

Mgy =90.7 T35 3.2 GeV/c2. (7.8)

The new result has better statistical precision than the unbalanced one (7.7), but the
systematic error is slightly larger as a result of the uncertainty in the correlation corrections.

GeV/c2 [77].

7.3 W,Z Decay angular distributions at low p;rvn

i) Wt decay

For W's produced in Drell-Yan valence quark annihilation processes we expect the
angular distribution of the decay leptons to exhibit a pronounced charge and angular
asymmetry due to the pure V-A coupling of the charged currents. At low py the W's are
produced fully polarized along the beam direction. At the CERN collider energies the
production from sea-sea quark annihilation can be neglected and the decay angular
distribution in the CMS of the W is simply:

dN/d(cos®”) = (1+cos8™)2. (7.9)
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(0% is the angle between the electron and the proton direction, or the positron and the
antiproton direction in the W rest frame).

The W decay angular distribution, for p—YY <15 GeV/c, is shown in fig. 48 as a
function of Q-cosd * where Q is the W charge. The distribution is corrected for background,

acceptance, resolution and the bias introduced in choosing pz, which is necessary for
defining the Lorentz transformation between the laboratory and W rest frame [41]. Only
those events with a well determined lepton charge (error momentum- Ap less than p/2), are
considered. There is agreement with the (1+cos8™)2 behaviour expected for pure V-A
coupling. The slight excess of events near -1 is compatible with a small sea-sea contribution,
which is expected to be about 2-4% at our CMS energy (depending on the choice of the
structure functions) and is indicated by the shaded band in fig. 48 [41].

The mean value of the decay angular distribution is directly correlated with the spin J
of the W [78]:

<Qcos®’> = (KA><U>)IF+L) for I>0 (7.10)
=0 for J=0

where p and A are the global helicities of the production system (u, d) and the decay system
(eV), respectively. The measured value of <Q-cos®™*> is 0.4340.07. A value of 0.5 is

expected for a W of spin 1 where initial and final fermion states are fully polarised
(<A>=<u>=11) and there is no sea-sea contribution. A value of 0.46+0.02 is expected

taking into account a sea-sea contribution as indicated in fig. 48.

An additional vncertainty in the value of <Q-cos8*> arises when the W's are
produced with non-zero transverse momentum (assuming vector gluons of course), which
perturbs the W alignment with the beam axis. In the region of small pqu (<15 GeV/c),
where most of the events are found, the production mechanism is not precisely known, due
to the unreliability of first order QCD calculations in this kinematic region. Depending on the
way the small, but finite transverse momentum of the W is generated (incoherent soft gluon

emission, or first order perturbation process), we estimate by a Monte Carlo procedure that
the expected range of variation <Q-cosf *> is from 0.42 to0 0.48 [43].

We can also define an asymmetry parameter:

Aw = (NF-N)/(NT+N-) (7.11)



where N+(-) is the number of events in the positive (negative) half of the cos0™ plot. We
obtain Aw=0.7740.04, in agreement with the predicted value of 0.75 for pure V-A coupling,
and 0.7140.02 including the small sea-sea contribution.

i) ZO decay

Because the Z coupling to charged leptons is almost purely axial vector, the expected
decay angular asymmetry is small. The angular distribution can be parametrized as

dN/dcosB™ ~ (1+2-k-cos8™+ cos268™), (7.12)

where k depends on the vector and axial-vector parts of the couplings of the fermions to the
Z, and is thus sensitive to sin9.,. The distribution should be completely symmetric (k=0) in
the case that sin?8,,=0.25 (pure axial vector coupling). The measured angular distribution
for Z — £+ 4", corrected for acceptance and resolution effects, is shown in fig. 49 [44].
The events used are taken from the sample used for the Ix,| distribution with the additional
' requirement that the charges of the two leptons are well determined. This leaves 21 Z — ee
and 12 Z — pp events. We obtain k = 0.06 + 0.24. Using the EHQL1 parametrisations for
the v and d quark structure functions, the measurement of k, which is related to sin20yy as

shown in fig. 50, yields a value sin8,, of 0.24 7993,

Notice that the Z decay angular distribution provides a determination of sin26+, which
is totally independent of the W and Z masses, in contrast to the result obtained in the next
section. At present this method based on the Z decay angular distribution is limited by
statistics, but ultimately it will be limited only by the knowledge of the relative uu and dd
contributions to Z production (structure functions).

8. STANDARD MODEL PARAMETERS

The deep inelastic neutrino scattering experiments allowed prediction of the W and Z
masses, through the measurement of the Standard Model parameters . The subsequently
measured collider values are in remarkable agreement with this prediction. In return, the
measured W and Z masses determine directly the parameters of the Standard Model.
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According to the Sirlin renormalization scheme [80] extended to a non-minimal -
electroweak theory, the W and Z masses are related to the Standard Model parameters in the
following way:

sin?@,, = 1- {M,2/(pM,2)} (8.1)
In the electroweak theory 0., is the angle used to define the mixing of neutral fields and p is
the weight of neutral currents in the effective Hamiltonian. In the minimal scheme, where

there is a single Higgs doublet, p=1.

Taking into account radiative corrections Ar, the basic expression of sin26, as a
function of M2 is:

sin28,, = (A% M,,2)(1/1-Ar) defined here as sin?0,, (8.2)
with A= v x o/ V2ZGg = (37.2810 + 0.0003) GeV/c2
o and Gg are the values of the electromagnetic and the weak (or Fermi) coupling constants
[79]. Gg is determined by the measurement of the muon lifetime. The radiative correction

factor (1-Ar)-! corresponds to the evolution of &2 from low energy up to M, 2.

The mixing parameter sin?8,, can be determined in two ways by hadron collider

experiments:

1) From the measured W and Z masses, using expression (8.1) and assuming p=1,
one obtains sin%0,,

ii) From the measured W mass and the calculated radiative correction Ar, using
expression (8.2) one obtains sin?6,, ,without assumption on p.

The radiative correction depends slightly on unknown particle masses, top ( M, ) and Higgs
(Myp). Assumming M=45 GeV/c2 and My=100 GeV/c2, one gets Ar=0.072 + 0.002 [82].

From our measurements of the W and Z masses in the electron channel, and this value
of Ar one gets:
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sinZ0,, =0.211 + 0.025 (8.3)
sin28,, = 0.219 + 0.005 + 0.014. (8.4)

With the present statistics and precision of the UA1 experiment, sinfeww is clearly limited by
the systematic error of the WE mass, whereas for sin28,,, the systematic errors largely
cancel in the mass ratio, and statistics is at present the limiting factor. Both values of sin20,,

agree well with the world average value determined from lepton-nucleon scattering
experiments at the M,, scale [83, 84]:

sin20,,= 0.233 + 0.003 % 0.005 (8.5)

With the W and Z masses it is possible to test the minimal hypothesis for the p parameter.
Using our measured value sin?0,, in (8,1) one obtains :

p= Mw2/(M32ecos2§w) = 1.010 £ 0.028 £ 0.020 (8.6)
This value agrees with the expectation p=1 of the minimal hypothesis.

The radiative correction Ar can be estimated from expression (8.2), with two
determination of sin%0,, , giving a further test of the consistency of the results.

1) From sin?0,, ( assuming p=1) and the W mass one obtains Ary :
Ar; = 1-A%(M, 2 sin®8,,) = 0.037 % 0.100 % 0.067. (8.7)

2) From the measurement of sin’6,, in VN scattering and the W mass one obtains Ar,
(without assumptionon p ) :

Ar, = 1-A%/(M,, 2 sin?0,,) = 0.128 + 0.023 + 0.060. (8-8)

Using (8,2) and (8,1) with the assumption p=1, a joint fit of M,,, M, and sin? 8,,
(from VN) gives Ars:

Arz = 0.107 £ 0.017 = 0.060 (8.9)

The determination of radiative corrections in high statistics experiments would be of
special interest as they carry indirect information on two unknown quantities: the masses of
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the top quark and of the Higgs particle [82,84,85,86]. The variation of Ar with the Higgs
mass in the range 10 GeV to 1 TeV is rather weak. An increase of My by a factor of 10
would increase Ar by about 10% for any M,. The dependence of Ar on the masses of
fermions coupled to W, Z is however more pronounced. In a model assuming 3 generations,
a large mass splitting of any weak isospin doublet of fermions would decrease Ar. This
applies to the (t, b) doublet in particular. Positive values of Ar, which are favoured by the
data, imply an upper limit on the top quark mass of about 220 GeV/c2.

A more general test of the Standard Model can be made by studying the correlation
between M, and M, - M,,.. The mass difference measured in the electron channel by UA1 is:

M,-M,, =104+ 14+0.8GeV/cZ (8.10)

The UA1 and UAZ measurements are shown in fig. 51 in the M, - M,, versus M, plane.
They are compared with the Minimal Standard Model expectations:

1) Based on the value of sin?@,,, from deep inelastic scattering experiments and M,
(dashed region):

M, -M,, =M,(1 - cosb,,) (8.11)
2) Expressed in terms of A, M, and Ar, (a) for Ar = 0.07 and (b) for Ar =0
M, - M,, = M, - [(M,2/2)+{(M,%/4) - (A2 M2 )/(1-Ar)}}/2}172, (8.12)

As can be seen from the error ellipses, the correlation between the mass difference and M, is
not yet sensitive to the radiative correction Ar.

A summary of the measurements of the parameters of the Standard Model is given in
Table 15. This table includes data from the electron and muon decay channels of the IVB's.
Although suffering from much larger errors, the W and Z mass values, as found in the
muonic decays, have also been used to determine sin?8,, and p. They provide a second,
entirely independent measurement, which agrees well with the results from the electron
channel.
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9. LIMITS ON NEW PARTICLES

The results on IVB production show impressive agreement with current Standard
Model expectations. In this chapter we discuss results on searches for exotic processes in
our IVB data samples.

9.1 Search for W', Z' bosons

Additional vector bosons arise naturally in many possible extensions of the minimal
Standard Model of electroweak interactions [87]. Massive bosons, decaying into lepton
pairs, will produce more energetic decay products, with a consequent improvement in
energy resolution and detection efficiency in the electron channel. The detection and
selection efficiency in the W' case increases from 61% for My=80 GeV/c2 to 72% for
My'=250 GeV/cZ. The same is true in the Z' case.

We simulated W' (Z') production and decay using standard couplings [88] and two
sets of structure functions {31,33). We also take into account the mass dependent selection
efficiency for W', Z'. The calculated {0-B};vg was renormalized to our measured cross-
sections at My and My respectively for Vs=0.630 TeV. We use the W— eV data and
increase the statistics at Vs=0.630 TeV by adding the events from Vs=0.546 TeV with
appropriate weights. The events from W— uV, TV and Z— pp are not included in the
analysis, due to the poorer resolution in their transverse mass or mass distribution. The
normalized W' and Z' cross-sections are found to be almost independent of the Q2=Mpp2
scale in the mass region of interest. The mass dependence of (Gw* By} and (G,+B,) is

shown in fig. 52 for two sets of structure functions (DO1 and DFLM).

No W-> eV or Z— ec candidates have been observed with electron-neutrino
transverse mass My or electron-positron invariant mass M in excess of the expected
distribution for standard model IVB decays (fig. 43). These null results can then be used to
set limits on the production and decay of more massive W(Z)-like objects decaying into
lepton pairs. With our present experimental sensitivity in the electron decay channels we get
the following upper limits (30% C.L.):

(0:B)y<4.6 pb and (6-B),<4.7 pb. ©.1)

Using the set of DFLM structure functions [33], indicated by the solid curve in fig. 52, these
values are converted to lower mass limits for the W', Z' of
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My2220 GeV/c2 M,2173 GeV/c? 9.2)

at 90% C.L. These results are consistent with earlier results from this experiment [13], and
with UA2 {89].

Additional vector bosons W' and Z' may exist, but with couplings different from the
Standard Model ones. Normalizing the cross-section times branching ratio (0™-B')jyy' to

those of the Standard Model vector bosons in terms of R .=(6"B")yp/(0°B)s M.coupling: We
obtain limits on My and Mz as a function of R, (fig. 53).

9.2 Search for a fourth generation heavy lepton

The possibility of a fourth generation of quarks and leptons is allowed by the

Standard Model. The present limits on the number of neutrinos species [17,92] do not yet
exclude this possibility. We denote the fourth generation leptons by (L, v; ). The W and Z

could decay into these leptons, i.e.

0 —1+ .
0 L LT or vy,

if the masses of the new leptons allow such decays. Direct searches for a fourth generation
charged lepton in ete- experiments have placed a lower mass limit of 27.6 GeV/c2 at 95%
confidence level [93].

The semi-hadronic decays of the L, which have a total branching ratio of about 70%,
provide a distinctive signature for the W — L v; process: a large missing transverse energy

in association with one or two high py jets. The background from W— Tv, with T—
hadrons + v, decays, although larger than the L signal, does not pose a problem since most

of the W —>T v, events are removed by the L>0 cut (see section 4.3) and the residual
background in the L.,<0 region can be reliably estimated.

In our analysis we consider the following decays [16,94):

W:t —)L+VL / L—\TL':
with LT»>ud orcs + v, and L™ du or sc + v .
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It is assumed that the weak couplings of the new generation (L,v; ) to the W is of universal
strength, and that v is massless. The L* decays into tb v /b tv, are not considered
because the mass of the top quark is not known and is expected to be large (M>44 GeV/c2)
[48], thus their rates would be small due to the limited phase space available. For this
analysis, a modified version [94] of the ISAJET Monte Carlo [27] is used to study the
properties and to calculate the expected rate of the heavy lepton events. The decay of the W
into a heavy lepton is done similarly to the W — Tv, decay. The production of wrong

helicity L's as a function of the L mass is however included.

For masses of the L larger than 20 GeV/c2, heavy lepton Monte Carlo events
predominantely have L; < 0 and Epet < 40 GeV for the highest Ey jet in the event. Out of the

56 events in the missing transverse energy data sample [16], 24 have 1..<0 and are classified
as non W —1Tv events. Among these there are 22 mono-jet and 2 di-jet events. The
distributions of Ep™iss and Eqi*t for these 24 events are shown in Figure 54. The curves
show the Monte Carlo predictions for the expected contributions due to standard physics
processes (W /Z and heavy flavor) and the jet-fluctuation background to the non W —»7Tv
sample. Figure 54(c) shows the Eqet distribution for the 24 events after the known
backgrounds have been substracted. This distribution is compared to the expected
contributions from heavy lepton events with L. < 0. The Ep** distribution for a heavy lepton
of 35 GeV/c? mass (solid curve) is clearly inconsistent with the background-subtracted data.
However, we are not sensitive to a signal from a heavy lepton of 55 GeV/c2 mass.(dashed
curve).

From the sample of 24 events, 17 have Ei*t < 40 GeV for the highest Ey jet in the
event. Only these events are used to derive a limit on the L mass ( M} ). The expected rate of
heavy lepton events, for example for M = 45 GeV/c2, is 7.6 £ 0.8 events. On the other

hand, the Monte Carlo predicts a total of (17.8 3.7 £1.0) events from the standard physics
processes and the jet-fluctuation background. The contribution from Z — \73 \"J'L, where the Z

is produced at large prand is accompanied by a recoil jet, must now be included in the total
background (1.86 +0.75 events). Using the above total background, the rate of heavy lepton
events as a function of the L mass, and taking into account the statistical and systematic
errors, the lower bound on the mass of the heavy sequential charged lepton is found to be
My, > 41 GeV/c2 at 90% CL or M| >35 GeV/c2 at 95% CL.[94]. In deriving this limit, we
have not included the contribution of top quark processes (p p »t 1, W 5t b, and Z >t 1)
in the total background to the non-W —Tv sample. If included, it would increase the heavy
lepton mass limit to Mp >48 GeV/c2 (90% CL) for M=40 GeV/c2.
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9.3 Search for supersymmetric particles
HDW-o eV evy¥y

The W— eV data sample is well suited to a search for the supersymmetric decay [90]
of a W into a s-electron and s-neutrino, followed by the decay of the s-electron into an
electron and a photino.

This process will result in events with isolated electrons and a significant missing
energy. The electron and missing transverse energy will however be softer than for the
conventional two body (eV) decays of the W. We therefore expect an excess of events at
lower wransverse mass My compared with the standard W— eV decay.

Assuming a massless photino, the branching ratios for given masses of the s-electron,
E, and s-neutrino, ;, can be calculated. Furthermore, in this process the decay angular
distribution is symmetric in the W rest frame. In the lab-frame, however, we expect a slight
enhancement in the Q -cos8<0 hemisphere (opposite to the V-A asymmetry) as a result of
the harder u-quark structure function. However, as already discussed in Section 7.3 we find
that our energy and angular distribution are well described by (V-A) expectations for
WV, once the known W— Tv and QCD backgrounds have been subtracted. We have

~

used this agreement, along with the predicted branching ratio for W— € v, to set limits on
the left-handed s-electron and s-neutrino masses[45].

We have also used Monte Carlo simulations to estimate our theoretical sensitivity, and
we find that this leads to a limit which is a few GeV lower than the experimental one. We
therefore choose to use the conservative limit derived from the Monte Carlo. The 90% C.L.
exclusion region in the selectron and sneutrino mass plane is shown in fig. 55. The limit for
M=Mg =My, , is M = 32 GeV/c2 (90% C.L). This limit is obtained with the full statistics

available and a detailed Monte Carlo study of the SUSY processes.
i)Z > €€ eeVy

This decay is characterized by a lower mass (¢Te") pair with significant missing energy. To
be reasonably sensitive to this SUSY process, we have used a data selection similar to the
standard Z— ee candidate selection (Section 3). The ete~ mass cut, however, has been

removed. In addition we required that the electron pair should have opposite signs and that
both tracks have pp>2 GeV/c. We find a limit of Mg >14 GeV/c2 (90% C.L.) assuming

M#7=0 and that the left- and right-handed selectrons are degenerate. This limit is rather weak,

owing to one particular event in the data. The unusual properties of this event (Mge =

52 +2 GeV/c2, Ef™5=20 GeV) are due to an electron which is close to the vertical plane
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in the electromagnetic calorimeter. The lower limit on Mg which we would obtain by

excluding this event would increase to 28 GeV/c2, In the present data the sensitivity of the
muonic decay channels is negligible in the Z case and marginal in the W case.

9.4  Search for heavy objects decaying into IVB's + jet

The rate and properties of jets associated to IVB's have been shown to be in
agreement with QCD expectations from initial state bremsstrahlung. Nevertheless, we
investigated the possibility that the W is the decay product of a heavier object decaying into a
W and a jet. This is predicted in theories which consider the existence of massive coloured
particles, which may decay into a W and a gluon [91].

We selected for this analysis a subsample of (W+1jet) events. In our W— eV sample
there are 81 W-events associated with only one jet having transverse energy in excess of 7
GeV. We examined the invariant mass of the (W+jet)-system for these events (fig. 56). The
longitudinal momentum of the W, needed for the calculations of the invariant mass, is
obtained by the minirmal p? method (Section 6.1). The data have been corrected for the p}pv
dependent efficiency of the W— eV selection. Background contributions arise from W—
TV decays. populating the low M(W-et) region, and from QCD jet fluctuations with a fairly
flat distribution in the W-+jet mass.(in total 7.2+1.1 events) The curve is normalized to the
sum of the total expected production cross-section [44] utilizing the jet rates predicted by
ISAJET and the additional contributions from background sources.

There is good agreement between the measured spectrum and the prediction. The

absence of any high mass state enables us to place a limit on the production of an object X
decaying into a W plus a quark or gluon jet. In particular, for an object X with Mx>220

GeV/c2, the 90% C.L. upper limit relative to the W production cross-section is
o(X— W+jet)/c(W) <0.019. (9.5)

In this estimate we neglected changes in the acceptance due to differences in the momentum
distribution of the W's or its polarization. Variations in the angular distribution of the lepton
(isotropic, sin28 or cos20) would however change the efficiency by <(20-30)%. Properties
of W events with two jets have been discussed in the context of IVB production at large
transverse momenta [ 14].
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10. CONCLUSIONS

The discovery of the intermediate vector bosons at the CERN proton-antiproton
collider is a major validation of the Standard Model.

We have measured the production and decay properties of the W and Z bosons at the
centre of mass energies 546 GeV and 630 GeV. The W, Z cross-sections, their longitudinal
and transverse momentum distributions and the characteristics of the rest of the event,
including the associated production of high py jets, are in agreement with the QCD improved
Drell Yan model expectations.

The W, Z masses determined in the electron, muon and tau decay channels agree with
each other. The Standard Model parameters derived from the W and Z masses in the electron
channel are in remarkable agreement with those obtained in the deep inelastic neutrino
interactions.

There is no evidence in the current data for any exotic process leading to heavier
intermediate vector bosons, heavy leptons or supersymmetric particles.
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Table 2: Electromagnetic calorimeter energy resolution and systematic
uncertainties in the electron energy determination

Resolution:

Intrinsic calorimeter resolution 6 (BYE =k ANE (k =0.15in 1983, 0.21 in 1985)

Systematic Uncertainty:

Cell-to-cell calibration
uncertainties

Pile-up effect from calorimeter
granularity

Absolute energy scale calibration
uncertainty

Time dependence uncertainty of
the energy scale

Uncertainty from the cosmic,
$0Co and laser calibration

SE/E in %

3.0

SE in GeV
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Table 3: A summary of the selection requirements for isolated electrons in
IVB events in Vs=0.63TeV data (1984-1985)

Isolated electron selection:

Requirements: Details: Efficiency [%]:

i)  Electromagnetic cluster One or two adjacent electromagnetic calorimeter cells 85
with E1>>15 GeV in pseudorapidity ml<2.5.

ii)  Cluster validation Excluding the electron candidate, the sum of the transverse 95

cells is <3 GeV/c. The centroid of the energy depositions
in the four longitudinal samplings of the cells associated
with the cluster are consistent with a single isolated electron.
iii) Associated track requirement  Candidate consistent with the presence of a charge track associated 97
with the cluster with transverse momentum >15 GeV.
iv) Loose isolaticn Excluding the electron candidate, the sum of the transverse 96
(in a cone with AR=0.4) momenta of all the other tracks in the cone is <10% of the
cluster transverse energy Et. The cluster transverse
energy Ev is >90% of the total Et in the calorimeter
cells (e.m. and hadronic) inside the cone.
v)  Tight isolation Excluding the electron candidate, the sum of the transverse 96
{in a cone with AR=0.7) momenta of all other tracks in the cone is <3 GeV/c. Exclu-
ding the cluster cells, the total extra Ey in the calorimeter cells
in the cone is <3.2 GeV.
vi) Electromagnetic shape The hadronic energy associated with the cluster is 94
Epag<0.6 GeV (1.5GeV) for clusters with pseudorapidity

ml<1.5 {m>1.5). The quality parameter is x23<50 [13]

I+
o

efficiency for isolated electrons 67
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Table 4: A summary of the 1984.85 selection requirements for a) W — eV

and b) Z — ete-

events in the Vs=0.63 TeV data (1984-85)

a) W¥ - ety selection:

Requirement:

online
I 1st+2nd level trigger

offline

iiy  Isolated electron selection
iii) Neutrino emission

iv) validation

Details: Efficiency[%1:
96

Summarized in table 3 67

Missing transverse energy »15GeV after validation 26

W — eV selection efficiency 61 *1.5

visual inspection of events on an interactive
display; rejection of obvious mis-selected events

b) Z0 — ete- selection:

Requirement:

online
i)

offline

iiy  Isolated electron selection
per electron

iii) Second e.m. cluster

iv)  Second closter validation
v)  Second cluster isolation

(in a cone AR=0.4)

vi) Second cluster e.m. shape
vii) Second cluster associated track

viii) Mass cut

ix) wvalidation

Details: Efficiency [%]:
100
Summarized in table 3 67

One or two adjacent ¢.m, calorimeter cells with E1>8GeV.

As for first cluster; see table 4a.
Excluding the electron candidate, the sum of the transverse

momenta of all the other tracks in the cone is <20% of
the cluster Ep. The cluster E is >80% of the total
cluster Et in the calorimeter cells inside the cone.

The hadronic energy associated with the cluster
Epagd is either <1 GeV or <3% of the cluster energy.

Event consistent with the presence of a charged track with
transverse momentum >7 GeV/c associated with the cluster.

The invariant mass of the ¢¥e- pair >70 GeV/c2

Z — (et e) selection (1984-85) 69 £ 2

visual inspection/scan of events on interactive display;
rejection of obvious mis-selected events;




Table 5: Summary of the selection requirements and efficiencies for the
W* —» pTv events from the 1984-85 data at Vs = 0.63 TeV.
The selection starts from the sample of 1) inclusive muons after
filtering and loose selection,

Wxo ptv selection:

Requirements: Details: Efficiency [%]:
online
iy  single muon trigger 39.1

geometry averaged on activated trigger area: 51.5%
muon track efficiency: 92.4%
1st Ievel trigger efficiency: 82.0%
i) 2nd level trigger 93.9
1984: 168E code VENIL:  87.1% [43]
1985: 168E code MUTIME: 100% [43]

offline
iii) CD track quality selection on central drift chamber quantities: 64.
number of track points >30; projected track length >40cm;
cut on quality ()(2); cosmic rejection; kink rejection;
iv) momentum cut pr{muon)=15 GeV/c; g5,
v)  improved CD track quality quality cuts with optim. calibration constants and refit; 93.0
vi) p association to CD track matching of CD track with muon chamber track in 95.0
direction and displacement of the two track segments;
vii) isolation of muon /neutrino:  excluding the muon candidate, the sum of the transverse 87.0
momenta of all other charged tracks in the cone AR=0.4
around the muon is < 1 GeV. The transverse energy of the
calorimeter in the same cone is < 3GeV. No calorimeter jet
with ET>10GeV in a cone AR =0.7 around the muon.
Neither calorimeter jet (Ey>10 GeV) ror CD-jet
(Pr27.5 GeV/c2) in the transverse plane in A$>1500
relative to the muon.
viii)} neutrino E{(V)>15GeV gs.
ix) total energy selection selection according to total scalar energy ZE<480 GeVinthe  96.3
event, to reject multiple interactions in a single beamcrossing;
W U vV detection efficiency (1984-85) 154 1.1
x)  validation visual inspection/scan of events on interactive display;

rejection of cosmics, and obvious mis-selected events;
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Table 6: Summary of the selection requirements and efficiencies for the
Z9 — utp—events from the 1985 data at Vs=0.63 TeV. The
selection starts from the sample of 1 inclusive muons after
filtering and loose selection.

Z— ptu-  selection:

Requirements: Details: Efficiency [%]:
online
iy  rigger a) hardware dimuon trigger: 26.8

both muon tracks hit the effective muon chambers
geometric acceptance: 46.7%

muon track efficiency for 2 tracks: 85.4%

1st level trigger efficiency for 2 tracks: 67.2%

or b) one muon hardware trigger: 374
one muon hits the chamber, the second does not

geometric acceptance: 49.3%

muon track efficiency: 92.4%

1st level trigger efficiency: 82.0%

i) 2ndlevel trigger a) for dimuon triggered events 100.
or b) for single muon triggered events 100.
1985: MUTIME
offline
a) Both muons in the effective muon chamber area:
iify CD track quality one track requires same cuts as in the W selection; 79.5

number of track points 230; projected track length >40cm;
cut on quality ( x2); cosmic ray rejection; kink rejection;
second track lower quality requirements for the CD track;
minimum ionizing deposition in the calorimeter;

invariant mass >50 GeV/c2

iv) prout one muon: py>15 GeV/c; second muon: pr> 10GeV/c 89.1
or b) One muon in the effective area, second muon not:

v)  CD track quality one track requires same cuts as in the W selection; 63.8
: number of track points =30; projected track length 240cm;
cut on quality ()(2); cosmic rejection; kink rejection;
second track less quality requirements for the CD track;
minimum ionizing deposition in the calorimeter;

3 invariant mass >50 GeV/c2
vi) prout - ‘ " First muon: pyp>15 GeV/c, second muon p1>10 GeV/e 94.7
Z— ptp-  selection efficiency (1985) 41.5+3.3
vii) validation visual inspection of events on interactive display;

rejection of cosmics and obvious mis-selected events;




Table 7: Summary of the selection requirements and efficiencies for the
Wt - 13y events in the (1984 -85) data

Wt 1y selection:

Requirements: Details: Efficiency [%]:
branching ratio t— hadrons 64.
online:

i) trigger 45,

a) electromagnetic transverse energy Ep>10 GeV in
two adjacent electromagnetic calorimeter elements
or b} jet trigger with E7>25 GeV in Inl<2.5
or c) jet trigger Ep>15GeV and transverse energy
imbalance trigger >17GeV

offline:
ii) missing transverse 30.
energy selection
a) missing transverse energy Er>15 GeV and at least
4 times larger than the resolution 0.7 * VX Eg

b) one or more jets with Ep>12 GeV and l<2.5

¢) one or more tracks in the CD with pr>1GeV in

a cone AR<0.4 around the calorimeter jet axis

d) isolation of missing transverse energy: rejection of
events with observed jets (Er>8GeV, l«2.5) within
+300 of the missing energy direction

) veto on coplanar jet activity: rejection of events

with calorimeter jets (Ey>8GeV, i<2.5) or a cental
detector jet{(pr=>S5GeV) pointing to within 150-210 degree
in the direction of the highest Ey jet.

f) veto of events which contain an electron (E4>10GeV)
and muons (pr>3GeV)

ii) T- selection L0 78.
using T decay characteristics:

W— 7v (t—hadrons) efficiency 6.8 = 04

iv) validation visual inspection/scan of events on interactive display;
rejection of cosmics and obvious mis-selected events;
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Table 8: Summary of selection requirements and efficiencies for W — cs,
Z - cc and Z — bb event candidates in the 1984-85 data taken at
Vs =0.630 TeV. The selection starts from the sample of 1u
inclusive muons after filtering and tight selection.

Requirements:

online
i) single muon trigger

offline
i) muon track
reconstruction

i) muonic decay of ¢
or b quark

ili) muon

iv) jet opposite muon

v) jetaccompanying
muyon

Details: Efficiency {%]:
43

geometry averaged on activated trigger area: 60 %

muon chamber track efficiency: 92.4 %

1st level trigger efficiency: 82.0 %

2nd level trigger efficiency: 93.9 %

number of CD track points 220; 54

track Iength in bending plane 240cm;

cut on track quality; cosmic ray rejection;

kink rejection; leakage rejection;

4¢ matching between trajectories of muon
chambers and CD track in position and direction;

WocC§ Z-c¢C

both quarks from Z can decay muonically; 5.1 18.0
b-quarks can have 274 generation muonic
decays;

[
pr >8GeV/e 12.3 14.0
A jet with E7>10 GeV and Inl<2 recoiling 88.4 88.0

from the muon direction with JA®(LL - jet)l >909;

Jet must be greater than 20° from the
vertical in the transverse plane to avoid
cracks in the calorimetry;

A jet within the cone AR = V(A®2 + An?) 91.9 92.6
<1 around the muon in psendorapidity -azimuth

space. Jet defined by UA1 jet algorithm with

the requirement E1> 2.5 GeV, Jet must have

Inl<2 and be more than £20° from the vertical.

Z—bb

45.0

20.5

86.3

92.5

efficiency for detection b/c decays of inter- 0.2 0.5
mediate vector bosons via muonic decay

1.7

68



Table 9:

Number of background events from different sources contributing

to the IVB samples used for the calculations of the cross-

sections. No top quark contribution included.

Decay mode

a)

b)

d)

e)

W — ev:

Z — ee:

W - uv:

Z—up:

W - 1v;

Type of Background

QCD

W — v, T-oevVy

Z->1M, ToeVV
Z —>bb, cc
b,c—e

W1V, 1o uvy
b, c—p
7, K — uy

T.Kouy

Z—-1T, T—H>UVVY
DY

W = eV, uv, 1v

(T —>ev,uvy)
ZO (= vV) +jet
Z0 = 11

W /Z — heavy flavours
jet fluctuations

340+ 1.8
336+ 0.4

Vs =0.546 TeV

68 + 2.0

< 0.1
<01

<01

0.45 £ 0.07
0.15 £ 0.07
0.1 £0.05

07 0.10

0.03

0.03
0.01

0.07 £ 0.03

1.6+ 04
0.3+£0.3
0.4+ 0.2

< 0.1
0.4 + 0.07

Vs =0.630 TeV

47+ 1.3
146+ 1.1

719317

0.1 +£0.02
0.1+ 0.01

0.2 £ 0.02

26+ 0.4
0.3 +0.13
0402

3305

0.14 +0.01

0.15 +£0.04
0.05 £0.02

27+ 0.6

0.35 £0.16
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Table 10: UAl event samples, efficiencies, backgrounds, and integrated
luminosities for the various W and Z% samples. In total 398 W and
52 Z events were detected.

s Channel Events Background  Efficiency Luminosity
(TeV) Events ) (nb-1)
0.546 W oev 59 6.8+2.0 0.6% = 0.03 136 £20
W — py b 10 0.70 £ 0.10 0.16 = 0.02 108+ 16
Z0 - ete 4 < 0.1 0.69 = 0.03 136 £ 20
Z0 sty 4 0.07 £ 0.03 0.37 £ 0.05 108 £ 16
0.630 W —ev 240 193+ 1.7 0.61 = 0.02 568 £ 85
W —ouv 57 33 £05 0.15 + 0.01 551483
70 — ete- 29 0.20 £ 0.02 0.69 £ 0.02 568 £ 85
Z0 — utu- 15 0.35+0.16 0.40 £+ 0.02 555+ 83
0.546 W ot b 32 27 £0.6 0.068 £ 0.004 686+ 103
+ 0.630 +0.007 ©

a) Note : no contributions from top quark production and semileptonic decay have been included in
these background estimates.

b) Numbers for this channel have been updated since our earlier publications.

¢) This additional systematic error is due to the uncertainty on energy scale and T selection.
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Table 11: Cross-sections times branching ratios (o'B); a comparison of UAl

results, UA2 results [56], and theoretical expectations [28].
Source Vs (TeV) Channel o-B (nb) ®

M, = 44 GeV/c? M, = 80 GeV/c?

UAl 0.546 Woev 0.53 £ 0.08 £ 0.09 0.55 £ 0.08 £ 0.09
UAl W oy 0.54 £0.17 £ 0.12 0.56 £ 0.18 £ 0.12
UA2 W —oev - 0.61 £0.10 £ 0.07
Theory Wt 0387052 046735
UAl 0.630 W oev 0.61 +0.04 £+ 0.09 0.63 +0.05+0.10
UA1l W — v 0.61 £0.08 £0.11 0.63 +0.08 + (.11
UA2 W ev — 0.57 £ 0.04 £ 0.07
Theory Wty 048750 048736
UAl 0.546+0. 630 *) W ov 0.63 £ 0.13£ 0.12 0.63 +0.13 £ 0.12
UA1 0.546 70 sete- 0.04270%3% +0.006 004275059 +0.006
UAl 70 sptp 0.09873%78 + 0.020 0.0987 9978+ 0.020
UA2 70 sete-  0.116 £ 0.039+ 0.011 0.116 £ 0.039 £ 0.011
Theory Z0 - £ 4 004315067 0.0447391%
UAl 0.630 70 seter  0.074 +0.014 £0.011 0.074 £ 0.014 £ 0.011
UAl Z0 sptu- 0.066 +0.017 £ 0.011 0.066 + 0.017 £ 0.011
UA2 Z% »ete”  0.073 + 0.014 +0.007 0.073 £ 0.014 £ 0.007
Theory 70 44~ 0.05370018 0.05470017

+) £ = e or JL. Theoretical cross - sections for o, and o, at Vs=0.54 TeV and 0.63 Tev are taken
from [28]. The leptonic branching ratios assumed are B,, = 0.089, B, = 0.033 for M, = 44

GeV/c2 (Ny = 3), and B,, = 0.11, B, = 0.034 for M= 80 Ge V/c2.

*) The first error on the measured cross - sections is statistical, and the second error systematic.

**)

The o B for this channel is the luminosity weighted average of the two energies. The result is

slightly different from the one quoted in reference [15] due to an improved evaluation of the
integrated luminosity at Vs =0.630 TeV. The luminosities are 118 nb-1 (568 nb1) at Vs =

0.546 (0.630) TeV.
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Table 12:

Summary of IVB ( 6B ) ratios at two CMS energies
oB (630 )/ cB (546 )

IVB UAl UA2 Theory
channel no top contribution [56]
W ev 1.14 £ 0.18 £+ 0.06 0.93 + 0.17
1.26 + 0.02[28], 1.30 [33]
W-o uv 1.14 + 0.40 £ 0.18 -
Z->ee 1.80 £ 1.40 £ 0.40 0.60 + 0.30
1.23 [28], 1.31 [33]
Z > Uu 0.70 £ 0.60 £ 0.20 --
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Table 13: Average charged multiplicity <N.p>, mean transverse momentum
<pyr> and sum of the transverse momenta (Xpy) for rest of W
events and minimum bias events *.

Characteristic W events Minimum bias events
mean charged multiplicity 204+ 081 1.2 14,3+ 0.1+ 0.9

<N¢h>

mean fransverse momentum 0.66+0.01+0.01 0.521+0.01

<pr> of charged particles

in GeV/e

scalar sum of transverse 13.9+ 0.6+ 0.8 7.6810.04+0.46

momenta of charged
particles (Zpy) in GeV/c

*) All values are given for particles with py > 0.15 Gev/c and |n| < 2.5 .
The first error is statistical, the second is systematic.
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Table 14 : Measured Masses and Widths of W's and Z's

Channel
Electron decay

My
T'yw (90% C.L.)

Mz
7 (9% CL.)

My - Mg

Muon Decay

My

My

My - Mz,

Tau Decay

My

Masses and Widths in GeV/c2

827+x10x27
<54

93.1+1.0£3.0
<52

104+ 1.4+0.8

81.8 *5% £26
90.7 ¥32 +32

4.8

89%7%+19

89.0 £ 3.0+ 6.0

The first error is statistical, the second is systematic.
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Table 15 : Measurements of Standard Model Parameters

IVB Electron Decay IVB Muon Decay
sin26, 0.211 + 0.025

sin20, 021900050014 0223 7093 £0.014

p 1.010+0.028 £0.020  1.05 £0.16 +0.05
Ary 0.037 £0.100 £ 0.067  _
Ar, 0.128 £ 0.023 £ 0.060  _

From VN experiments
0.233 + 0.003 +0.005"

p =1, in Minimal Standard
Model

Calculated Ar [82]
0.072 £ 0.002

The first error is statistical, the second is systematic.
* Error coming from theoretical uncertainties
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Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. §

Fig. 6

Fig. 7

FIGURE CAPTIONS

The Feynman diagrams for the hadronic production of vector bosons V in QCD at
leading and next to leading order: a) Drell-Yan (Oth order), b) QCD virtual
correction, ¢) QCD annihilation process with giuon radiation, d) QCD Compton
process.

A side view of the UA1 experiment at the time of the W and Z discovery 1982-
1983.

- The central detector

- The electromagnetic calorimeter (gondola, bouchon)

- The coil

- The hadronic calorimeter (and the iron field return) (C's, I's)

- The external muon chambers

- The forward calorimeters (Calcom)

- The very forward calorimeters

- Instrumented magnetized iron side wall (added in 1984)

oo ™M O oL O oo

A general view of the UA1 experiment (the forward and very forward calorimeters
are not drawn). The two halves of the apparatus have been opened to show the CD.
Labels are as in fig, 2.

Cut-away diagram of the central detector showing the orientations of the wire
planes in the central and forward chambers.

CD electronics block diagram (case of two tracks).

The left and right side signals from the preamplifiers are summed (for the ionization
F and the drift time t measurement) and combined for the charge division Z. The
resulting signals are sampled and digitized every 32 ns, while a 3-bit time
interpolator (INT) gives the drift time with a precision of 4 ns. The digital
information is directly written in a double 128x16 bit memory, so that the data are
stored before the next beam crossing.

a) A schematic drawing of two opposite gondolas.
b) A central region module of the hadron calorimeter.

Percentage energy resolution G(E)/E in the gondolas.
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Fig. 8

Fig. 9

Fig. 10

Fig. 11

Fig. 12

Fig. 13

The structure of endcap “"Bouchon” calorimeters.

A top view of the UA1 detector. The implementation of the side wall (h), the
forward shielding (j) and the limited streamer tubes (i,i") was done in 1984/85.
a . - The central detector

b,b" - The electromagnetic calorimeter (b=gondola; b'=bouchon)

c - The coil

d,d' -The hadronic calorimeter (and the iron return)(d= C's, d'=I's)

e,e’ - The external muon chambers (e=side; e'=forward)

f - The forward calorimeters (Calcom)

g - The very forward calorimeters

h - Instrumented magnetized side iron wall

i,i' - Limited streamer tubes (i= side; i'= forward)

j - Front absorber iron

k - Rails for moving the platform of the experiment to the garage position

Schematic view of the muon drift chambers. Two units of four planes are stacked
whereas the tubes in adjacent planes are staggered in order to resolve the left-right
ambiguity. The trigger logic is also indicated.

a) View of the side walls showing the limited streamer tubes and the drift chamber
planes. The momentum is measured using the deflection in the magnetized iron.

b) Expanded view of a limited streamer tube chamber showing the two orthogonal
planes of tubes and of pick-up strips.

The efficiencies for the electron trigger in a) and for the muon trigger in b). The
hardware trigger efficiency is given by the solid line. The dashed-dotted line shows
the overall efficiency after an additional on-line software selection.

Comparison of momentum measurement in the central track detector and the energy
measurement in the electromagnetic calorimeter for electrons from a W — ev

sample; (1/p-1/E) is divided by the corresponding experimental errors. Superposed
is the result from a detector simulation allowing for bremsstrahlung from the
electron.
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Fig, 15

Fig. 16

Fig. 17

Fig. 18

Fig.19

Fig. 20

Fig. 21 -

Fig, 22

Precision of the overall muon momentum measurement. The stretch distribution of
muon momentum measurements with (p,) and without (pcp) muon chamber

information (direction and angles of the track).

Correction factor to be applied to the measured py distribution, combining the

. . W
effects of resolution {dominant at low Pt ) and of acceptance for the electron

decay channel.

Distribution of a) electron transverse energy, and b} neutrino transverse energy for
W —ev. The background contributions from QCD two-jet events and W — v

events are shown.
The invariant mass distribution for e*e™ pairs with relaxed Z selection cuts.

Transverse muon momentum distribution in W — pv events. 6 events are outside
the range of the scale of the plot. The hatched area shows the background
contribution from W —1v decay modes. Only data from Vs=0.63 TeV are
included. The solid curve is the Monte Carlo prediction.

UA1 sample for isolated unlike sign dimuons with pr>3GeV/c for both tracks
including the Z candidates. The events below the mass of 50 GeV/c2 have been

taken from dimuon events obtained by different cuts than in the Z search. Events in
the mass range 1<Mpu< 6GeV/c2 are from low mass dimuons [63], the ones

6<M,,,,<50 GeV/c2 are from high mass dimuons [46].

Distribution of 1-log-likelihood function for the data (solid histogram), the T —
(hadrons +v) Monte Carlo events (solid line) and the UA1 jet data (dashed curve),
normalized to the 56 events; T-candidates are defined as L>0.

Distribution of missing transverse energy of W's in the W —1v decay mode (T -
hadrons + neutrino).The background contribution (mainly from events with W
decays into electrons or muons) is indicated by the hatched area.

Experimental distribution of the (jet-jet-u—vy) mass without background

subtraction. The curves are the Monte Carlo predictions with full simulation of the
UAL1 detector measurement errors for the processes W — ¢ s (dashed), Z »c c,

b b (dashed-dotted) and the sum of these two (solid line).
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Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

23

24

25

26

27

28

Experimental distribution of the (jet-jet-p-vr) mass (histogram), after p/K
background subtraction. The solid curve is the full ISAJET Monte Carlo prediction
(including 23 processes) from ¢ ¢ and b Eproduction, normalized to the total
number of events. The dashed curve shows the contribution of lowest order (2-2)
processes.

Partial cross-sections versus CMS energy, a) for W—4v production, and b) for
Z— £ Z production. The theoretical predictions and their error bands on the total W
and Z production cross-sections are taken from ref. [28], and the leptonic
branching ratios for W— £v and Z->££ have been calculated for the assumption that
there is no kinematically allowed W—t b and Z—t t decay (M>My-Mp).

Measurements and theoretical predictions for a) W—.4v and b) Z—.££ partial cross-
section as function of Myqp. The line labelled 1 represent the predictions [28] used
in fig 24a,b. The line labelled 2 includes a 20% increase due to the BCDMS result
as discussed in the text. The uncertainties are indicated by the error bars. The
hatched bands represent the measurements. The statistical and systematic errors
have been combined in quadrature .

Feynman Ix| distribution for a) the W's from electron data (244 events at Vs=0.630
TeV and 50 events at Vs=0.546 TeV, DO1 structure function), b) the Z's from the
combined electron and muon data [43 events, EHLQ1], and ¢) the W — uv data

(61 events, EHLQ1). The data are background subtracted and corrected for
acceptance and resolution. In the W—ev case an additional correction due to bias
from the x5, extraction procedure is included. Data and expectations are normalied

to the total number of events.

W > ev data (Vs=0.63TeV; lp]22cp; 190 events) and expectations of the Q.x,,
distributions (Q is the W charge): a) with harder u- than d-quark distribution
according to EHQLI, and b) same d-quark distribution as the one used for u-
quarks in EHQL1. The data are background subtracted and corrected for
acceptance, resolution and bias-effects from the x,, extraction procedure. Data and
expectations are normalized to the total number of events.

Correction factors (ratio of generated to reconstructed plus selected Monte Carlo
events) for the the two cases discussed in fig.27: a) u-quark distribution harder than
than d-quark distribution according to EHQL1, and b) same d-quark distribution as
the one used for u quarks in EHQL1 (dashed curve).
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Fig. 29

Fig. 30

Fig. 31

Fig. 32

Fig. 33

Fig. 34

Fig. 35

a) The d- quark and b) the u-quark structure functions sampled by W production.
They are derived from the W— ev (Vs=0.63 Te V) data with well defined charge of
the lepton ie. Ipl>2<‘.}'p (190 events). The data are background subtracted and

corrected for acceptance, resolution and biases coming from the x,, extraction

procedure. Data and expectations using EHQL1 structure functions are normalized .
to the total number of events.

- Transverse momentum distribution of a) W events (muon and electron channels

combined), and b) Z events (muon and electron channels combined). Data are
background, acceptance and resolution corrected. The hatched sub-histogram
shows the contribution from events in which at least one hadronic jet with
transverse momentum =7GeV/c is observed. Quoted event numbers are
uncorrected. The curve shows the QCD prediction of ref. (28] with DO1 structure
functions. Note the change in scale in the abscissa for a).

Transverse momentum distribution of W events (electron and muon channels
combined). The data are corrected for resolution and acceptance. The curves show
the QCD predictions from ref. [28] with extrapolations based on ISAJET (dashed

line) for py >60 GeV/e.

e e . . W
W transverse momentum distribution in the low and intermediate pr range, and
sensitivity to the scale parameter Aqgcp- Data are background subtracted, while
acceptance and resolution are folded into the theoretical predictions of [28].

Mean transverse energy of lepton pairs versus CMS energy. The curve has been
taken from ref. [59], the ISR and Fermilab data from ref, [60,61].

Inclusive transverse momentum distributions for W's, jets {64], direct photons
[62], and nearly on-shell photons from low mass dimuons [63] as measured in the
UA1 experiment. The QCD predictions are from Stirling [66] scaled by 1.5 for jet
cross-section and from Aurenche et al.[65] for direct photons. The line describing
the W-cross-section is from Altarelli et al.[28].

Distribution of the number of jets associated to the W — 4v (2) and Z — ££ (b)

. W . .
sample. Data are corrected for the pr dependent selection bias of the W's. The
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Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

36

37

39

40

41

42

QCD curve includes resolution effects and jet efficiency. The integral of corrected
data and the QCD curve are normalized to unity.

Energy distribution of the jets in 357 events of the W—Z4v sample; Data are

w . . .
corrected for acceptance (Pt ) and jet energy. The QCD curve includes resolution
effects. The prediction is normalized to the total number of observed events.

Angular distribution of the jets in the W — ev sample. Only events with one jet

above threshold are used. The mass of the (W+jet)-system has to exceed
100 GeV/c2,

The Gottfried-Jackson frame is defined in the following way: beginning with the 4-
vectors of the leptons, the proton and the antiproton, one performs a Lorentz-
transformation into the CMS of the lepton pair. Then one takes the CMS-
momentum of the antiproton and defines its direction as the z-axis. The vector
product of the proton momentum with the antiproton momentum gives the y-axis
and the cross product of this vector with the z-vector gives the x-axis.

The polar angular distribution in the Gottfried-Jackson frame for electrons from W
W
decays with pt 2 7GeV/c for a) the vector gluon hypothesis and b) the scalar

gluon hypothesis. Data are corrected for acceptance and resolution. The solid lines
are the best fit to the data, the dashed line is the theoretical expectation for the
chosen gluon spin assignment,

Charged track transverse momentum distribution for W-spectator and mimimum-
bias events. For reasons of clarity the data points in the minimum bias events case
have been omitted below 2.5GeV/c. The curves show the results of fitting the
distributions.

a) Mean transverse momentum <pr>, b) mean charged particle multiplicity
<N¢h>, and ¢) sum of the transverse momenta Zpr as a function of the W

hd . . . .
transverse momentum P ; the level in minimum-bias events is shown by the
dashed line.

The transverse mass distribution of the W's detected in the electron decay mode,
corrected for acceptance and resolution.The shaded area shows the background
contribution from W—tv decays and QCD fluctuations.
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Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

43

. 44

45

46

47

48

49

50

51

52

The enhanced transverse mass distribution of the W's in the electron decay mode
(149 events).

The experimental inverse transverse mass distribution 1/My of the W's in the
muon decay mode. The dotted line shows the background contribution from W—otv
decays with T—pvv. The solid line represents the mass fit.

Distribution of transverse mass of W's in the W—1tv decay mode (t— hadrons +
neutrino).The background contribution (mainly from non identified W's in the
electron and muon decay mode) is indicated by the hatched area.

The Z mass distribution from the events in the electron decay mode (24 events).

The Z mass distribution from events in the muon decay mode , a) using only the
momentum information (18 events, 3 events are above 160 GeV/c2), and b) using
momentum information and energy balance in the calorimeter (14 events).

Decay angular distribution of W 's from the electron decay mode. The shaded band
shows the expected contribution from annihilation processes involving wrong
polarity sea-quarks only.

Decay angular distribution of Z's (electron and muon decay modes combined, 33

events) for well measured events. The solid line corresponds to the fit which gives
sin%0,, = 0.24.

Relation between the measured k parameter in the Z decay angular distribution to
the Weinberg angle sin20y;, in the Standard Model.

Confidence contours (68%) in the (M;-M,,) versus M,, plane taking into account

the statistical error (dashed line) and with statistical and systematic errors combined
in quadrature (solid line). The shaded region is allowed by the average of recent
low-energy measurements of sin?8,,.The upper dashed dotted curve (a) is with

radiative corrections, the lower one (b) without radiative corrections.
Calculated cross-section times branching ratio for a) W' and b) Z' production and

decay, assuming standard couplings to quarks and leptons. {(¢-B) is normalized to
the measured cross-sections at ¥s=0.630 TeV of the known IVB's in the electron
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Fig. 53

Fig.54

Fig. 55

Fig. 56

decay mode. The events from Vs=0.546TeV have been added by transforming

them to an equivalent number of events at Vs=0.630 TeV. The 90% C.L. upper
limits on (0:B)y and (o*B), are shown.

The W'(Z) lower mass limit (90% CL) shown as a function of the W'(Z")
coupling strength. R, is the coupling strength relative to the standard model
coupling strength (R.=1).

Distributions of (a) Epmiss, (b) Eget (for the highest Et jet in the event), and (c)
background-subtracted Ep*t (points with error bars) for the 24 events of the non
W -1V sample. In (a) and (b) the curves show the Monte Carlo predictions

including all known!standard model and instrumental background sources. In (c)
the solid and dashed curves are the expected contributions to the non W 1t v

sample from a heavy lepton of 35 and 55 GeV/c? mass, respectively.

The 90% confidence level lower limit exclusion region for the masses of the

selectron and sneutrino estimated from the supersymmetric W — ev decay

channel, assuming a subsequent decay € —»e?

The (W+1jet) mass distribution for events with one reconstructed jet with
w
transverse momentum larger 7 GeV. The data are corrected for Pt acceptance. The

curve shows the prediction from ISAJET including event selection, background
contributions, detector simulation .
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