
Introduction

Top pairs at LHC

pp ⇥ tt̄ @ 7 TeV:
theoretical approx. NNLO �tt̄ = 165+11

�16 pb

⇤ with 35 pb�1 >5000 tt̄ pairs expected

A first ATLAS x-section measurement
(combining ⇤+jets with b-tagging and di-lepton
channels) already performed with 2.9 pb�1:
�tt̄ = 145± 31 (stat.) +42

�27 (syst.+lumi.)
[CERN-PH-EP-2010-064, December 8, 2010]

With 35 pb�1 and with more sophisticated
techniques a precision measurement is possible

A measurement in ⇤+jets channel only and
without any use of b-tagging is here presented
[ATLAS-CONF-2011-023, March 14, 2011]

Complementary measurements are being
finalized:

�+jets channel with b-tagging
di-lepton channel
all-hadronic channel

December 2010
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Why top quark plus jets?
• Production of top quark plus additional jets  
‣ is sensitive to higher order pQCD effects and a variety of energy 

scales 
‣ implies a significant source of uncertainty in  top quark precision 

measurement such as mtop,  top pair production cross section, spin 
correlation between top quarks, charge asymmetry
‣ is a significant background  to Higgs boson production (ttH) and new 

physics like supersymmetry cascades of squarks and gluinos 

2

Explored through measurements of differential and inclusive cross 
sections using data collected by ATLAS in  pp collisions at √s =  7 TeV

jet multiplicity pT of 
pT-ordered jets

Q0  (Qsum) = (sum of) pT of additional jet(s)
required for event selection

--

 dσtt/dNjets - dσtt/dpT,jets- 1/σtt dσtt/dQX         - -

σtt+Heavy flavours-
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Top quark pairs @ LHC: inclusive production

3

probing lower x than Tevatron  →
(abundant) gluon fusion dominated

qq annihilation

pp collisions

gluon fusion
At Tevatron

σtt ~ 7  pb
σt ~ 3.5 pb

-

Czakon,Mitov,Fiedler 2013

NNLO+NNLL accuracy

δσtt/σtt ~4% 

mtop= 172.5
~0.96 M (~5.4M) tt 
events produced by 
LHC in 2011 (2012)

σ7TeV (pb) 172+4.4-5.8+4.7-48   

σ8TeV (pb) 245+6.2-8.4+6.2-6.4

Tevatron LHC(7) LHC(14)
gg ~10% ~85% ~90%
qq ~90% ~15% ~10%

-
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•High PT jets
•b-jets
•1 to 2 high PT leptons
•Missing energy

backgrounds: W/Z(+jets), single 
top, QCD multi-jets, Di-bosons

tt

τ to 
(e,μ) 
+jets 

(e,μ)+ jets

decayshad τ
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di-lepton 
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7th January 2014

Top quark decay: signatures
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Jet Veto Measurement
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Differential Jet activity:   dilepton √s = 7 TeV

5

∫Ldt =  2.05 fb-1 (2011) 

• Bkg(<6%): single top (Wt) Z+jets, 
diboson (from simul.), data-driven 
fake leptons (loose/tight matrix method)  

• Require 2 opposite sign leptons, 
≧ 2 b-tag jets

• veto low M(ℓℓ)  (<15 GeV)
• ee,μμ: high ETmiss cut & M(ℓℓ)≠mZ, 

eμ: high HT =∑jets,lepts pT  >130 GeV  

• Derive: fraction of selected Nev with 
‣no additional (to 2 b-tag) jet with pT > Q0:  f(Q0 )
‣∑additional jets pT  < Qsum in given y interval: f(Qsum)

• f(Q0 ) [ f(Qsum ) ]: sensitive to the leading [all] pT emission[s]

Page 4 of 24 Eur. Phys. J. C (2012) 72:2043

Table 1 Selection requirements applied to the three analysis channels

Selection Channel

ee µµ eµ

Electrons 2 with ET > 25 GeV,
|η| < 2.47

– 1 with ET > 25 GeV,
|η| < 2.47

Muons – 2 with pT > 20 GeV,
|η| < 2.5

1 with pT > 20 GeV,
|η| < 2.5

Emiss
T >40 GeV >40 GeV –

HT – – >130 GeV

mℓℓ >15 GeV,
|mℓℓ − 91 GeV| > 10 GeV

>15 GeV,
|mℓℓ − 91 GeV| > 10 GeV

–

b-tagged jets At least 2 with pT > 25 GeV, |y| < 2.4, ∆R(j,ℓ) > 0.4

Fig. 1 The distribution of (a) lepton pT and (b) b-tagged jet pT for the
selected events compared to the MC@NLO simulation of t t̄ events.
The data is shown as closed (black) circles with the statistical un-

certainty. The MC@NLO prediction is normalised to the data and is
shown as a solid (red) line. The overflow events at high pT are added
into the final bin of each histogram (Color figure online)

The gap fraction in each rapidity interval is computed us-
ing the additional jets in the event. To suppress jets from
overlapping proton–proton collisions, the additional jets are
required to be fully contained within the inner detector ac-
ceptance (|y| < 2.1) and the jet vertex fraction (JVF) al-
gorithm is used to identify jets from the primary interac-
tion. After associating tracks to jets (∆R(jet, track) < 0.4),
the JVF is defined as the scalar summed transverse mo-
mentum of associated tracks from the primary vertex di-
vided by the summed transverse momentum of associated
tracks from all vertices. Each additional jet is required to
satisfy JVF > 0.75. The transverse momentum and rapidity
distributions for the highest-pT additional jet in the region
|y| < 2.1 is shown in Fig. 2. Reasonable agreement is seen
between the data and the MC@NLO t t̄ simulation.

6 Correction for detector effects

The data are corrected for detector effects to produce results
at the particle level. The particle level t t̄ events are defined in
each channel using the same event selection criteria applied
to the reconstructed data, as presented in Table 1. Final state
stable particles are defined as those that have a mean lifetime
cτ > 10 mm. Electrons are required to have ET > 25 GeV
and |η| < 2.47, whereas muons are required to have pT >

20 GeV and |η| < 2.5.3 Jets are reconstructed using the anti-
kt algorithm with R = 0.4, using all stable particles except
muons and neutrinos, and are required to have pT > 25 GeV
and |y| < 2.4. Jets originating from b-quarks are defined as

3Changing the muon selection criteria to match the electron fiducial
region (pT > 25 GeV and |η| < 2.47) was observed to have a negligible
impact on the gap fraction.
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Fig. 2 Distribution of (a) leading additional jet pT and (b) leading ad-
ditional jet rapidity in the selected events compared to the MC@NLO
simulation of t t̄ events. The data is shown as closed (black) circles with
the statistical uncertainty. The MC@NLO prediction is normalised to
the data and is shown as a solid (red) line. In the pT distribution, the

overflow events at high pT are added into the final bin of the histogram.
In the rapidity distribution, variable bin sizes are used such that the bin
edges match the rapidity intervals used to construct the gap fractions
(Color figure online)

any jet that is within ∆R < 0.3 of a B-hadron, where the
B-hadrons are required to have pT > 5 GeV. HT is defined
as the scalar sum of jet and lepton transverse momenta and
Emiss

T is defined using all final state neutrinos.
The correction factor, C, for the gap fraction at a specific

value of x = Q0 or Qsum, is defined as

C(x) = f truth(x)

f reco(x)
, (5)

where f reco(x) is the reconstructed gap fraction and f truth(x)

is the particle level gap fraction. The use of simple correc-
tion factors is justified because the purity of the selected
events is greater than 70 % for each value of Q0 or Qsum.
The purity of the selected events is defined as the number
of events that pass the event selection at both the recon-
structed and particle level, divided by the number of events
that pass the event selection at reconstructed level, using the
MC@NLO simulation of t t̄ events.

The MC@NLO simulation is also used to derive the
baseline correction factors used in this measurement. These
correction factors depend on the rapidity interval used to
veto jet activity, with corrections of 2 %–5 % for Q0 =
25 GeV that decrease with increasing Q0. The systematic
uncertainties on these correction factors due to physics and
detector modelling are discussed in Sect. 7.

7 Systematic uncertainties

Uncertainties related to the inclusive t t̄ event selection were
found to cancel in the gap fraction and are neglected in the

final systematic uncertainty. These include the uncertainties
on the lepton momentum scale, momentum resolution and
reconstruction efficiency, the b-jet energy scale, the trigger
efficiency for each analysis channel and the integrated lu-
minosity. The dominant sources of systematic uncertainty
are those that directly affect the additional jets. These non-
negligible sources of uncertainty are discussed in this sec-
tion and a summary is presented in Fig. 3.

The experimental aspects that affect the additional jets
are the jet energy scale (JES), the jet energy resolution
(JER), the jet reconstruction efficiency and the JVF selec-
tion requirement. The uncertainty on the gap fraction due to
the JES is estimated by rescaling the jet energies in the simu-
lation by the known uncertainty [42]. The uncertainty on the
JES includes the impact of soft energy added to jets from
multiple proton–proton interactions. The uncertainty on the
gap fraction due to jet reconstruction efficiency [42] and the
jet energy resolution is estimated by varying each of these in
the simulation within the allowed uncertainties determined
from data. The relative uncertainty on the gap fraction due
to the JES and JER uncertainties is 3.5 % or less if jets are
vetoed in the full rapidity interval (|y| < 2.1), and 1.5 %
or less if jets are vetoed in the smaller sub-intervals (e.g.
|y| < 0.8). The uncertainty from the jet reconstruction ef-
ficiency is found to be negligible compared to the JES and
JER uncertainties for all four rapidity intervals.

The bias due to the JVF selection efficiency is estimated
by performing the full analysis (selection plus correction for
detector effects) with a relaxed requirement of JVF > 0.1.
The relative difference between the results obtained with the

Eur. Phys. J. C72 (2012) 2043
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Differential Jet activity :   dilepton √s = 7 TeV
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• Correct f(Qx) to fiducial phase space 
with correction factors from simulation→ 
corrected gap fraction =1/σtt dσtt/dQX              
X={0,sum} 

∫Ldt =  2.05 fb-1 (2011)Eur. Phys. J. C72 (2012) 2043

‣  fiducial PL volume: in MC events 
apply~reco cuts to (stable) particle jets, 
to truth e,μ,ν, from W in top decay, b-
tag: spatial match of jet to B-hadron

fcorr(Qx)= fparticle,sim(Qx)/freco,sim(QX) fmeas(Qx)

Page 6 of 24 Eur. Phys. J. C (2012) 72:2043

Fig. 3 Breakdown of the systematic uncertainties on the gap fraction
as a function of Q0 for (a) |y| < 0.8 and (b) |y| < 2.1. The step size
in Q0 was chosen to be commensurate with the jet energy resolution.
The individual systematic uncertainties are shown as labelled lines
of different styles and the total systematic uncertainty is shown as
the outer solid line. The statistical uncertainty on the data is shown

as the shaded area. The breakdown of the systematic uncertainties
above Q0 = 200 GeV is consistent with the results at Q0 = 200 GeV.
‘Pileup’ refers to the effect of jets produced in a different proton–
proton interaction. ‘Unfolding’ refers to the procedure used to correct
the measured gap fraction to particle level

standard and relaxed requirement is found to be up to 2 % at
Q0 = 25 GeV and is negligible above Q0 of approximately
100 GeV. This difference is taken as the systematic uncer-
tainty due to the JVF selection efficiency.

Jets produced by additional proton–proton interactions
are suppressed by the JVF requirement. However, those jets
that pass this requirement represent a potential bias in the
measurement. The size of this bias is evaluated by removing
those jets in the MC@NLO sample that are not matched to
a particle level jet from the pp interaction that produces the
t t̄ event. The matching criterion is ∆R < 0.3 and the particle
jet transverse momentum is allowed to be as low as 7 GeV,
to avoid resolution effects in the matching procedure. The
gap fraction is recalculated using this truth-matched sample
and the difference to the nominal gap fraction is taken as the
systematic uncertainty due to jets from additional proton–
proton interactions. The relative uncertainty on the gap frac-
tion is less than 1 % in each of the rapidity regions.

Background contamination is treated as a systematic un-
certainty. For each background source, the expected events
are subtracted from the data and the gap fraction is re-
calculated. The relative difference with respect to the nomi-
nal result is taken as the systematic uncertainty due to back-
ground contamination; the largest effect is observed to be
0.5 % for Q0 = 25 GeV.

The uncertainty on the efficiency and rejection capability
of the b-tagging algorithm impacts upon the measurement if
the additional jet is identified as a b-tagged jet instead of one
of the b-jets originating from the top-quark decay. The sys-
tematic uncertainty due to this effect is estimated by chang-
ing the baseline efficiency and rejection corrections, which

are applied to the simulation, according to the b-tagging un-
certainty (derived in calibration studies using inclusive lep-
ton and multijet final states). The relative uncertainty on the
gap fraction is less than 0.8 %.

The uncertainty on the procedure used to correct the data
to particle level due to physics modelling is estimated by
deriving alternative correction factors using the POWHEG

samples. The systematic uncertainty in the correction pro-
cedure is taken to be the largest difference between the cor-
rection factor obtained using the MC@NLO sample and
the correction factor obtained using the two POWHEG sam-
ples. In the case where this difference is smaller than the
statistical uncertainty in the MC samples, the statistical un-
certainty is taken as the estimate of the systematic uncer-
tainty. The relative uncertainty on the correction factors is
less than 2 % at Q0 = 25 GeV for the region |y| < 2.1, de-
creasing to approximately 0.3 % at Q0 = 150 GeV. The sen-
sitivity of the corrections to the physics modelling is further
assessed by reweighting the additional jet pT spectrum in
the MC@NLO sample such that the pT distribution has the
maximal change in shape that is consistent with the JES un-
certainty bands. The difference in the correction factors was
observed to be much smaller than the differences obtained
by using different MC generators and is neglected in the fi-
nal results.

Figure 3 shows the breakdown of the systematic uncer-
tainties on the gap fraction as a function of Q0, for the veto
regions |y| < 0.8 and |y| < 2.1. This figure also shows the
total systematic uncertainty, which is calculated by adding
in quadrature all the individual systematic uncertainties. The
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above Q0 = 200 GeV is consistent with the results at Q0 = 200 GeV.
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standard and relaxed requirement is found to be up to 2 % at
Q0 = 25 GeV and is negligible above Q0 of approximately
100 GeV. This difference is taken as the systematic uncer-
tainty due to the JVF selection efficiency.

Jets produced by additional proton–proton interactions
are suppressed by the JVF requirement. However, those jets
that pass this requirement represent a potential bias in the
measurement. The size of this bias is evaluated by removing
those jets in the MC@NLO sample that are not matched to
a particle level jet from the pp interaction that produces the
t t̄ event. The matching criterion is ∆R < 0.3 and the particle
jet transverse momentum is allowed to be as low as 7 GeV,
to avoid resolution effects in the matching procedure. The
gap fraction is recalculated using this truth-matched sample
and the difference to the nominal gap fraction is taken as the
systematic uncertainty due to jets from additional proton–
proton interactions. The relative uncertainty on the gap frac-
tion is less than 1 % in each of the rapidity regions.

Background contamination is treated as a systematic un-
certainty. For each background source, the expected events
are subtracted from the data and the gap fraction is re-
calculated. The relative difference with respect to the nomi-
nal result is taken as the systematic uncertainty due to back-
ground contamination; the largest effect is observed to be
0.5 % for Q0 = 25 GeV.

The uncertainty on the efficiency and rejection capability
of the b-tagging algorithm impacts upon the measurement if
the additional jet is identified as a b-tagged jet instead of one
of the b-jets originating from the top-quark decay. The sys-
tematic uncertainty due to this effect is estimated by chang-
ing the baseline efficiency and rejection corrections, which

are applied to the simulation, according to the b-tagging un-
certainty (derived in calibration studies using inclusive lep-
ton and multijet final states). The relative uncertainty on the
gap fraction is less than 0.8 %.

The uncertainty on the procedure used to correct the data
to particle level due to physics modelling is estimated by
deriving alternative correction factors using the POWHEG

samples. The systematic uncertainty in the correction pro-
cedure is taken to be the largest difference between the cor-
rection factor obtained using the MC@NLO sample and
the correction factor obtained using the two POWHEG sam-
ples. In the case where this difference is smaller than the
statistical uncertainty in the MC samples, the statistical un-
certainty is taken as the estimate of the systematic uncer-
tainty. The relative uncertainty on the correction factors is
less than 2 % at Q0 = 25 GeV for the region |y| < 2.1, de-
creasing to approximately 0.3 % at Q0 = 150 GeV. The sen-
sitivity of the corrections to the physics modelling is further
assessed by reweighting the additional jet pT spectrum in
the MC@NLO sample such that the pT distribution has the
maximal change in shape that is consistent with the JES un-
certainty bands. The difference in the correction factors was
observed to be much smaller than the differences obtained
by using different MC generators and is neglected in the fi-
nal results.

Figure 3 shows the breakdown of the systematic uncer-
tainties on the gap fraction as a function of Q0, for the veto
regions |y| < 0.8 and |y| < 2.1. This figure also shows the
total systematic uncertainty, which is calculated by adding
in quadrature all the individual systematic uncertainties. The

• Syst dominated for QX < 60 GeV, 
stat~ sys : JES+JER~1.5% to 3.5%,  
slightly larger for Qsum

from MC@NLO+HW

|y|<0.8

|y|<2.1

mailto:francesco.spano@cern.ch
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Fig. 4 The measured gap fraction as a function of Q0 is compared
with the prediction from the NLO and multi-leg LO MC generators
in the three rapidity regions, (a) |y| < 0.8, (b) 0.8 ≤ |y| < 1.5 and
(c) 1.5 ≤ |y| < 2.1. Also shown, (d), is the gap fraction for the full ra-
pidity range |y| < 2.1. The data is represented as closed (black) circles

with statistical uncertainties. The yellow band is the total experimental
uncertainty on the data (statistical and systematic). The theoretical pre-
dictions are shown as solid and dashed coloured lines. The gap fraction
is shown until Q0 = 300 GeV or until the gap fraction reaches one if
that occurs before Q0 = 300 GeV (Color figure online)

total systematic uncertainty is largest at low Q0 and is domi-
nated by the jet related uncertainties (JES, JER and JVF) and
the uncertainty on the correction factors. The measurement
is most precise in the central region, where the jet energy
scale uncertainty is smallest. The breakdown of uncertain-
ties for the gap fraction as a function of Qsum is similar, but
the uncertainties are slightly larger and fall more slowly as
a function of Qsum. This is due to low transverse momen-

tum jets, which have the largest systematic uncertainties and
therefore affect all values of Qsum.

8 Results and discussion

The gap fraction is measured for multiple values of Q0 and
Qsum in the four rapidity intervals defined in Sect. 1. The

• Too much jet activity in 1.5<|y| <2.1 for 
all generators (LO, NLO)

Page 8 of 24 Eur. Phys. J. C (2012) 72:2043

step size in Q0 and Qsum was chosen to be commensurate
with the jet energy resolution. The results are corrected to
the particle level as described in Sect. 6.

The measured gap fraction as a function of Q0 is com-
pared with the predictions from the multi-leg LO and NLO
generators in Fig. 4. In general, all these generators are
found to give a reasonable description of the data if the
veto is applied to jets in the full rapidity interval, |y| < 2.1
(Fig. 4(d)). The difference between the MC@NLO and
POWHEG predictions is similar to the precision achieved in
the measurement and as such the measurement is probing
the different approaches to NLO plus parton-shower event
generation.

In the most central rapidity interval, |y| < 0.8, the gap
fraction predicted by MC@NLO is too large (Fig. 4(a)).
The tendency of MC@NLO to produce fewer jets than
ALPGEN at central rapidity has been discussed in the lit-
erature [33] and the measurement presented here is sensitive
to this difference. In the most forward rapidity interval, none
of the predictions agrees with the data for all values of Q0
(Fig. 4(c)). In particular, although MC@NLO, POWHEG,
ALPGEN and SHERPA produce similar predictions, the gap
fraction is too small, implying that too much jet activity is
produced by these event generators in the forward rapidity
region.

The predictions from the ACERMC generator with the
variations of the PYTHIA parton shower parameters are
compared to the data in Fig. 5 and are found to be in poor
agreement with the data. The spread of the predicted gap

fraction due to the parameter variations is found to be much
larger than the experimental uncertainty, indicating that the
variations can be significantly reduced in light of the mea-
surement presented in this article.

The measured gap fraction as a function of Qsum is com-
pared with the multi-leg LO and NLO generators in Fig. 6.
The gap fraction is lower than for the case of the Q0 vari-
able, demonstrating that the measurement is probing quark
and gluon radiation beyond the first emission. As expected,
the largest change in the gap fraction occurs when jets are
vetoed in the full rapidity interval, |y| < 2.1. However, the
difference between the data and each theoretical prediction
is found to be similar to the Q0 case. This implies that, for
this variable, the parton shower approximations used for the
subsequent emissions in MC@NLO and POWHEG are per-
forming as well as the LO approximations used in ALPGEN

and SHERPA.
The gap fraction is a ratio of cross sections and all the

events are used to evaluate this ratio at each value of Q0 or
Qsum. This means that there is a statistical correlation be-
tween the measured gap fraction values in each rapidity in-
terval. The correlation matrix is shown in Fig. 7 for the gap
fraction at different values of Q0 for the |y| < 2.1 rapidity
region. Neighbouring Q0 points have a significant correla-
tion, whereas well separated Q0 points are less correlated.

The measured values of the gap fraction at Q0 = 25,
75 and 150 GeV are presented in Table 2 for the differ-
ent rapidity intervals used to veto jet activity. The statisti-
cal correlations between these measurements and the pre-

Fig. 5 The measured gap fraction as a function of Q0 for (a) |y| < 0.8
and (b) |y| < 2.1 is compared with the prediction from the ACERMC
generator, where different settings of the PYTHIA parton shower pa-

rameters are used to produce samples with nominal, increased and de-
creased initial state radiation (ISR). The data and theory predictions
are represented in the same way as in Fig. 4

• MC@NLO: too little jet activity in |y|<0.8

• ACER+PYTHIA with more/less ISR: too 
large variation w.r.t. data→reduction in 
model uncertainty

∫Ldt =  2.05 fb-1 (2011)
Eur. Phys. J. C72 (2012) 2043

• Measure gap fractions f(QX) X={0,sum}  in four rapidity regions
‣ |y|<0.8; 0.8<|y|<1.5; 1.5<|y| <2;  |y| <2.1

+HERWIG

more 
jet activity:
less events 
pass veto

less 
jet activity

Analysis available in RIVET

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://link.springer.com/article/10.1140%2Fepjc%2Fs10052-012-2043-9
http://link.springer.com/article/10.1140%2Fepjc%2Fs10052-012-2043-9
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POWHEG
MC@NLO

generate shower + hadronize tt predictions

AUET2

Perugia2011C
AUET2B

Underlying event tune 

PYTHIA
HERWIG

Differential Jet activity :   dilepton √s = 7 TeV ATL-PHYS-PUB-2013-005

ACER MC ⊗ PYTHIA

PDF: CTEQ5L

Perugia2011C

-

 LO tt-

PDF: CT10 ⊗

ALPGEN 
LO tt+partons-

⊗
• with variations of ISR/FSR parameters to bracket fgap  

AUET2
HERWIG

PDF: CTEQ6L1

PDF: CTEQ6L1 HERWIG
AUET2

Perugia2011 +tunes for αs 

up and down variations 

PYTHIA

• NLO for tt; LO for tt+1, ~leading log for tt + >1 parton- --

• Merge LO Matrix element (ME) for tt + up to 5 light 
partons, MLM-matched to Parton Shower (PS) 

• LO ME for exclusive tt+bb and tt+cc
• Merge light + heavy (angular removal of overlapping events)
• Generate events with 1) αs variations (change reno scale) in ME 

only and 2) coherent αs variations in ME and PS

- ---

-

NLO tt-

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2013-005/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2013-005/
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∫Ldt =  2.05 fb-1 (2011)
Differential Jet activity :   dilepton √s = 7 TeV
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Figure 3: The measured gap fraction as a function of Q0 (left) and Qsum (right) in different rapidity

ranges. Data (closed black circles) as well as various predictions from ALPGEN+PYTHIA (P2011) using

different scales of αs are shown. The yellow band represents the total experimental uncertainty on the

data (statistical and systematic). The rapidity regions of |y| < 0.8 (top), 0.8 ≤ |y| < 1.5 (middle) and
1.5 ≤ |y| < 2.1 are shown. 7

• Compare different radiation scenarios for gap fraction measurements→ 
tune models, constrain systematic uncertainties

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)0.75

0.8

0.85

0.9

0.95

1.0

Gap fraction vs. Q0 for veto region: |y| < 0.8

f g
ap

50 100 150 200 250 300
0.94

0.96

0.98

1.0

1.02

1.04

Q0 [GeV]

M
C
/
d
at
a

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1.0

Gap fraction vs. Qsum for veto region: |y| < 0.8

f g
ap

50 100 150 200 250 300 350 400

0.96

0.98

1.0

1.02

1.04

Qsum [GeV]

M
C
/
d
at
a

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)

0.75

0.8

0.85

0.9

0.95

1.0

Gap fraction vs. Q0 for veto region: 0.8 < |y| < 1.5

f g
ap

50 100 150 200 250 300

0.96

0.98

1.0

1.02

1.04

Q0 [GeV]

M
C
/
d
at
a

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)

0.88

0.9

0.92

0.94

0.96

0.98

1.0

Gap fraction vs. Qsum for veto region: 0.8 < |y| < 1.5

f g
ap

50 100 150 200 250 300 350 400
0.97

0.98

0.99

1.0

1.01

1.02

Qsum [GeV]

M
C
/
d
at
a

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1.0

Gap fraction vs. Q0 for veto region: 1.5 < |y| < 2.1

f g
ap

20 40 60 80 100 120 140 160 180 200

0.96

0.98

1.0

1.02

1.04

Q0 [GeV]

M
C
/
d
at
a

ATLAS Data, EPJ C72 (2012) 2043

Alpgen+Pythia(as down,central)
Alpgen+Pythia(as down,radLo)
Alpgen+Pythia(central)
Alpgen+Pythia(as up,radHi)
Alpgen+Pythia(as up,central)

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.0

Gap fraction vs. Qsum for veto region: 1.5 < |y| < 2.1

f g
ap

60 80 100 120 140 160 180 200 220 240
0.96
0.97
0.98
0.99

1.0
1.01
1.02
1.03

Qsum [GeV]

M
C
/
d
at
a

Figure 3: The measured gap fraction as a function of Q0 (left) and Qsum (right) in different rapidity

ranges. Data (closed black circles) as well as various predictions from ALPGEN+PYTHIA (P2011) using

different scales of αs are shown. The yellow band represents the total experimental uncertainty on the

data (statistical and systematic). The rapidity regions of |y| < 0.8 (top), 0.8 ≤ |y| < 1.5 (middle) and
1.5 ≤ |y| < 2.1 are shown. 7

• ALPGEN+PYTHIA with more (ME only, ME+PS) and less (ME only, ME+PS) 
radiation bracket the data, nominal is consistent 

• Forward region: radiation is overestimated, particularly by more (ME only, ME+PS) 
radiation 

ATL-PHYS-PUB-2013-005

MORE PS

LESS PS

MORE PS

LESS PS
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mailto:francesco.spano@cern.ch
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(c) µ+ jets, pT > 25 GeV, 5th jet
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(d) µ+ jets, pT > 25 GeV, 5th jet

Figure 3. The reconstructed jet p
T

for the electron (e+ jets) channel (a) leading and (b) fifth jet
and muon channel (µ+jets) (c) leading and (d) fifth jet. The data are compared to the sum of the tt̄
POWHEG+PYTHIA MC signal prediction and the background models. The shaded bands show
the total systematic and statistical uncertainties on the combined signal and background estimate.
The error bars on the black points and the hatched area in the ratio, show the statistical uncertainty
on the data measurements.
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  •Data-driven W+jets (normalize pre-tag with 
W+/W-  asymmetry, extrapol. b-tag prob from 2-jet-
bin) fake lep. (loose/tight matrix method), 
single top, dibosons, Z+jets (from sim.)

• 1 isolated (e,μ), symmetric ETmiss and 
mTW *cuts, ≥ 3 central jets,  ≥1 b-tag

∫Ldt =  4.6 fb-1 (2011)

t

νν

l+

W 
+

b

tW 
–

b

q

q'

• ΔR(jet,jet)>0.5 for all jet pairs
• For jet pT studies, leading (2nd 

leading) jet pT > 50 (35) GeV → 
reduce uncertainties in corrections for 
jet ordering 
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Figure 2. The reconstructed jet multiplicities for the jet p
T

threshold of 25 GeV, in the (a)
electron (e + jets) and (b) muon (µ + jets) channel. The data are compared to the sum of the tt̄

POWHEG+PYTHIA MC signal prediction and the background models. The shaded bands show
the total systematic and statistical uncertainties on the combined signal and background estimate.
The errors bar on the black points and the hatched area in the ratio, show the statistical uncertainty
on the data measurements.
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http://arxiv.org/abs/1407.0891, 
submitted to JHEP

Differential dσtt/dNjets and dσtt/dpT,jets  - l+jets √s = 7 TeV NEW!

• Count Njet with pT > 25,40, 60, 80 GeV 
• Derive pT distribution for pT -ordered 1st  to 5th jet

Leading jet  pT

tribution by computing the transverse mass of the lepton-Emiss
T

system which resembles the transverse

mass of the W boson for W+ jets events:

mT (W) =

√

2pT (ℓ)Emiss
T

[

1 − cos∆φ
(

ℓ, Emiss
T

)]

and requiring mT(W) > 50 GeV.

The “signal region” is defined as events containing one lepton and two or three jets, exactly one of

which is b-tagged by the NN b−tagger. Additionally a “control region” is defined, which has similar

kinematics but contains less t-channel signal. Events in the control region pass the signal selection cuts

except that all of the jets are required to fail the NN b-tag requirement. In order to keep the flavour

composition similar to the signal region, a looser b-tag requirement is made using a b-tag algorithm

which has an efficiency of about 85% in tt̄ simulation samples resulting in an overall tagging efficiency

of about 28%.

4 Background estimation

The main backgrounds to the single top-quark final state arise from W boson production in association

with jets, top quark pair production and QCD multijet events. Smaller backgrounds originate from

Z+jets, Wt-channel and s-channel single top-quark production, and diboson production. These smaller

backgrounds and the top quark pair background are modeled using Monte Carlo (MC) simulation and

normalised to the corresponding theory predictions.

4.1 Estimation of the multijet background

The multijet background normalisation is obtained using a binned maximum likelihood fit to the Emiss
T

dis-

tribution in the data, before applying the Emiss
T

requirement. A dijet sample simulated with PYTHIA is

used for the multijet background, together with templates derived from MC simulation for all other pro-

cesses (top, W/Z+jets, dibosons). The multijet template consists of events where the electron requirement

in the selection is replaced by a jet requirement (jet-electron model). This jet must have pT > 25 GeV,

satisfy the same |η| cuts as the signal electrons, have ϵjvf > 0.5, and 80-95% of its energy must be de-

posited in the electromagnetic section of the calorimeter. The jet must also contain at least four tracks

to reduce the contribution from converted photons. To avoid a contamination of the jet-electron sample

by W+jets, events are vetoed if they contain one or more leptons that are identified according to high-

efficiency but low-purity identification criteria. The same model is also used in the muon channel, as all

QCD sensitive distributions are well-described by the model in this channel as well. The electron distri-

butions are fitted in two channels, separately for electrons in the endcap (|η| > 1.5) and central (|η| < 1.5)

region of the electromagnetic calorimeter. The resulting estimates, performed separately for each lepton

channel, of the rates and fractions of the multijet background in the tagged datasets are given in Table 1.

The fitted Emiss
T

distributions in the W + 2 jets signal region leading to these results are shown in Fig. 2.

Based on studies done for
√

s = 7 TeV analyses [1, 2] we assign a systematic uncertainty of 50% on the

multijet rate. Additionally a comparison in the muon channel with an alternative method, the so-called

matrix method, yields good compatibility within the quoted uncertainty. The jet-electron sample is also

used to model the multijet kinematics and in the NN fit. All selection cuts are applied, including the

requirement of one b-tagged jet.

4.2 Estimation of the W+ jets background

For the backgrounds other than QCD-mulitjet, the expected number of events passing the selection cri-

teria is based on the cross-section from a theoretical calculation or the prediction of the MC generator.

4

*

Njet  pT,jet >25 GeV

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891
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∫Ldt =  4.6 fb-1 (2011)

• Unfold d(N-Nbkg)/dNjets and d(N-Nbkg)/dpT,j  to 
final-state specific fiducial particle level (PL) 
volume + scale with lumi → dσtt/dNjets ,dσtt/dpT,jets 

NEW!
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Figure 5. Global correction factors for the acceptance (f
accpt

), particle-level and reconstruction-
level inefficiencies (f

part!reco

, f
reco!part

) and misassignment in the p
T

ordering of the jets (f
misassign

),
used to correct the jet p

T

distributions to the particle level as described in the text and in eq. (7.2).
The muon-channel correction factors are shown as an example. However, the corresponding distri-
butions of the electron channel (not shown) are similar. The distributions are shown with statistical
uncertainties only, which are too small to be visible.

ratio is large. Therefore, a normal probability distribution was used as an approximation
for the ratio of the two Poisson distributions. The statistical uncertainties were propagated
by performing 1000 pseudo-experiments, smearing all terms simultaneously. The difference
between the mean of all 1000 unfolded distributions and the true POWHEG+PYTHIA tt̄

distribution was taken to be the systematic deviation or bias, whereas the standard devia-
tion was taken to be the statistical uncertainty on the response matrix and the correction
factors.

The statistical uncertainty on the reconstructed spectra (N j

reco

) was propagated by
performing 1000 pseudo-experiments, following a Poisson distribution corresponding to the
number of events in each bin (j), where the number of events in each bin of the reconstructed

– 22 –

Differential dσtt/dNjets  and dσtt/dpT,jets - l+jets √s = 7 TeV

Pass Reco, 
Pass PL

Pass Reco, 
Fail PL

Fail Reco
Pass PL

Fail Reco, 
Fail PL

Reco

Particle level (fiducial): to correct to
‣  fiducial PL volume: in MC events apply~reco 

cuts to (stable) particle jets, to e,μ,ν from W in top 
decay, b-tag: jet that clusters “ghost”B-hadron 

particle to reco migration (iterative unfolding)

jets on particle or reconstruction level is needed. Softer jets are more likely to fail the
reconstruction-level requirements and hence the larger associated correction factor of up
to 1.5. However, this is compensated by a factor up to 0.7 for soft reconstructed jets
that do not have a matching jet at particle level. The acceptance factor (f j

accpt

) is almost
independent of jet pT; only at low pT can a slight rise be observed. The factor f j

misassign rises
with jet number and with pT, which follows from the number of jets that can potentially be
wrongly assigned and the possible pT difference between the misassigned and the correct
matching jet. The f j

misassign correction is very close to unity for the leading jet and within
10% for the 2nd jet.
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Figure 4. Global correction factors for the acceptance (f
accpt

) and particle-level and reconstruction-
level inefficiencies (f

part!reco

, f
reco!part

) to correct the jet multiplicity distribution with p
T

> 25 GeV
to particle level (a) in the electron and (b) in the muon channel as described in the text and in
eq. (7.1). The symbol n

jet

refers to the number of particle-level jets for f
accpt

and f
part!reco

and to
the number of reconstructed jets in case of f

reco!part

. The distributions are shown with statistical
uncertainties only, which are too small to be visible.

7.3 Propagation of uncertainties

This section describes how the uncertainties listed in section 5 were taken into account in
the unfolding and which additional uncertainties appear due to the unfolding procedure.

The response matrix (Mpart,i

reco,j

) and the correction factors (f i

part!reco

, f j
misassign, f

j

reco!part

and f j

accpt

) were determined using the nominal POWHEG+PYTHIA tt̄ MC sample. The
statistical uncertainty on the size of the MC sample used to derive these factors was esti-
mated by smearing the response matrix according to a Poisson distribution and the correc-
tion factors according to a normal distribution. A Poisson probability density function was
chosen for the response matrix, since the matrix contains a number of events in each bin.
The response matrix is also sparsely populated in bins that are far from the diagonal. There-
fore, using a normal distribution is not a valid approximation. For the correction factor
ratios (f i

part!reco

, f j
misassign, f

j

reco!part

and f j

accpt

), the statistical uncertainty for the ratio does
not correspond to an integer number of events and the number of events in each bin of the

– 21 –

part,i  Nicorr= fpart!rec  ∑ Mrec,j  fmis  frec!part facc,j (N-Nbkg)j

http://arxiv.org/abs/1407.0891, 
submitted to JHEP

jet pT ordering migration (only for pT)

Leading jet  pT

Njet  pT,jet >25 GeV

• Combine (e,μ)+jets channels bin by bin with 
minimal covariance estimator (BLUE) including 
correlations.  Compatibility: Χ2/N.d.o.f.~1

‣ Propagate syst uncertainties through unfolding: 
modify pseudo-data, fix migration matrix & acceptances

from POWHEG+PYTHIA e+jets

μ+jets

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891


 francesco.spano@cern.ch Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014 12

Provide table of full breakdown of uncertainties for both results

• Systematic dominated: lead pT jet ~7%-14%, others~ up to17% 
‣  μ En. scale & ID eff.: smaller than e → 20% smaller uncertainty  in μ chan 
‣ b-jet scale: 2%to 5%, b-tag eff. 2% to7%,W+jets bkg~2% to 8%, Stat: 1.5% 

to 14% 
‣ Combination improves by 4%-7% (15%-30%) on the μ (e) channel  

Differential dσtt/dNjets and dσtt/dpT,jets   - l+jets √s = 7 TeV NEW!

• Systematic dominated: ~10% to ~30%
‣ Correlated effects: dominant at large Njets  (JES~3% to 40% ISR/FSR: 1% to 

6%, MC gen.,b-jet)
‣ Uncorrelated effects: dominant at low Njets (Bkg 3% to 18%)
‣ Combination improves by 3% (20%) on μ(e) chan (smaller fake lep. bkg in μ 

chan) 

 dσtt/dNjets  

dσtt/dpT,jets 

http://arxiv.org/abs/1407.0891, submitted to JHEP ∫Ldt =  4.6 fb-1 (2011)

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891
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shower + hadronize 

Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014

Differential dσtt/dNjets  and dσtt/dpT,jets  -  l+jets √s = 7 TeV

• Generate events with coherent αs variations in ME and PS 
settings from jet activity studies.

13

ALPGEN 

POWHEG

MC@NLO HERWIG

PDF: CTEQ6L1

PDF: CT10 

AUET2 PerugiaC2011

AUET2

Underlying event tune 

NEW!

PYTHIAHERWIG

HERWIG
AUET2

Perugia +tunes for αs 

up and down variations 

PYTHIA

⊗

⊗

POWHEG= baseline for 
unfolding

http://arxiv.org/abs/1407.0891, submitted to JHEP

generate 

⊗

∫Ldt =  4.6 fb-1 (2011)

tt predictions-

LO tt+partons-

• POWHEG Finite value for parameter hdamp → 
reduced fraction of events with high pT radiation.  
Advised v.s. underestimated scale uncertainty. 
hdamp ~infinity (no reduction) is default.

NLO tt -

PDF: CTEQ5L

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891
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ATLAS-CONF-2012-155
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Figure 7. The tt̄ cross-section as a function of the jet multiplicity for the average of the electron
and muon channels for the jet p

T

thresholds (a) 25, (b) 40, (c) 60, and (d) 80 GeV. The data
are shown in comparison to the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations
and ALPGEN+HERWIG. The data points and their corresponding total statistical and systematic
uncertainties added in quadrature is shown as a shaded band. The MC predictions are shown with
their statistical uncertainty.
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Figure 7. The tt̄ cross-section as a function of the jet multiplicity for the average of the electron
and muon channels for the jet p

T

thresholds (a) 25, (b) 40, (c) 60, and (d) 80 GeV. The data
are shown in comparison to the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations
and ALPGEN+HERWIG. The data points and their corresponding total statistical and systematic
uncertainties added in quadrature is shown as a shaded band. The MC predictions are shown with
their statistical uncertainty.
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Njet  pT,jet >25 GeV Njet  pT,jet >60 GeV
http://arxiv.org/abs/1407.0891, submitted to JHEP

Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014

Differential dσtt/dNjets and dσtt/dpT,jets  - l+jets √s = 7 TeV

disfavoured
• nominal: too high cross section for ≥ 6 jets
• increased αs (up) : too high cross section for ≥ 5 jets

• lower αs (down) given best description

ALPGEN+PYTHIA

ALPGEN+HERWIG

NEW!

band = data stat.+syst.
 uncertainty in quadrature

MC: stat. uncertainty

similar to ALPGEN+PYTHIA with αs down (similar  αs setting) 
 CTEQ6L1

CTEQ5L

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-155/
http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-155/
http://arxiv.org/abs/1407.0891
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Figure 9. The tt̄ cross-section as a function of the jet p
T

for the average of the electron and muon
channels for the (a) leading, (b) 2nd, (c) 3rd, and (d) 4th jet. The data are shown in comparison to
the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations and ALPGEN+HERWIG. The
data points and their corresponding total statistical and systematic uncertainties added in quadra-
ture is shown as a shaded band. The MC predictions are shown with their statistical uncertainty.

– 30 –

   
[p

b/
G

eV
]

T
/d

p
σd

-410

-310

-210

-110

1
Data

  ALPGEN+PYTHIA
 
  Up)sαALPGEN+PYTHIA (

 
  Down)sαALPGEN+PYTHIA (

  ALPGEN+HERWIG

ATLAS

-1 L dt = 4.6 fb∫
 = 7 TeVs

 R=0.4tanti k
| < 2.5η|

l+jets

   [GeV]
T

leading jet p
210 310

Ex
pe

ct
ed

/D
at

a

0.5

1

1.5

(a) pT > 25 GeV, leading jet

   
[p

b/
G

eV
]

T
/d

p
σd

-410

-310

-210

-110

1
Data

  ALPGEN+PYTHIA
 
  Up)sαALPGEN+PYTHIA (

 
  Down)sαALPGEN+PYTHIA (

  ALPGEN+HERWIG

ATLAS

-1 L dt = 4.6 fb∫
 = 7 TeVs

 R=0.4tanti k
| < 2.5η|

l+jets

   [GeV]
T

 jet pnd2
210 310

Ex
pe

ct
ed

/D
at

a

0.5

1

1.5

(b) pT > 25 GeV, 2nd jet

   
[p

b/
G

eV
]

T
/d

p
σd

-310

-210

-110

1
Data

  ALPGEN+PYTHIA
 
  Up)sαALPGEN+PYTHIA (

 
  Down)sαALPGEN+PYTHIA (

  ALPGEN+HERWIG

ATLAS

-1 L dt = 4.6 fb∫
 = 7 TeVs

 R=0.4tanti k
| < 2.5η|

l+jets

   [GeV]
T

 jet prd3
210 310

Ex
pe

ct
ed

/D
at

a

0.5

1

1.5

(c) pT > 25 GeV, 3rd jet

   
[p

b/
G

eV
]

T
/d

p
σd

-310

-210

-110

1
Data

  ALPGEN+PYTHIA
 
  Up)sαALPGEN+PYTHIA (

 
  Down)sαALPGEN+PYTHIA (

  ALPGEN+HERWIG

ATLAS

-1 L dt = 4.6 fb∫
 = 7 TeVs

 R=0.4tanti k
| < 2.5η|

l+jets

   [GeV]
T

 jet pth4
210 310

Ex
pe

ct
ed

/D
at

a

0.5

1

1.5

(d) pT > 25 GeV, 4th jet

Figure 9. The tt̄ cross-section as a function of the jet p
T

for the average of the electron and muon
channels for the (a) leading, (b) 2nd, (c) 3rd, and (d) 4th jet. The data are shown in comparison to
the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations and ALPGEN+HERWIG. The
data points and their corresponding total statistical and systematic uncertainties added in quadra-
ture is shown as a shaded band. The MC predictions are shown with their statistical uncertainty.
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Leading jet  pT 4th jet  pT

Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014

∫Ldt =  4.6 fb-1 (2011)http://arxiv.org/abs/1407.0891, submitted to JHEP

disfavoured
• nominal & αs (up): too high cross section for pT> O(100GeV)

• αs (down) given best description

ALPGEN+PYTHIA

ALPGEN+HERWIG

Differential dσtt/dNjets and dσtt/dpT,jets  - l+jets √s = 7 TeV NEW!

band = data stat.+syst.
 uncertainty in quadrature

MC: stat. uncertainty

similar to ALPGEN+PYTHIA with αs down (similar  αs setting) 

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
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http://arxiv.org/abs/1407.0891


 francesco.spano@cern.ch Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014 16

• MC@NLO+HERWIG: lower cross section at high 
jet multiplicity1,2  & softer spectrum for 5th jet
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Figure 6. The tt̄ cross-section as a function of the jet multiplicity for the average of the electron and
muon channels for the jet p

T

thresholds (a) 25, (b) 40, (c) 60, and (d) 80 GeV. The data are shown
in comparison to POWHEG+PYTHIA, POWHEG(h

damp

)+PYTHIA, MC@NLO+HERWIG and
ALPGEN+PYTHIA (↵

S

down) predictions. The data points and their corresponding total sta-
tistical and systematic uncertainties added in quadrature is shown as a shaded band. The MC
predictions are shown with their statistical uncertainty.
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Figure 6. The tt̄ cross-section as a function of the jet multiplicity for the average of the electron and
muon channels for the jet p

T

thresholds (a) 25, (b) 40, (c) 60, and (d) 80 GeV. The data are shown
in comparison to POWHEG+PYTHIA, POWHEG(h

damp

)+PYTHIA, MC@NLO+HERWIG and
ALPGEN+PYTHIA (↵

S

down) predictions. The data points and their corresponding total sta-
tistical and systematic uncertainties added in quadrature is shown as a shaded band. The MC
predictions are shown with their statistical uncertainty.
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Figure 10. The tt̄ cross-section as a function of the jet p
T

for the average of the electron and
muon channels for the 5th jet. The data are shown in comparison to (a) POWHEG+PYTHIA,
POWHEG(h

damp

)+PYTHIA, MC@NLO+HERWIG and ALPGEN+PYTHIA (↵
S

down) predic-
tions and in comparison to (b) the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations
and ALPGEN+HERWIG. The data points and their corresponding total statistical and systematic
uncertainties added in quadrature is shown as a shaded band. The MC predictions are shown with
their statistical uncertainty.

9 Conclusions

The fiducial tt̄ production cross-section in pp collisions at 7 TeV is presented as a function
of the jet multiplicity for up to eight jets with jet pT thresholds of 25, 40, 60, and 80 GeV
using 4.6 fb�1 of data. The precision is between approximately 10% and 30%, with the
largest uncertainty at highest jet multiplicity. The fiducial tt̄ production cross-section is
shown as a function of the jet pT separately for each jet up to the fifth jet. The measured
jet pT spectra have a precision between approximately 10% and 16%. The measurement
precision is limited in most kinematic regions by systematic uncertainties, from background
modelling (at lower jet multiplicities) to jet energy scale (at higher jet multiplicities).

The conclusions drawn from the comparisons of data versus theory predictions are
similar at high jet multiplicity, high leading jet pT and in the full spectrum of the 5th

jet. The presented measurements have discriminating power for MC model predictions.
At high jet multiplicities, which are dominated by parton-shower emissions, MC@NLO is
disfavoured by the data. A similar finding applies to the additional jet pT distributions,
which are too soft at high pT. In contrast, predictions from POWHEG showered with
PYTHIA are consistent with the data within the total uncertainties of the measurements.

– 31 –

2JHEP071(2007) 013:  MC@NLO: ttq(g) smaller than ALPGEN + larger fraction of PS additional jets

• POWHEG+PYTHIA: nominal in reasonable agreement, 
finite h_damp best  for high Njet

∫Ldt =  4.6 fb-1 
(2011)

Differential dσtt/dNjets and dσtt/dpT,jets  -  l+jets √s = 7 TeV NEW!

band = data stat. +syst. uncertainty
MC: stat uncertainty

http://arxiv.org/abs/1407.0891, 
submitted to JHEP

 close to ALPGEN+PYTHIA, αs down 

Njet  pT,jet >25 GeV

5th jet  pT

Njet  pT,jet >80 GeV
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Figure 8. The tt̄ cross-section as a function of the jet p
T

for the average of the electron and
muon channels for the (a) leading, (b) 2nd, (c) 3rd, and (d) 4th jet. The data are shown in com-
parison to POWHEG+PYTHIA, POWHEG(h

damp

)+PYTHIA, MC@NLO+HERWIG and ALP-
GEN+PYTHIA (↵

S

down) predictions. The data points and their corresponding total statistical
and systematic uncertainties added in quadrature is shown as a shaded band. The MC predictions
are shown with their statistical uncertainty.
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Figure 8. The tt̄ cross-section as a function of the jet p
T

for the average of the electron and
muon channels for the (a) leading, (b) 2nd, (c) 3rd, and (d) 4th jet. The data are shown in com-
parison to POWHEG+PYTHIA, POWHEG(h

damp

)+PYTHIA, MC@NLO+HERWIG and ALP-
GEN+PYTHIA (↵

S

down) predictions. The data points and their corresponding total statistical
and systematic uncertainties added in quadrature is shown as a shaded band. The MC predictions
are shown with their statistical uncertainty.
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Leading jet  pT 4th jet  pT

Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014

∫Ldt =  4.6 fb-1 (2011)http://arxiv.org/abs/1407.0891, submitted to JHEP

• nominal in reasonable agreement (~slightly higher)
• finite h_damp (=172.5 GeV) (less high pT  radiation): best  for leading jet pT

POWHEG+PYTHIA  (similar to ALPGEN+PYTHIA, αs down)

MC@NLO+HERWIG: slightly softer at high pT

Differential dσtt/dNjets and dσtt/dpT,jets -  l+jets √s = 7 TeV NEW!

band = data stat+syst.
 uncertainty in quadrature

MC: stat. uncertainty

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891
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Differential dσtt/dNjets and dσtt/dpT,jets  -  l+jets √s = 7 TeV NEW!

LO tt+partons
• nominal & αs (up) : too high cross section for large 

jet multiplicity ( ≥ 5,6 jets)
ALPGEN+PYTHIA

• nominal in reasonable agreement (~slightly higher)
• finite h_damp (less high pT  radiation) best  for high 

Njet  and leading jet pT

POWHEG+PYTHIA  
(similar to ALPGEN
+PYTHIA with αs down)

lower cross section at high jet multiplicity & 
softer spectrum for 5th jet

• lower αs (down) given best description

NLO tt 

ALPGEN+HERWIG similar to ALPGEN+PYTHIA with αs down (similar  αs setting) 

MC@NLO+HERWIG 

∫Ldt =  4.6 fb-1 (2011)http://arxiv.org/abs/1407.0891, submitted to JHEP

PDF: CTEQ5L

PDF: CTEQ6L1
-

-

inclusion in RIVET is under way

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://arxiv.org/abs/1407.0891
http://arxiv.org/abs/1407.0891
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ALPGEN : with more or less radiation 

POWHEG: with ren.& fact. scale variations & damping

MC@NLO

generate shower + hadronize 

HERWIG

tt predictions

PDF: CTEQ6L1/CTEQ5L

AUET2 Perugia2011

UEEE4 LO**

Underlying event tune 

PYTHIAHERWIG

HERWIG
AUET2

Perugia 2011 + 
radiation tunes

PYTHIA

⊗

⊗

AUET2,UEE4LO*

Differential Jet activity :   dilepton √s = 7 TeV

PDF: CTEQ6L

PDF: CT10(ME)+CTEQ6L1(PS)
aMC@NLO with ren. & fact. scale variations  

MADGRAPH

⊗ HERWIG

ATL-PHYS-PUB-2014-005

ACER MC: with more or less radiation  ⊗ PYTHIA
PDF: CTEQ6L1 Perugia AUET2B

-

 LO tt-

 LO tt+partons-

NLO tt -
⊗ PYTHIA

PDF: CT10(ME) & MRST**

PDF: CT10 

⊗

⊗

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2014-005/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2014-005/
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Differential Jet activity :   dilepton √s = 7 TeV

• Compare different radiation scenarios for gap fraction measurements→ 
tune models, constrain systematic uncertainties

20

ATL-PHYS-PUB-2014-005
ATL-PHYS-PUB-2013-005

• Comparable more PS - less PS differences between  
‣ ACER+PYTHIA (updated after fgap(Q) measurement) and ALPGEN+PYTHIA 
‣ larger at high Q0, Qsum, large Njets
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Figure 1: The ACERMC + PYTHIA6 More PS and Less PS sample predictions are compared for the jet

multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6, P2011

and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-section as a

function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV. In the ratio the

POWHEG + PYTHIA6, P2011 prediction is used for reference. The yellow band corresponds to the statistical

uncertainty of the reference sample. The comparisons to the gap fraction observables [1] (c) f (Q0) and

(d) f (Qsum) are shown. The data is represented as closed (black) circles with statistical uncertainties.

The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theo-

retical predictions are shown as solid and dashed coloured lines. All samples apart from MADGRAPH +

PYTHIA6, Z2 sample are showered within the ATLAS framework. The MADGRAPH + PYTHIA6, Z2 sample

is showered within the CMS framework.
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Figure 2: The ALPGEN + PYTHIA6 as down,radLo and as up,radHi sample predictions are compared for

the jet multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6,

P2011 and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-

section as a function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV.

The comparisons to the gap fraction observables [1] (c) f (Q0) and (d) f (Qsum) are shown. The data and

theory predictions are represented in the same way as in Fig. 1.
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ACER+PYTHIA ALPGEN+PYTHIA

∫Ldt =  2.05 fb-1 (2011)
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• Investigate tuning of NLO generators→ POWHEG with damping:pT 
dependent effect on hardest emission, still at NLO

21

ATL-PHYS-PUB-2014-005
ATL-PHYS-PUB-2013-005

• More damping (lower hdamp) →reduced QCD radiation activity
• Ren. & fact. scale: larger (flat) variation with (without) damping

ATLAS Data, EPJ C72 (2012) 2043

POWHEG+PYTHIA6, P12

POW+PY, hdamp=4mt

POW+PY, hdamp=2mt

POW+PY, hdamp=mt

0.5

0.6

0.7

0.8

0.9

1.0

Gap fraction vs. Q0 for veto region: |y| < 2.1

f g
ap

50 100 150 200 250 300

0.9

0.95

1.0

1.05

1.1

Q0 [GeV]

M
C
/
d
at
a

(a)

ATLAS Data, EPJ C72 (2012) 2043

POWHEG+PYTHIA6, P12

POW+PY, hdamp=4mt

POW+PY, hdamp=2mt

POW+PY, hdamp=mt

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1.0

Gap fraction vs. Qsum for veto region: |y| < 2.1

f g
ap

50 100 150 200 250 300 350 400

0.96

0.98

1.0

1.02

1.04

Qsum [GeV]

M
C
/
d
at
a

(b)

Figure 3: The POWHEG + PYTHIA6, P12 sample and the predictions with different values of damping

parameter hdamp are compared for the gap fraction observables [1] in tt̄ dilepton channel events. (a)

f (Q0) and (b) f (Qsum) are shown in rapidity interval |y| <2.1. The data is represented as closed (black)

circles with statistical uncertainties. The yellow band is the total experimental uncertainty on the data

(statistical and systematic). The theoretical predictions are shown as solid and dashed coloured lines.

5.1 POWHEG

First parameter variations for the case of POWHEG + PYTHIA6, P12 sample are studied. In case of POWHEG

it has been noted in Ref. [12], that the renormalisation and factorisation scale variations result in under-

estimate of uncertainties, unless a scale variation is performed in the presence of damping, switched on

by hdamp parameter described in section 2. Variations of POWHEG renormalisation and factorisation scale

variations and variations of parameter hdamp as well variations of PYTHIA6 parton shower settings are

explored for gap fraction observables.

Since the value of parameter hdamp is not known from first principles, several values are considered

in Fig. 3. Predictions of POWHEG + PYTHIA6, P12 sample for gap fraction observables (a) f (Q0) and (b)

f (Qsum) are shown in rapidity interval |y| <2.1 for values of hdamp parameter of mt, 2mt and 4mt. As

expected, the larger values of hdamp are closer to the nominal POWHEG + PYTHIA6, P12 prediction, which

corresponds to parameter hdamp set to∞. The sample produced with hdamp = mt yields a notably higher

gap fraction than the nominal setup. For scale variation studies in the following figures value of hdamp

= 2mt, close to value of 400 GeV considered in [12] is used. The prediction of sample with hdamp =

2mt is in agreement with gap fraction data and is well suited to be a baseline for renormalisation and

factorisation scale variations.

In Fig. 4 predictions of POWHEG + PYTHIA6, P12 for the gap fraction observables are shown for

renormalisation and factorisation scale variations without and with damping. Multiplicative factors of

renormalisation (µr) and factorisation (µ f ) scales are varied using the reweighting features of POWHEG-

BOX. It has been checked that the conclusions remain the same when estimating the scale variation

effects by generating (as opposed to reweighting) the events. (a,c,e) f (Q0) and (b,d,f) f (Qsum) are shown

in rapidity interval |y| < 2.1. For samples POW + PY, µr = X, µ f = Y , hdamp = 2mt, that correspond

to scale variation in presence of damping the following observations can be made: difference between

the scale variation samples is significant. The renormalisation (top row) and factorisation (middle) scale
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Figure 4: The POWHEG + PYTHIA6, P12 sample and the predictions for for renormalisation and factorisa-

tion scale variations without and with damping are compared for the gap fraction observables [1] in tt̄

dilepton channel events. f (Q0) (left) and f (Qsum) (right) are shown in rapidity interval |y| <2.1. renor-
malisation (top row) and factorisation (middle) scale variations as well as simultaneous renormalisation

and factorisation scale variations (bottom) are shown. The data and theory predictions are represented in

the same way as in Fig. 3.
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Differential Jet activity :   dilepton √s = 7 TeV
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• Investigate new NLO generators scale variations

22

ATL-PHYS-PUB-2014-005
ATL-PHYS-PUB-2013-005

• POWHEG +PY(+ hdamp) brackets POWHEG+HW, but not MC@NLO+HW
• aMC@NLO+HW++ brackets POWHEG+HW and PY6 (not at low Q0 ), but 

not MC@NLO+HW

Differential Jet activity :   dilepton √s = 7 TeV
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Figure 5: The POWHEG + PYTHIA6, P12 sample predictions with simultaneous renormalisation and fac-

torisation scale variations in presence of damping and PYTHIA6 tune variations are compared for the gap

fraction observables [1] in tt̄ dilepton channel events. (a,c) f (Q0) and (b,d) f (Qsum) are shown in rapidity

intervals of |y| <0.8 (top) and |y| <2.1 (bottom). POWHEG + HERWIG and MC@NLO + HERWIG predictions

are shown as well. The data and theory predictions are represented in the same way as in Fig. 3.
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Figure 8: The aMC@NLO + HERWIG++, UEEE4 LO** sample renormalisation and factorisation scale

variation predictions are compared to the gap fraction observables [1] in tt̄ dilepton channel events and

MC@NLO + HERWIG, AUET2, POWHEG + PYTHIA6, P12 and POWHEG + HERWIG, AUET2 predictions.

The data and theory predictions are represented in the same way as in Fig. 3.
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∫Ldt =  2.05 fb-1 (2011)
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tt + b/c+X (HF) is main bkg to tt+H,H→bb
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∫Ldt ~ 4.7 fb-1 (2011)

• 2 OS leptons, ≧ 2 jets, ee,μμ: high ETmiss > 60 GeV & 
M(ℓℓ)≠mZ, eμ: high HT =∑jets,lepts pT  >130GeV

Inclusive σtt+heavy flavour :dilepton-√s =7 TeV
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and rejects light-flavor jets by a factor of approximately 35
in simulated tt̄ events. In this paper, a b tag (or a b-tagged
jet) refers to any jet passing this selection, regardless of
flavor. A b jet, by contrast, refers to a jet (which may or
may not be b-tagged) which contains a b quark. Similarly, c
jet and HF jet are statements of the flavor composition of
the jet, not whether the jet is b-tagged. Three distinct
subsets of the selected b-tagged jets with different b-jet
purity are used in the measurement of σfidðtt̄ þ HFÞ, as
described in Sec. VII.
Dilepton tt̄ candidate events are selected by requiring

exactly two opposite-sign leptons and at least two jets.
To reduce the background from Z=γ$ processes, events
with like-flavor leptons are required to have ET above
60 GeV and a dilepton invariant mass satisfying
jmlþl− −mZj > 10 GeV. For events with one electron
and one muon, the scalar sum of the lepton and jet
transverse momenta is required to be above 130 GeV to
reduce the backgrounds from Z=γ$ → τþτ−, as well as
WW,WZ, and ZZ processes. This set of selection criteria is
termed the “nominal” tt̄ selection criteria. The measure-
ment of tt̄ þ HF production is carried out in the subset
of these events that contain three or more b-tagged jets,
whereas the measurement of tt̄ production with at least one
additional jet is performed in the subset with at least three
jets, at least two of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three control
regions: dilepton tt̄ candidate events with zero, one, or two
b-tagged jets. Data-to-simulation normalization corrections
are applied to Monte Carlo simulation samples when
calculating acceptances to account for observed differences
in predicted and observed trigger and lepton reconstruction
efficiencies, jet flavor tagging efficiencies and mistag rates,

as well as jet and lepton energy scales and resolutions. In
Fig. 1, the jet multiplicity distributions in the three regions
are compared to Monte Carlo predictions. Agreement is
observed within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION

FACTORS

To allow comparison of the analysis results to theoretical
predictions, the measurement is made within a fiducial
phase space. The fiducial volume is defined in Monte Carlo
simulation by requiring two leptons (e, μ) from the t →
Wb → lνb decays (including electrons and muons coming
from τ → lνντ) with pT > 25ð20Þ GeV for e (μ), and jηj <
2.5 as well as three or more jets with pT > 25 GeV
and jηj < 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding muons
and neutrinos. Particles arising from pileup interactions
are not considered. For the determination of the tt̄ þ HF
fiducial cross section, σfidðtt̄þ HFÞ, three or more jets are
required to match a b or c quark, two of which must match
a b quark from top-quark decay. All simulated b and c
quarks that were generated with pT > 5 GeV are consid-
ered for the matching and are required to satisfy
ΔRðquark; jetÞ < 0.25. Jets that match both a b and a c
quark are considered as b jets. For the calculation of
σfidðtt̄þ jÞ three or more jets are required, two of which
must contain a b quark from top-quark decay.
Each fiducial cross section is determined using measured

quantities from the data, and a correction factor derived
from the Monte Carlo simulation. The ratio of cross
sections is defined as
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FIG. 1 (color online). Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero b-tagged jets, (b) one b-tagged jet, or
(c) two b-tagged jets for the sum of ee, μμ and eμ channels. The lower plots show the ratio between the data and the Monte Carlo
predictions in each bin. Uncertainties are statistical and systematic. The last bin contains any overflow.

G. AAD et al. PHYSICAL REVIEW D 89, 072012 (2014)

072012-4

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://journals.aps.org/prd/abstract/10.1103/PhysRevD.89.072012
http://journals.aps.org/prd/abstract/10.1103/PhysRevD.89.072012


 francesco.spano@cern.ch Top quark production with N jets and jet veto  @ ATLAS 18th July 2014JVMO 2014 24

∫Ldt ~ 4.7 fb-1 (2011)

• In ≧ 3 b-tag ev. calculate

• In ≧ 3 jets & ≧ 2 b-tags ev. get

• Syst dominated: c-tagging (21%),fragm. (10%) flavour comp. (6%),
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FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition

=
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FIG. 1: Jet multiplicity distributions in dilepton tt̄ candidate events with (a) zero, (b) one, or (c) two b-tagged jets for the sum
of ee, µµ and eµ channels. The lower plots show the ratio between the data and the Monte Carlo predictions in each bin.
Uncertainties are statistical and systematic. The last bin contains any overflow.

ing exactly two opposite-sign leptons and at least two
jets. To reduce the background from Z/γ∗ processes,
events with like-flavor leptons are required to have
EmissT above 60 GeV and a dilepton invariant mass sat-
isfying |mℓ+ℓ− −mZ| > 10 GeV. For events with one
electron and one muon, the scalar sum of the lepton
and jet transverse momenta is required to be above
130 GeV to reduce the backgrounds from Z/γ∗ →
τ+τ−, as well as WW , WZ, and ZZ processes. This
set of selection criteria is termed the ‘nominal’ tt̄ selec-
tion criteria. The measurement of tt̄ + HF production
is carried out in the subset of these events that contain
three or more b-tagged jets, whereas the measurement
of tt̄ production with at least one additional jet is per-
formed in the subset with at least three jets, at least two
of which are b-tagged.
Using the nominal selection criteria described above,

data and Monte Carlo events are compared in three
control regions: dilepton tt̄ candidate events with zero,
one, or two b-tagged jets. Data-to-simulation normal-
ization corrections are applied to Monte Carlo simula-
tion samples when calculating acceptances to account
for observed differences in predicted and observed trig-
ger and lepton reconstruction efficiencies, jet flavor
tagging efficiencies and mistag rates, as well as jet and
lepton energy scales and resolutions. In Fig. 1, the jet
multiplicity distributions in the three regions are com-
pared to Monte Carlo predictions. Agreement is ob-
served within uncertainties.

V. DEFINITION OF THE FIDUCIAL PHASE SPACE
AND CALCULATION OF CORRECTION FACTORS

To allow comparison of the analysis results to the-
oretical predictions, the measurement is made within

a fiducial phase space. The fiducial volume is de-
fined in Monte Carlo simulation by requiring two lep-
tons (e, µ) from the t → Wb → ℓνb decays (includ-
ing electrons and muons coming from τ → ℓνντ ) with
pT > 25 (20) GeV for e (µ), and |η | < 2.5 as well as
three or more jets with pT > 25 GeV and |η |< 2.5.
In the simulation, jets are formed by considering all

particles with a lifetime longer than 10 ps, excluding
muons and neutrinos. Particles arising from pile-up in-
teractions are not considered. For the determination of
the tt̄ + HF fiducial cross section, σfid(tt̄+HF), three
or more jets are required to match a b- or c-quark, two
of which must match a b-quark from top-quark decay.
All simulated b- and c-quarks that were generated with
pT > 5 GeV are considered for the matching, and are
required to satisfy ∆R(quark, jet) < 0.25. Jets that
match both a b- and a c-quark are considered as b-jets.
For the calculation of σfid(tt̄+ j) three or more jets are
required, two of which must contain a b-quark from
top-quark decay.
Each fiducial cross section is determined using mea-

sured quantities from the data, and a correction factor
derived from the Monte Carlo simulation. The ratio of
cross sections is defined as:

RHF =
σfid(tt̄+HF)
σfid(tt̄+ j)

The fiducial cross section for tt̄ + HF production is de-
termined from:

σfid(tt̄+HF) =
NHF

∫

L dt · εHF
; (1)

whereNHF is the number, after background subtraction,
of b-tags from HF jets observed in the data, in addition
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to the two b-jets from top-quark decays. The integrated
luminosity of the sample is denoted as

∫

L dt, and εHF
is a correction factor taken from Monte Carlo simula-
tion that converts the number of observed b-tags from
additional HF jets to the number of events in the signal
fiducial volume. This correction factor includes the ac-
ceptance within the fiducial region, the reconstruction
efficiency, and a factor to account for the multiplicity
of extra b-tagged HF jets per tt̄+HF event in the signal
region. This correction factor is different for tt̄+b+X
(εb) and tt̄+ c+X (εc), and thus εHF is determined as
a weighted sum of these two contributions. The weight
used to form the sum is the fraction of tt̄+HF events
in the fiducial volume which contain additional b-jets
as opposed to c-jets. This fraction is termed Fb/HF. The
total correction factor (εHF) is calculated as:

εHF = Fb/HF · εb+(1−Fb/HF) · εc

The denominator for RHF, σfid(tt̄+ j), is computed us-
ing a similar prescription:

σfid(tt̄+ j) =
Nj

∫

L dt · ε j
; (2)

where Nj is the yield of dilepton events in data with at
least three jets, at least two of which are b-tagged, and
ε j is the tt̄ + j acceptance factor calculated from the
Monte Carlo simulation. The acceptance calculation
for each fiducial cross section assumes that all b-tagged
jets are from real HF quarks. Events with b-tagged jets
from LF quarks are treated as a background, and sub-
tracted when computing both NHF and Nj .
The ALPGEN + HERWIG Monte Carlo sample pre-

dicts εb = 0.19, εc = 0.06, and Fb/HF = 0.31. The total
correction factor is thus predicted to be εHF = 0.106 ±
0.005 (stat.) for σfid(tt̄+HF). For σfid(tt̄+ j) the ac-
ceptance factor is calculated to be ε j = 0.129 ± 0.001
(stat.).
The prediction for RHF from the ALPGEN + HER-

WIG Monte Carlo sample is 3.4%. The value ob-
tained from the POWHEG v1.01 [38] generator show-
ered with HERWIG [16] is RHF = 5.2%, with Fb/HF =
0.34. While this RHF value is different to that from
ALPGEN + HERWIG, the predicted Fb/HF values are
similar. Furthermore, a parton-level study using MAD-
GRAPH5 v1.47 [39] gives Fb/HF = 0.29. The value
of Fb/HF is also stable when different showering algo-
rithms are used: the ALPGEN + PYTHIA Monte Carlo
sample predicts a value of Fb/HF = 0.32, in good agree-
ment with the prediction when HERWIG is used. Based
on comparison of these predictions for Fb/HF, a sym-
metric 10% Monte Carlo systematic uncertainty is as-
signed, Fb/HF = 0.31±0.03. The prediction of Fb/HF is
also tested in data (see Sec. IX).

VI. EXPECTED SIGNAL AND BACKGROUND
YIELDS

Table I shows the number of events with ≥ 3 b-
tagged jets expected in the Monte Carlo simulation
from dilepton tt̄ production and from various back-
ground sources. At this point, no distinction is made
between events with a true additional HF jet and those
containing a mistagged LF jet. The number of observed
events is also shown. While Monte Carlo simulation is
used to estimate tt̄ + HF event rates and kinematic fea-
tures, data-drivenmethods andMonte Carlo simulation
are both used to estimate background processes, as de-
tailed below.
Background processes containing real b-jets and lep-

tons, such as single top-quark, Z/γ∗ + jets, and diboson
(WW , WZ, and ZZ) production, are estimated using
Monte Carlo simulation. Contributions from diboson
production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
σfid(tt̄ + j). However, in the measurement of σfid(tt̄
+ HF), the final tt̄ + LF background is determined by
a fit to the vertex mass distribution of b-tagged jets in
data, as explained in Sec. VII.
Background from events in which at least one of the

leptons is either non-prompt (originating from e.g. a
photon conversion or b-quark decay) or is a misiden-
tified hadron, is estimated using data and Monte Carlo
simulation. For instance, W + jets, multi-jet, and tt̄
events with one hadronically decaying W boson can
contribute in this way. This contribution is deter-
mined by scaling the yield of events in the data with
a pair of same-sign leptons by the ratio of opposite-
sign to same-sign yields (ROS/SS) obtained in Monte
Carlo simulation. The opposite-sign to same-sign ratio
is determined separately for the three dilepton chan-
nels, and found to be 1.3 ± 0.1 (stat.) +1.8

−1.3 (syst.)
for e+e− events, 1.2 ± 0.1 (stat.) ± 0.7 (syst.) for
µ+µ− events, and 1.2 ± 0.1 (stat.) ± 0.5 (syst.) for
events with one electron and one muon. The system-
atic uncertainty takes into account the unknown relative
mixture of fake-lepton sources (photon conversions, b-
and c-hadron decays, or misidentified hadrons) in the
ROS/SS calculation. Since the central value of the pre-
diction for this background is zero events, only varia-
tions in ROS/SS that lead to larger background predic-
tions are considered in the systematic uncertainty cal-
culation. This method for estimating the background
due to events with fake leptons is validated in a control
sample of dilepton events with less restrictive lepton
identification requirements and no isolation criteria.
The dominant uncertainties on the total yield in Ta-

ble I come from the jet energy scale, b-tagging effi-
ciency, parton showering model, and initial- and final-

‣ εHF: convert NHF to #events with ≧3 true PL b-/c-
jets (2 top b-jets)←MC events in fiducial volume 
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FIG. 2: Vertex mass distributions for all b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with
no requirement on b-tagged jet multiplicity, compared to Monte Carlo predictions. By definition, jets with no reconstructed
secondary decay vertex are assigned to the ‘−1 GeV’ bin.

Background events from non-dilepton tt̄ processes
are included using Monte Carlo simulation, and enter
the fit with a fixed normalization. Monte Carlo simu-
lation is used to obtain templates for additional (non-
t →Wb) b-jets, c-jets, and LF jets.
In the fit to determine the number of b-tags from HF

jets in addition to the two b-jets from top-quark decay,
NHF, separate templates for each category of jet in each
of the three purity classes (high, medium, and low) are
used. The b-tagging efficiencies (Table II) for each fla-
vor of jet are used to relate the number of jets in each
purity bin. After the application of all constraints, the
fit has two floating parameters: the fraction of LF jets
and the fraction of additional b-jets. The fraction of
additional c-jets makes up the remainder.
Monte Carlo pseudo-experiments show that the fit-

ting method is unbiased in both best-fit values and es-
timated uncertainties. The fit strategy (including esti-
mates of statistical and systematic uncertainties) was
verified using 10% of the full data sample as well as
with Monte Carlo pseudo-experiments before the fit
was performed on the full data sample. These studies
indicated that the fit could achieve only a 1σ separation
of b- vs. c- jets based on the expected statistical uncer-
tainty alone. Inclusion of the systematic uncertainty
would further reduce the sensitivity. However, the LF-

jet fraction is expected to be measured with sufficient
precision to give a statistically significant measurement
of the total HF content, defined as the fraction of addi-
tional b-tagged jets not coming from LF jets. In the fit,
the individual fractions are not constrained to be posi-
tive or below unity.

VIII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties may affect the shape of the
vertex mass and pT templates as well as the acceptance
calculations. For the systematic uncertainties on the
template shapes, the fit to the data is re-evaluated using
new templates, derived by varying the relevant param-
eters by their systematic uncertainties, and a new fit
to the data is performed. Major uncertainties that af-
fect the fit are the jet energy scale and resolution, the
tagging efficiencies for b-, c- and LF jets, the parton-
shower and hadronizationmodels, and theMonte Carlo
event generators.
The template for b-jets from top-quark decays is

nominally taken from the data with exactly two b-
tags. To account for kinematic biases due to additional
heavy-flavor jets in the event, a systematic uncertainty
on the shape of this template is assessed using b-jets

high b-jet purity sample

no # b-tag requirement 
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from top-quark decays from Monte Carlo inclusive tt̄
events with three or more b-tagged jets.
The vertex mass of additional b- and c-jets is sen-

sitive to the number of HF quarks contained in a jet
(for instance, for bb̄ or cc̄ produced via gluon splitting).
The dominant uncertainty from this effect would mani-
fest itself as a difference in the shape of the template for
additional b-jets. To assess this uncertainty, the tem-
plate for additional b-jets is replaced by the template
for b-jets from top-quark decays.
By default, the normalization of the template for

b-jets from top-quark decays is fixed to two per
event. A systematic uncertainty on this normalization
is assessed by using the predicted normalization from
Monte Carlo simulation, which includes events with
less than two b-tags from top-quark decays, due to b-
tagging inefficiency. The total uncertainty due to spe-
cific template shape variations is referred to as ‘addi-
tional fit uncertainties’ for the rest of this paper.
Systematic uncertainties also affect the overall event

reconstruction efficiency. Dominant sources of uncer-
tainty for this category are: the tagging effiencies for
b-, c- and LF jets, the jet energy scale and resolution,
and the Monte Carlo event generator. Uncertainties on
the lepton identification efficiency, EmissT reconstruc-
tion, and fragmentation modeling are negligible. In
general, systematic uncertainties are evaluated on the
full data sample, with each uncertainty being taken as
the difference between the nominal and the varied re-
sulting values of RHF.
An important uncertainty in this analysis comes

from the flavor composition in the fiducial volume,
namely in the value of Fb/HF, the fraction of tt̄ + HF
events in the fiducial volumewhich contain b-jets, used
to calculate the correction factor εHF. As described in
Sec. V, an uncertainty of 10% on Fb/HF is estimated
using different Monte Carlo generators. It is possible
to evaluate Fb/HF using the data, but with the present
data set, significant discrimination between b- and c-
jets is not possible, making such a comparison of lim-
ited use. Nonetheless, the result of this study is pre-
sented as a point of comparison to the result obtained
from the Monte Carlo.

IX. RESULTS

In the 106 events in the signal sample (with ≥ 3 b-
tagged jets), there are 325 b-tagged jets. After subtract-
ing the non-tt̄ background component, and the contri-
bution from the tagged jets from the t→Wb decay, the
number of additional b-tags is found to be 105. As de-
scribed in Sec. VII, a template fit to all b-tagged jets is
performed to determine the flavor composition of these
additional b-tagged jets. The result of the fit to all 325
b-tagged jets is shown in Fig. 3. The weighted sums of
all fit templates are shown, with contributions for extra
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FIG. 3: The result of the template fit (solid line) to the ver-
tex mass distribution in data (points). Data are divided into
three groups depending on the purity of b-jets passing each
selection, as described in the text. The first three bins are
the vertex mass distributions for the high-purity b-tags, the
middle three bins for the medium-purity b-tags, and the last
three bins for the low-purity b-tags. Within each purity cat-
egory, the first bin contains jets with no reconstructed sec-
ondary vertex. The middle bin contains jets with ‘low’ mass:
less than 2 GeV. The third bin contains jets with ‘high’ mass:
greater than 2 GeV. The best fit is shown as a sum (labeled
as ‘Combined fit’, which includes the b-jets from top-quark
decay) with separate contributions from additional b- and c-
jets (labeled as ‘Heavy flavor’), and LF jets (labeled as ‘Light
flavor’).

TABLE III: Relative composition of b-tagged jets in the sig-
nal region, fitted in data and compared to the expectation
from Monte Carlo (MC) simulation. In data, the fractions
of LF and additional b-jets are determined by the fit. The
fraction of b-jets from top-quark decays is fixed in the fit to
two b-tags in each event. The contributions from tt̄ events
with a fake lepton, or non-tt̄ events are fixed in the fit using
the Monte Carlo simulation (those are labeled as ‘b-jets from
other sources’ in the table). The fraction of c-jets is inferred
from unitarity. All quoted errors are statistical.

Type of b-tag, fractions Data fit MC expectation
Additional LF jets, % 8 ± 4 20
Additional b-jets, % −2 ± 7 9
Additional c-jets, % 26 ± 8 3.5
b-jets from t →Wb, % 65 –

b-jets from other sources, % 2.5 –

HF and mistagged LF jets shown separately. The fitted
fractions of b-tags from LF jets and additional b-jets
are given in Table III. Of the 105 additional b-tags, 79
± 14 (stat.) ± 22 (syst.) are attributed to HF jets. A
detailed breakdown of the systematic uncertainties on
the total number of HF jets is shown in Table IV.
Using Eq. 1, the number of HF jets observed in

data, and the quoted correction factor εHF derived from

≧ 3 b-tag ~106 events~325 jets

HF=tt+b +X and tt+c+X

expect large uncertainty on b- to c- separation →measure 
only total HF : additional b-tags not coming from light jets

SM: 3.4% (ALPGEN) , 5.2% (POWHEG)   

Inclusive σtt+heavy flavour :dilepton-√s =7 TeV

‣ εj: from Nj to #ev. with ≧3 true PL jets (2 top b-
jets)←MC events in fiducial volume 

[6.2 ±1.1(stat)±1.8 (syst)]%

-

‣ NHF =#b-tags from combined HF = 79±26←Max 
lkl. fit of templates (from tt, non tt-bkg, HF (b and c), 
light flavour mis-tag) to displaced vertex mass & pT 
of b-tagged jets  in 3 b-tag purity bins 

-

‣ Nj = #events with tt + ≧ 1 jet =1541±41 ←cut & count-
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Conclusions & Outlook
• ATLAS measures differential/inclusive cross sections sensitive to radiation effects 

in tt production using the full 7 TeV dataset in fiducial regions similar to reco space

• New measurements of dσtt/dNjets with different pT threshold and dσtt/dpT,jets  for 
pT-ordered jets up to the 5th show sensitivity to parton shower modelling for 
LO multi-leg and NLO generators at highest jet multiplicities, high jet pT  of 
leading jet and  in jet pT of 5th jet
‣ MC@NLO+HERWIG predicts too few events at high Njets

• Measurements of gap fraction f(Q) = fraction of events no additional jet(s) 
above certain pT threshold Q, in different rapidity regions, are compared with
‣ LO and multi-leg LO generators to constrain ISR/FSR variations in a broadly 

consistent manner. 
‣ variations of fact. & renor. scales for several NLO generators +different hadr. 

schemes: spread of models is even wider than considered variations→ care in 
parameter choice  & consider use of multiple models.

•  Measurement of tt+heavy flavours (b+X and c+X) production at 7 TeV shows 
agreement with the SM predictions  

• Definitely keen on using new NLO generators so stay tuned for upcoming 8 TeV 
measurements and beyond!
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Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].
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 Backgrounds estimates  (tt single lepton+jets, single top t,s-chan)
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(a) Central electron channel in the signal region
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(b) Muon channel in the signal region
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(c) Central electron channel in the W-boson control re-
gion
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(d) Muon channel in theW-boson control region
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(e) Central electron channel in the top control region
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(f) Muon channel in the top control region

Figure 2: Observed and simulated EmissT distributions for the signal region ((a),(b)), theW-boson control-
region ((c),(d)), and the tt̄ control-region ((e),(f)) for electrons (left) and muons (right), respectively. The
normalisation is obtained from the maximum binned-likelihood fit to the EmissT distributions. The hatched
error band represents the uncertainty on the limited sample size. The relative difference (Oi − Ei)/Ei
between the observed Oi and expected Ei number of events in each bin i is shown in the lower histogram.
Events beyond the axis range are included in the last bin.7
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Backgrounds - single lepton+jets
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• W+jets
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Figure 1: Event yields in the control and signal region for the (a) e + jets and (b) µ + jets channels. The
W+jets and QCD multijet contributions are extracted from data as explained in the text. All other physics
processes are normalized to the predictions from MC simulation.

QCD multijet events is obtained from data, the normalization for W+jets events is measured exploiting205

the W boson production charge asymmetry as described above, while the shape comes from MC. All206

other contributions are taken from MC prediction for both normalization and shape.207

A likelihood discriminant is built from these input variables using the projective likelihood option208

in the TMVA package [22]. The likelihood discriminant Di for an event i is defined as the ratio of the209

signal to the sum of signal and background likelihoods, where the individual likelihoods are products of210

the corresponding probability densities of the discriminating input variables. This approach assumes that211

the latter are uncorrelated.212

The discriminant function is evaluated for each physics process considered in this analysis and the213

corresponding template is created. For tt̄, Z+jets, single top and diboson production templates are ob-214

tained from simulation and normalized to the luminosity of the data sample. For W+jets, templates are215

also obtained from MC but normalized to the data-driven yield estimate. A template for the QCD mul-216

tijet background is obtained from data using loose and tight events weighted according to the matrix217

method. Templates containing 20 bins each are created for each of six analysis channels corresponding218

to di⇥erent lepton flavor (e or µ) and jet multiplicity (3, 4 and ⇥ 5 jets) and combined into one, 120 bin,219

histogram as shown in Fig. 6.220

The tt̄ cross section is extracted by performing a maximum-likelihood fit to the discriminant dis-221

tribution observed in data using templates for signal and all backgrounds. The likelihood is defined as222

follows:223

L(⇧�,⇧⇥) =
120�

k=1

P(µk, nk) �
�

j

G(� j,� j) �
�

i

G(⇥i, 1) (3)

where the first term represents the Poisson probability density of observing nk events in bin k given that224

µk is expected from the sum of all templates. The second term implements a number of free parameters225

� j in the maximum likelihood fit constrained by Gaussian distributions with width � j corresponding to226

the a priori uncertainty on these parameters. The last term incorporates systematic uncertainties i that227

‣ Iterate: use events with 1lep + large ETmiss +2 jets to derive α and βxx 
before  b-tagging

‣Extrapolate shape and norm from 2 jets channel to any jet multiplicity 
b-tagged channel with

α (
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where D+(D�) are the total number of events selected in data with a positively (negatively) charged820

lepton, and rMC ⇥ �(pp⇧W+)
�(pp⇧W�) was evaluated for the signal region kinematic cuts from Monte Carlo821

simulation. Since the charge asymmetry depends on the W+jet flavour composition, the data driven822

HF fractions as discussed below are used in this procedure when estimating rMC .823

The formula is valid since the processes tt̄, QCD multijets, Z+jets, are charge symmetric, so NW+ �824

NW� ⌅ D+ � D� to a very good approximation. Smaller sources of charge asymmetry in the data were825

expected e.g. single top quark production. These contributions were estimated from MC simulation and826

subtracted from Eq. 16 appropriately to yield the W+jet estimate.827

A mixed data-driven/Monte Carlo approach was then used to estimate the fraction of W+jets events828

expected to have at least one b-tagged jet. The estimate in the i-th jet bin is given by829

Wn
⇤1tag = Wn

pretag · f 2 j
tag · f 2⇧n

tag , (17)

where Wn
pretag is the estimate in the pretag region for the n jet bin obtained with using Eq. 16; f 2 j

tag is830

the tagging fraction in the 2 jet bin (i.e. the ratio between the number of events with at least 1 tagged831

jets and the number of events with 0 tagged jets) measured from data after the subtraction of all ”non832

W+jets” backgrounds and the tt̄ signal estimated from Monte Carlo except for QCD; f 2⇧n
tag is the ratio833

between the tagging fractions in the n jet bin (n=1, 3, ⇤3, 4, ⇤4 and ⇤5) and the 2 jet bin computed834

using W+jets Monte Carlo simulation. This method was shown to be more stable against systematics835

because the f 2 j
tag factor is derived almost only from data in a region dominated by W+jets background836

and especially because it relies only on the ratio between the two tagging fractions in the 2-jet and n837

jet bins, strongly reducing the systematics related to the b-tagging/light tagging e⇥ciencies and heavy838

flavour components of the W+jets background. Since the flavour scale factors used to correct the W+jets839

contributions are estimated using 2-jet events, as explained in the following section, the tagging fraction840

in the 2-jet bin measured from data and the tagging fraction in the 2-jet bin computed using W+jets841

Monte Carlo simulation are the same (if one uses precisely the same random seeds for smearing etc and842

samples to compute them, as was the case here). Therefore, the pretagged and tagged scale factors have843

the same nominal value, though they clearly have di�erent systematic uncertainties.844

4.1.1 Systematic Uncertainties845

Various systematic uncertainties on the measurement of rMC have been calculated and propagated to the846

measurement of the pretag W+jet background. These include the uncertainty due to the MC generator847

choice, charge misidentification, jet energy scale (JES) and PDF variations. MC studies varying Alpgen848

parameters (iqopt, qfac, ktfac, drjmin, ptjmin) showed that the flavour fraction di�erences between jet849

bins could be covered by a systematic uncertainty when extrapolating from the 2-jet bin to other jet850

bins. In Table 7 the uncertainties are listed for the various jet bin. The heavy flavour fraction uncertainty,851

WbbWccjet and Wcjet is determined by varying the WbbWcc and Wc contributions by 25%, respectively.852

For the tagged estimate, additional sources of uncertainty such as b-tagging and light tagging e⇥ciencies853

were also included.854

Flavour 2 j⇧ 3 j 2 j⇧ 4 j 2 j⇧ 5 j
Wbb/Wcc 11% 15% 29%

Wc 13% 15% 38%
W + light 2% 5% 8%

Table 7: Relative systematic uncertainties (expressed as percentages) on the extrapolation of the heavy
flavour fraction from 2-jet bin to other jet bins.
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4 W+jet Estimates778

In many of the analyses and measurements being undertaken by the Top Working Group, the kinematic779

shape and acceptances of the W+jet background are taken from MC simulation samples; however since780

both the overall normalisation and the heavy flavour (HF) composition are not accurately known in MC781

a data driven approach is required.782

In this section the procedures to estimate these factors are described for the 2012 data set. The charge783

asymmetry method is used to extract the overall normalisation. The method exploits the asymmetrical784

cross sections for positively and negatively charged prompt leptons from W-decays and is described in785

Section 4.1. In Section 4.2, the method used to extract the flavour scale factors that will be applied786

to W+jet Monte Carlo events (Wbb, Wcc, Wc j, and W j j) is described. The normalisation and flavor787

scale factors, explained in the following sections, are determined simultaneously. The total W+jet scale788

factors for each flavour component are the product of the overall W+jet scale factors and the flavour-789

specific scale factors.790

The aim is to determine the normalisation of W+jet events and the HF scale factors for Wbb, Wcc791

and Wc in each jet bin for both pretagged and tagged events. The measurement of these parameters is792

limited by the presence of tt̄ signal, the QCD background contribution and systematic uncertainties like793

the b-tagging for example. Several configurations with pretagged and tagged event-counts, separately for794

events with a positive and negative lepton (named Charge Asymmetry or just ’CA’), and, combinations795

of several jet bins have been studied to find the optimal approach. It turns out that using the 2-jet bin796

information to extract the HF fractions, which are then extrapolated to the other jet bins, results in the797

smallest systematic uncertainties. The normalisation for W+jets in pretagged events is best determined798

in each jet bin independently when CA is exploited. The optimal normalisation of tagged W+jet events799

is then determined from the combination of the overall (pretagged) normalisation with the HF fractions800

and the tagging fraction from MC.801

As of the time of the first release of this document, the W+jets estimates for 8 TeV were being802

finalized, thus, for Moriond, the recommendation is to use 7 TeV results [38]. Analyses should then803

individually consider whether further systematic uncertainties are potentially necessary. The method is804

in any case described below.805

4.1 W+jets normalisation806

At a proton-proton collider like the LHC, there is an overall charge asymmetry in the production of W-807

bosons (with and without associated jets) due to relative di�erences in the quark and anti-quark parton808

distribution functions. Positively charged W-bosons can be produced from parton level processes such809

as ud̄ ⌅ W+ or cs̄ ⌅ W+ and depend upon products of PDFs such as u(x1)d̄(x2). On the other hand,810

the production of W�-bosons from, e.g., dū ⌅ W� depends upon the d(x1)ū(x2) PDF products. These811

PDF products are di�erent in a proton, hence there is a charge asymmetry. The ratio of cross-sections,812

r ⇥ �(pp⌅W+)
�(pp⌅W�) is, theoretically, relatively well understood [39]. In fact, the main theoretical uncertainty813

on r is due to uncertainties in PDFs and r is predicted to within a few percent at LHC energies - better814

than the prediction of the total W cross-section for W-bosons produced in association with three or more815

jets. One can therefore use the theoretical prediction for r to measure the W+jet background to top quark816

pair production in the single lepton plus jets channel.817

The W+jet background (before the b-tagging requirement was applied) in the signal region (⇤ 4 jets)818

was extracted from the following formula:819

NW+ + NW� =
(NMC

W+ + NMC
W� )

(NMC
W+ � NMC

W� )
(D+ � D�) =

�
rMC + 1
rMC � 1

⇥
(D+ � D�), (16)

simulated shapes
data-driven overall norm and flavour fractions

++

1.Derive α as ratio of asymmetric production of W+ and W-   is well known (more 
u-quarks than d-quarks ) in W+2jets events, no b-tag

2.Derive βxx from 3 equations using 2 data samples with positive and negative leptons 
in W+2 jet bin with standard sel & no b-tag  + 1 normalization condition

3.Derive α as in 1, but in rMC  use  βxx  from step 2 
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• Lepton pl
T > 20 GeV and |⌘l| < 2.5,69

• Neutrino p⌫T > 25 GeV and70

• mT(W) > 40 GeV,71

where mT(W) =
q

2pl
T p⌫T(1 � cos��) and �� is the azimuthal separation between the directions of the72

lepton and the neutrino in the transverse plane.73

The kinematic cuts applied on the charm are di↵erent in the two analyses since they are sensitive to74

di↵erent regions in phase space:75

• W + c-jet: c�jet pT > 25 GeV and |⌘| < 2.5 and76

• W + D(⇤)+ : D(⇤)+ pT > 8 GeV and|⌘| < 2.2.77

All cross-section measurements are reported as fiducial cross sections in OS-SS events. In this note,78

the inclusive cross-section measurements as well as the measurement di↵erential in lepton |⌘| are studied.79

The results are compared to the predictions of NLO QCD calculations, together with their sensitivity80

to the choice of PDF.81

The note is organized as follows. Section 3 introduces the methods used to determine the correlations82

among the W + c-jet and W +D(⇤)+ measurements, while Section 4 shows the results together with their83

correlated and uncorrelated uncertainties. The results are compared to theoretical predictions in Section 584

and the compatibility with di↵erent PDF predictions is assessed. Conclusions are drawn in Section 6.85

3 Combination procedure86

The combination of the data sets is based on the method developed in Ref. [3], which takes into account87

statistical uncertainties and accounts for systematic uncertainties (bin-to-bin correlated and uncorrelated)88

proportional to the central values of the respective cross sections.89

The following statistically independent cross-section measurements are used in the averaging proce-90

dure:91

• �fid,OS�SS(W+c) (electron channel)92

• �fid,OS�SS(W+c) (muon channel)93

• �fid,OS�SS(W+D⇤�) (electron-muon combined channel)94

(a) (b)

Figure 1: Lowest order Feynman diagrams for W+single charm production.
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MATRIX METHOD IN DILEPTON CHANNELS, 
SINGLE TOP WT CHANNEL 

Same idea, more categories (j=jet, l=lepton) 
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‣ Combine with N(di-lep) for all loose “fake” & real  
pairs→fake standard lepton content  
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• Z/γ* bkg (ee, μμ)
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Figure 1: (a) Jet multiplicity distribution for ee+µµ+eµ events without b-tag. (b) Multiplicity distribu-
tion of b-tagged jets in ee+µµ+eµ events. Contributions from diboson and single top-quark events are
summarized as ‘Other EW’. Note that the events in (b) are not a simple subset of those in (a) because the
event selections for the b-tag and non-b-tag analyses differ.
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Figure 2: The HT distribution in the signal region for (a) the non-b-tag eµ channel, (b) the b-tagged eµ
channel. Contributions from diboson and single top-quark events are summarized as ‘Other EW’.
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• Fake leptons I : generalize single lepton estimate  

real,fake
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di-lep 
topologies

NZ/γ  (SR) = [Data(CR)-NonZBkg(CR)]  MCZ/γ (SR)
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ratio in/out Z window 
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• Fake Leptons II
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Differential Jet activity :   dilepton √s = 7 TeV
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Eur. Phys. J. C (2012) 72:2043 Page 7 of 24

Fig. 4 The measured gap fraction as a function of Q0 is compared
with the prediction from the NLO and multi-leg LO MC generators
in the three rapidity regions, (a) |y| < 0.8, (b) 0.8 ≤ |y| < 1.5 and
(c) 1.5 ≤ |y| < 2.1. Also shown, (d), is the gap fraction for the full ra-
pidity range |y| < 2.1. The data is represented as closed (black) circles

with statistical uncertainties. The yellow band is the total experimental
uncertainty on the data (statistical and systematic). The theoretical pre-
dictions are shown as solid and dashed coloured lines. The gap fraction
is shown until Q0 = 300 GeV or until the gap fraction reaches one if
that occurs before Q0 = 300 GeV (Color figure online)

total systematic uncertainty is largest at low Q0 and is domi-
nated by the jet related uncertainties (JES, JER and JVF) and
the uncertainty on the correction factors. The measurement
is most precise in the central region, where the jet energy
scale uncertainty is smallest. The breakdown of uncertain-
ties for the gap fraction as a function of Qsum is similar, but
the uncertainties are slightly larger and fall more slowly as
a function of Qsum. This is due to low transverse momen-

tum jets, which have the largest systematic uncertainties and
therefore affect all values of Qsum.

8 Results and discussion

The gap fraction is measured for multiple values of Q0 and
Qsum in the four rapidity intervals defined in Sect. 1. The

• MC@NLO: too little jet activity in |y|<0.8

∫Ldt =  2.05 fb-1 (2011)
Eur. Phys. J. C72 (2012) 2043
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Provide table of full breakdown of 
uncertainties for both results

• Systematic dominated: lead pT jet ~7-14%, 
others~ up to17% 
•  μ En. scale & ID eff.: smaller than e → 20% 

smaller uncertainty  dσtt/dpT,jets in μ chan 
• b-jet scale: 2 to 5%,b-tag eff. 2 to7%,W

+jets bkg~2% to 8%  Stat1.5% to 14% 
• Combination improves by 4-7% (15-30%) 

on the μ (e) channel  

Differential dσtt/dNjets and dσtt/dpT,jets   -   l+jets √s = 7 TeV NEW!

• Systematic dominated: ~10% to ~30%
• Correlated effects dominant at large Njets  

(JES~3% to 40% ISR/FSR: 1 to 6%, MC 
gen.,b-jet)

• Uncorrelated effects dominant at low 
Njets (Bkg 3% to 18%)

• Combination improves by 3% (20%) on 
μ(e) chan (smaller fake lep. bkg in μ events) 

 dσtt/dNjets  

dσtt/dpT,jets 

 example for dσtt/dNjets
d�

dnjets
[%] / njets 3 4 5 � 6

MC statistics 0.8 1.2 2.8 5.9

PDF 0.6 2.1 0.8 0.8

MC generator 1.1 0.7 0.5 4.4

Fragmentation 1.2 1.1 0.4 4.1

ISR/FSR 4.9 5.3 7.4 14.6

Colour reconnection 0.4 1.4 4.2 3.1

` resolution & efficiency 0.3 0.4 0.3 0.5

E

miss
T cell-out 0.1 0.3 0.3 0.4

b-quark tagging efficiency 4.3 4.3 4.3 5.1

Additional interactions 0.1 0.2 0.3 0.6

Jet reconstruction efficiency 0.0 0.0 0.0 0.2

Jet energy resolution 0.1 0.9 3.0 0.8

b-quark jets (JES) 2.9 3.5 3.0 4.5

Close by jets (JES) 3.0 6.0 7.4 10.5

Effective detector NP set 1 (JES) 1.9 3.1 3.5 5.1

Effective detector NP set 2 (JES) 0.1 0.2 0.3 0.4

Effective mixed NP set 1 (JES) 0.1 0.2 0.4 0.4

Effective mixed NP set 2 (JES) 0.2 0.3 0.4 0.7

Effective model NP set 1 (JES) 1.2 1.8 2.0 4.0

Effective model NP set 2 (JES) 0.5 0.8 1.0 1.5

Effective model NP set 3 (JES) 0.7 1.0 1.3 1.8

Effective model NP set 4 (JES) 0.1 0.2 0.3 0.4

Effective stat. NP set 1 (JES) 0.2 0.4 0.4 1.1

Effective stat. NP set 2 (JES) 0.2 0.2 0.4 0.7

Effective stat. NP set 3 (JES) 0.5 0.7 0.9 1.5

⌘-intercalibration (JES) 2.0 3.2 4.4 5.9

⌘-intercalibration statistics (JES) 0.4 0.6 0.7 1.3

Flavour composition (JES) 0.8 1.4 1.8 1.7

Flavour response (JES) 0.4 2.4 3.7 2.7

Additional interactions µ (JES) 0.1 0.3 0.4 1.8

Additional interactions NPV (JES) 0.2 0.3 0.7 1.0

Relative non-closure (JES) 0.3 0.5 0.8 1.1

Single particle high-pT (JES) 0.0 0.0 0.0 0.0

Jet vertex fraction efficiency 0.1 0.7 0.6 1.0

W+jets normalisation 2.3 1.2 0.3 0.3

W+jets heavy/light flavour 3.0 1.3 0.0 0.0

Multijet normalisation 0.4 0.6 0.4 0.1

Multijet shape 0.2 0.3 0.2 0.4

Small backgrounds 3.0 3.4 2.6 4.0

Luminosity 1.8 1.8 1.8 1.8

Statistical uncertainty 1.8 2.8 6.3 14.5

Total uncertainty 10.2 12.9 16.8 28.0

Cross-section [pb] 1.99e+00 4.95e-01 1.04e-01 1.72e-02

Table 7. Relative uncertainties on the final differential cross-section after the e/µ channel com-
bination, for the jet multiplicity using a 60 GeV jet p

T

threshold. The uncertainties are shown
as a percentage of the expected tt̄ signal. The energy scale uncertainty (JES) is shown for each
JES nuisance parameter (NP). The effective NP are obtained by combining a total of 54 detector,
detector and model (“mixed”), modelling and statistical NPs. An uncertainty value of 0.0 implies
that the uncertainty is below 0.05.
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ATLAS Measurements of Radiation in Top EventsMark Owen

Jet Veto Measurement
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Differential Jet activity :   dilepton √s = 7 TeV

• Compare different radiation scenarios for gap fraction 
measurements → tune models, constrain systematic uncertainties

37

ATL-PHYS-PUB-2014-005
ATL-PHYS-PUB-2013-005

• Comparable differences between 
• (ACER+PYTHIA and ALPGEN+PYTHIA) x (more PS or less PS)
• larger at high Q, Qsum, large Njets
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Figure 1: The ACERMC + PYTHIA6 More PS and Less PS sample predictions are compared for the jet

multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6, P2011

and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-section as a

function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV. In the ratio the

POWHEG + PYTHIA6, P2011 prediction is used for reference. The yellow band corresponds to the statistical

uncertainty of the reference sample. The comparisons to the gap fraction observables [1] (c) f (Q0) and

(d) f (Qsum) are shown. The data is represented as closed (black) circles with statistical uncertainties.

The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theo-

retical predictions are shown as solid and dashed coloured lines. All samples apart from MADGRAPH +

PYTHIA6, Z2 sample are showered within the ATLAS framework. The MADGRAPH + PYTHIA6, Z2 sample

is showered within the CMS framework.
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Figure 2: The ALPGEN + PYTHIA6 as down,radLo and as up,radHi sample predictions are compared for

the jet multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6,

P2011 and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-

section as a function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV.

The comparisons to the gap fraction observables [1] (c) f (Q0) and (d) f (Qsum) are shown. The data and

theory predictions are represented in the same way as in Fig. 1.
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Differential Jet activity :   dilepton √s = 7 TeV

• Compare different radiation scenarios for gap fraction 
measurements → tune models, constrain systematic uncertainties
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• Comparable more PS - less PS differences between 
• ACER+PYTHIA (updated after fgap(Q) measurement)  and ALPGEN+PYTHIA
• larger at high Q, Qsum, large Njets
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Figure 1: The ACERMC + PYTHIA6 More PS and Less PS sample predictions are compared for the jet

multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6, P2011

and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-section as a

function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV. In the ratio the

POWHEG + PYTHIA6, P2011 prediction is used for reference. The yellow band corresponds to the statistical

uncertainty of the reference sample. The comparisons to the gap fraction observables [1] (c) f (Q0) and

(d) f (Qsum) are shown. The data is represented as closed (black) circles with statistical uncertainties.

The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theo-

retical predictions are shown as solid and dashed coloured lines. All samples apart from MADGRAPH +

PYTHIA6, Z2 sample are showered within the ATLAS framework. The MADGRAPH + PYTHIA6, Z2 sample

is showered within the CMS framework.
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Figure 2: The ALPGEN + PYTHIA6 as down,radLo and as up,radHi sample predictions are compared for

the jet multiplicity and gap fraction observables in tt̄ dilepton channel events. The POWHEG + PYTHIA6,

P2011 and MADGRAPH + PYTHIA6, Z2 predictions are also shown. The normalized differential cross-

section as a function of jet multiplicity is shown for the jets with (a) pT > 30 GeV, (b) pT > 60 GeV.

The comparisons to the gap fraction observables [1] (c) f (Q0) and (d) f (Qsum) are shown. The data and

theory predictions are represented in the same way as in Fig. 1.
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Powheg and hdamp

K. Hamilton, Top2012 http://indico.cern.ch/event/180665:
Theory perspective on top quark signal modeling uncertainties, parton level study

Powheg needs damping switched on or else scale dependence underestimated at high-pT

damping = pT-dependent e↵ect on hardest emission in Powheg, still NLO accurate

need to turn on damping = Powheg-specific, no need to do it in MC@NLO

[ L. Mijović | TOP LHC WG mtg | 22.05.2014 ] 14/ 28
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• Reconstruct tt with kinematic likel. fit 
(mt,mW constraint) → cut on quality of kine fit

• Unfold d(N-Nbkg)/dX to full phase space 
(regularized unfolding, linearity tests), scale 
with L and σtt →1/σtt dσtt/dX

40

--

t

νν

l+

W 
+

b

tW 
–

b

q

q'

Differential dσtt/dX:  l+jets √s = 7 TeV

 dN/dpT,top

 1/σtt dσtt/dpT,top

qqℓνbb  

  •Data-driven W+jets (normalize pre-tag with W+/W-  
asymmetry, extrapol. b-tag prob from 2-jet-bin) fake lep. 
(loose/tight matrix method), single top, dibosons (from sim.)

• 1 isol. (e,μ), symmetric ET and mTW 
cuts, ≥ 4 central jets,  ≥1 b-tag

∫Ldt =  4.7 fb-1 (2011)

• Combine (e,μ)+jets channels with minimal 
covariance estimator (BLUE) including correlations
‣ Propagate syst uncertainties through unfolding: 

modify migration matrix & acceptances, fix data

-

-

- - -

X= pT,top , mtt , |y|tt , pT,tt - - -

8 Di↵erential Cross-section Determination

The measured di↵erential cross-sections are corrected for the e�ciency to pass the event selection, for
the detector resolution, and to account for the branching ratio for the tt̄ ! `+jets channel. To facilitate
the comparison to theoretical predictions, the cross-section measurements are defined with respect to
the top quarks before the decay (parton level), with kinematics of the top quarks modified by the QCD
radiation.

The e�ciency (✏ j) to pass the selection criteria in bin j for each variable is evaluated as the ratio of
the parton-level spectra before and after implementing the event selection at the reconstruction level. The
e�ciencies are displayed in Figure 5 and are typically in the 3–5% range. The decrease in the e�ciencies
at high values of pt

T, mtt̄, and ptt̄
T is primarily due to the increasingly large fraction of non-isolated leptons

and merged jets in events with high top-quark transverse momentum. There is also a decrease in the
e�ciency at high ytt̄ due to jets and leptons falling outside of the fiducial pseudorapidity range.

The influence of detector resolution is corrected through a process referred to as unfolding. The
measured distributions in the electron and muon channels are unfolded separately by a regularized in-
version of the migration matrix (symbolized byM�1) described in Section 8.1 and then the channels are
combined as described in Section 8.2. The formula used to extract the cross-section in each bin is:

d�
dX j
⌘ 1
�X j
·

P
i
M�1

ji [Di � Bi]

BR · L · ✏ j
, (5)

where �X j is the bin width, Di (Bi) are the data (expected background) yields in each bin of the recon-
structed variable, L is the integrated luminosity of the data sample, ✏ j is the event selection e�ciency,
and BR = 0.438 [47] is the branching ratio of tt̄ ! `+jets.

The normalized cross-section 1/� d�/dX j is computed by dividing by the measured total cross-
section, evaluated by integrating over all bins. The final results are presented as normalized di↵erential
cross-sections to focus the comparisons with theory on the shape di↵erences between data and prediction.
The normalized distributions also have reduced systematic uncertainties.

8.1 Unfolding Procedure

The binning for each of the distributions is determined based on the experimental resolution of the
kinematic variables, and then optimized to minimize the uncertainty on the final result. Typical values of
the fractional resolution for pt

T and mtt̄ are 25% and 15% respectively, while the fractional resolution for
ptt̄

T improves as a function of ptt̄
T and is 40% at 100 GeV. For ytt̄, the absolute resolution varies from 0.25

to 0.35, from central to forward rapidities.
The e↵ect of detector resolution is taken into account by constructing the migration matrices shown

in Figures 6 and 7. This is done with the tt̄ signal simulation, relating the variables of interest at the
reconstructed and parton levels. Each column of the matrix is normalized by the number of truth events
in that bin. The probability for truth events to remain in the same bin is therefore shown on the diagonal,
and the o↵-diagonal elements represent the fraction of truth events which migrate into other bins. The
fraction of events in the diagonal bins is always greater than 50%, but significant migrations are present
in several bins.

The regularized SVD [48] method is used for the unfolding procedure. A regularized unfolding
technique is chosen in order to prevent large statistical fluctuations which can be introduced when directly
inverting the migration matrix.

To ensure that the results are not biased by the MC used for unfolding, the parton-level spectra in MC
are altered by changing their slopes, and it is confirmed that these altered shapes are indeed recovered by
the unfolding based on the nominal migration matrices.
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• Data show sensitivity to PDF with 
some preference for HeraPDF

 Compare with MC, NLO & approx NNLO

• pT,top spectrum is softer than most 
predictions for pT,top >200 GeV

 Compare with different PDF sets

∫Ldt =  4.7 fb-1 (2011)Differential dσtt/dX:  l+jets √s = 7 TeV-

• Syst dominated:<7% for ytt,,10-20% pT,tt, 2% to 11% for pT,top, 3% to 6% mtt,  - - -

 1/σtt dσtt/dpT,top--

 1/σtt dσtt/dmtt- - -

arXiv:1407.0371 Submitted to Phys. Rev. D.

NEW!
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Fiducial definition in l+jets 
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Emiss
T > 30 GeV & mT(W ) > 35 GeV

One or more b-jets
Three or more jets with pT >25 GeV & |⌘| < 2.5

e (µ) with pT > 25 GeV & |⌘| < 2.5

No additional e (µ) with pT > 15 GeV & |⌘| < 2.5

No µ (e) with pT > 15 GeV & |⌘| < 2.5

No jet-jet pair with �R < 0.5

No jet-electron or jet-muon pair with �R < 0.4

Table 3. Fiducial-volume definition for the electron (muon) channel of the tt̄+ jets cross-section
measurement with the jet p

T

threshold of 25 GeV. These conditions were applied on reconstruction-
level and particle-level objects, with the exception of the electron where a veto on the ⌘-region
corresponding to the barrel-endcap transition region was applied on the reconstruction level (as
described in section 3.1), but not included in the fiducial-volume definition. The jet p

T

threshold
in the jet multiplicity distributions was increased to 40, 60 and 80 GeV, for the corresponding
cross-section measurements.

Leading jet with pT > 50 GeV & |⌘| < 2.5

2nd leading jet with pT > 35 GeV & |⌘| < 2.5

Table 4. Additional fiducial-volume requirements implemented for the tt̄ cross-section with respect
to the jet p

T

. These requirements were made in addition to those given in table 3 and were applied
to the electron and the muon channel.

7.2 Correction procedure

The reconstructed jet multiplicity and momentum spectra were corrected to particle-level
spectra, within the selected kinematic range defined in table 3 and 4. The kinematic
range of the measurement was chosen to be the same for particle-level and reconstruction-
level objects. However, due to limited efficiencies and detector resolutions, differences
between reconstructed and particle-level distributions exist and were corrected for. Jet
related resolutions and efficiencies that potentially lead to migration effects and bin-to-bin
correlations were taken into account within an iterative Bayesian unfolding [66].

The reconstructed jet multiplicity measurements were corrected according to

N i

part

= f i

part!reco

·
X

j

Mpart,i

reco,j

· f j

reco!part

· f j

accpt

· (N j

reco

�N j

bgnd

) (7.1)

where N i

part

is the total number of fully corrected events, i indicates the particle-jet multi-
plicity and f i

part!reco

is an efficiency factor to correct for events that fulfil the jet multiplicity
requirement at particle-level but not at reconstruction level.

N j

reco

is the total number of reconstructed events in data, N j

bgnd

is the background
contribution discussed in section 3.3 and j indicates the reconstructed jet multiplicity. The
factor f j

accpt

corrects for all non-jet related efficiencies, such as those stemming from b-
tagging, trigger and lepton-reconstruction efficiencies. It is defined as the ratio of the
number of reconstructed jets, where the denominator includes the complete reconstruction-
level event selection and the numerator is defined with particle-level objects for all terms
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Details of corrections for dσtt/dN,jets  
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Pass Reco, 
Pass PL

Pass Reco, 
Fail PL

Fail Reco
Pass PL

Fail Reco, 
Fail PL

Reco

Particle level: to correct to

1) correct for all non jet related efficiencies: 
b-tagging, trigger, lepton reconstruction

f jaccpt = Nev(pass non jet-particle sel & 
jet reco sel)/ Nev(pass full reco sel)

i= bin of jet multiplicityafter jet acceptance effects

2) correct for events that pass reco 
requirements, but fail particle level ones

3) correct for migrations (resolution effects) for events 
that pass both reco and particle level requirements

Emiss
T > 30 GeV & mT(W ) > 35 GeV

One or more b-jets
Three or more jets with pT >25 GeV & |⌘| < 2.5

e (µ) with pT > 25 GeV & |⌘| < 2.5

No additional e (µ) with pT > 15 GeV & |⌘| < 2.5

No µ (e) with pT > 15 GeV & |⌘| < 2.5

No jet-jet pair with �R < 0.5

No jet-electron or jet-muon pair with �R < 0.4

Table 3. Fiducial-volume definition for the electron (muon) channel of the tt̄+ jets cross-section
measurement with the jet p

T

threshold of 25 GeV. These conditions were applied on reconstruction-
level and particle-level objects, with the exception of the electron where a veto on the ⌘-region
corresponding to the barrel-endcap transition region was applied on the reconstruction level (as
described in section 3.1), but not included in the fiducial-volume definition. The jet p

T

threshold
in the jet multiplicity distributions was increased to 40, 60 and 80 GeV, for the corresponding
cross-section measurements.

Leading jet with pT > 50 GeV & |⌘| < 2.5

2nd leading jet with pT > 35 GeV & |⌘| < 2.5

Table 4. Additional fiducial-volume requirements implemented for the tt̄ cross-section with respect
to the jet p

T

. These requirements were made in addition to those given in table 3 and were applied
to the electron and the muon channel.

7.2 Correction procedure

The reconstructed jet multiplicity and momentum spectra were corrected to particle-level
spectra, within the selected kinematic range defined in table 3 and 4. The kinematic
range of the measurement was chosen to be the same for particle-level and reconstruction-
level objects. However, due to limited efficiencies and detector resolutions, differences
between reconstructed and particle-level distributions exist and were corrected for. Jet
related resolutions and efficiencies that potentially lead to migration effects and bin-to-bin
correlations were taken into account within an iterative Bayesian unfolding [66].

The reconstructed jet multiplicity measurements were corrected according to

N i

part

= f i

part!reco

·
X

j

Mpart,i

reco,j

· f j

reco!part

· f j

accpt

· (N j

reco

�N j

bgnd

) (7.1)

where N i

part

is the total number of fully corrected events, i indicates the particle-jet multi-
plicity and f i

part!reco

is an efficiency factor to correct for events that fulfil the jet multiplicity
requirement at particle-level but not at reconstruction level.

N j

reco

is the total number of reconstructed events in data, N j

bgnd

is the background
contribution discussed in section 3.3 and j indicates the reconstructed jet multiplicity. The
factor f j

accpt

corrects for all non-jet related efficiencies, such as those stemming from b-
tagging, trigger and lepton-reconstruction efficiencies. It is defined as the ratio of the
number of reconstructed jets, where the denominator includes the complete reconstruction-
level event selection and the numerator is defined with particle-level objects for all terms
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2) correct for events that fail reco requirements, but 
pass particle level ones
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Pass Reco, 
Pass PL

Pass Reco, 
Fail PL

Fail Reco
Pass PL

Fail Reco, 
Fail PL

Reco

Particle level: to correct to

1) correct for all non jet related efficiencies: 
b-tagging, trigger, lepton reconstruction

i= bin of jet pT  

2) correct for events that pass reco requirements, 
but fail particle level ones

3) correct for migrations (resolution effects) for events 
that pass both reco and particle level requirements with 

jets having the same order

match reco to particle jet 
within ΔR=0.35

N(jets matching jet i)/
N(matched jets)

2) correct for events that fail reco requirements, but 
pass particle level ones

Iterative Technique
(NIMA362 (1995) 487)

other than the jet multiplicity. The reconstructed jet multiplicity of the numerator of f j

accpt

is defined using the same jet-electron overlap removal algorithm as described in section 3.1,
with the exception of the electron object where the particle-level electron from the W boson
decay was used instead.

The factor f j

reco!part

is a correction for events passing the jet multiplicity requirement at
the reconstruction level, but not at the particle level. Mpart,i

reco,j

is a response matrix applied
iteratively as part of Bayesian unfolding. The correction factor f j

reco!part

and the matrix
Mpart,i

reco,j

are defined for the reconstructed jet multiplicity after the correction for all non-jet
acceptance effects. They were calculated using the reconstructed jet multiplicity, within
the particle-level acceptance as defined in table 3.

The corrected spectra were found to converge after four iterations of the Bayesian
unfolding algorithm. The resulting jet multiplicity for all events that passed particle-level
lepton and b-tagging requirements was used for one axis of Mpart,i

reco,j

, and the f j

accpt

numerator.
The f i

part!reco

factor was derived from the tt̄ MC sample, in a similar fashion as f j

reco!part

.
The correction factors are shown as a function of jet multiplicity (for pT > 25) in

figure 4. In the electron (muon) channel, f j

accpt

is around 1.9 (1.6) and rises with increasing
jet multiplicity by about 40% (20%) in the eight-jet inclusive bin. Higher values of f j

accpt

in
the electron channel arise from the electron identification efficiency being lower than that
of the muon identification. The electron channel f j

accpt

also includes an interpolation across
the ⌘ regions of the calorimeter barrel-endcap transition. These ⌘ regions were excluded in
the reconstructed electron selection, but not from the definition of the fiducial cross-section.
The factors f j

accpt

for the pT thresholds of 40–80 GeV are significantly less dependent on
the number of jets, as shown in appendix B.

All other correction factors are approximately the same for the electron and muon
channel and close to unity for jet multiplicities larger than four. Events with three or four
jets are affected by migrations into or out of the fiducial volume, which is visible in the
distributions of f j

reco!part

and f i

part!reco

.
The transverse momentum distribution of each of the pT-ordered jets was corrected in a

similar manner as the jet multiplicity measurements. Jet pT migrations were separated into
migrations between jet pT-ordering and migrations for the same pT-ordering. Reconstructed
jets were matched with jets of stable particles within �R < 0.35. Then a bin-by-bin
correction (f j

misassign) was defined as the ratio of the number of events with matching pT-
ordering over all matched jets. The pT distribution for each jet was then corrected according
to

N i

part

= f i

part!reco

·
X

j

Mpart,i

reco,j

· f j
misassign · f j

reco!part

· f j
accpt

· (N j

reco

�N j

bgnd

) (7.2)

where the correction terms Mpart,i

reco,j

, f j
misassign, f

j

reco!part

, f j

accpt

and N j

bgnd

are functions of the
reconstructed jet pT, f i

part!reco

and Mpart,i

reco,j

are functions of the particle-jet pT, and j (i)
indicates the bin of reconstructed (particle) jet pT distribution. Correction factors were
derived and applied individually to the pT distributions of the leading, 2nd, 3rd and 4th

jets. As demonstrated in figure 5, for jet pT above 100 GeV no correction for missing

– 20 –3) correct for migrations between different jet pT -ordering

Details of corrections for dσtt/dpT,jets  http://arxiv.org/abs/1407.0891, 
submitted to JHEP

f jaccpt = Nev(pass non jet-particle sel & 
jet reco sel)/ Nev(pass full reco sel)
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Masses of known fundamental particlesWhy Top (quark)?

45

Most massive known constituent of matter

MTop~ M Gold Atom

Strong, EWK production and 
decay rate test standard model

 Various scenarios with direct/indirect 
coupling to new physics: from

 extra dimensions to new strong forces

Background to Higgs  and 
possible new physics (SUSY,..)

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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W+To access the spin of the intermediate 
resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.
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* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

Top2012 -  Keith Ellis, Winchester, September 2012 

Why top now?

Top is unstudied

Tevatron studies of the top quark have limited statistical 
precision.

Top is special

1/mt       <    1/Γt    <    1/Λ           <     mt/Λ2                                      
Production time <    Lifetime     <  Hadronization time   <  Spin decorrelation time

Top quark may play a special role in Electroweak 
symmetry breaking and other BSM physics.

Top is ubiquitous. 

Top cross section is large at LHC because of large gluon 
flux

Top-related processes are significant backgrounds for new  
physics.

2

Friday, September 21, 2012

GFitter, Eur. Phys. J. C 72, 2205 (2012) 
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ment again demonstrates the impressive consistency of the
SM.

Following the approach in [6] we extract from the elec-
troweak fit the S,T ,U parameters [35, 36] describing the
difference between the oblique vacuum corrections as de-
termined from the experimental data and the corrections
expected in a reference SM (SMref defined by fixing mt

and MH ). After the recent discovery, we change our def-
inition of the reference SM for the S,T ,U calculation to
MH,ref = 126 GeV and mt,ref = 173 GeV. With these we
find

S = 0.03 ± 0.10, T = 0.05 ± 0.12, U = 0.03 ± 0.10,

(5)

Fig. 4 Contours of 68 % and 95 % CL obtained from scans of fixed
MW and mt . The blue (gray) areas illustrate the fit results when includ-
ing (excluding) the new MH measurements. The direct measurements
of MW and mt are always excluded in the fit. The vertical and horizon-
tal bands (green) indicate the 1σ regions of the direct measurements
(Color figure online)

with correlation coefficients of +0.89 between S and T , and
−0.54 (−0.83) between S and U (T and U ). Fixing U = 0
we obtain S|U=0 = 0.05 ± 0.09 and T |U=0 = 0.08 ± 0.07
with a correlation coefficient of +0.91. Figure 5 shows the
68 %, 95 % and 99 % CL allowed regions in the (S,T ) plane
for freely varying U (left) and the constraints found when
fixing U = 0 (right). For illustration also the SM prediction
is shown. The MH measurement reduces the allowed SM
area from the gray sickle, defined by letting MH float within
the indicated range, to the narrow black strip.

4 Conclusion

Assuming the newly discovered particle at ∼126 GeV to be
the Standard Model (SM) Higgs boson, all fundamental pa-
rameters of the SM are known. It allows, for the first time, to
overconstrain the SM at the electroweak scale and to evalu-
ate its validity. The global fit to all the electroweak precision
data and the measured Higgs mass results in a goodness-of-
fit p-value of 0.07. Only a fraction of the contribution to the
“incompatibility” stems from the Higgs mass, which agrees
at the 1.3σ level with the fit prediction. The largest devi-
ation between the best fit result and the data is introduced
by the known tension between A0,b

FB from LEP and Aℓ from
SLD, predicting, respectively, a larger (by 2.5σ ) and smaller
(1.9σ ) Higgs mass, and by R0

b for which an improved cal-
culation increased the deviation from the measurement from
previously −0.8σ to −2.4σ .

The knowledge of the Higgs mass dramatically improves
the SM predictions of several key observables. The un-
certainties in the predictions of the W mass, sin2 θℓ

eff, and
the top mass decreases from 28 to 11 MeV, 2.3 · 10−5 to
1.0 · 10−5, and from 6.2 to 2.5 GeV, respectively. The im-
proved accuracy sets a benchmark for direct measurements,

Fig. 5 Experimental constraints on the S and T parameters with re-
spect to the SM reference (MH,ref = 126 GeV and mt,ref = 173 GeV).
Shown are the 68 %, 95 % and 99 % CL allowed regions, where the

third parameter U is left unconstrained (orange, left) or fixed to 0 (blue,
right). The prediction in the SM is given by the black (gray) area when
including (excluding) the new MH measurements (Color figure online)

Large Yukawa coupling in SM: Yt  >0.9
 Mtop~ electroweak symmetry breaking scale 
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S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

46

 LHC  : a Top producer

2012
   peak lumi: 7.7⋅1033 cm-2 s-1

   ∫Ldt ~22 fb-1 /exp•peak instantaneous 
luminosity:2.1⋅1032 

cm-2s-1

•delivered integrated 
luminosity~50 pb-1

 2010

design: ECM=14TeV , lumi 1034cm-2 s-1  
(~30 times Tevatron pp collider )

Ecm =8 TeVEcm=7 TeV

-
peak lumi  2⋅1033 cm-2 s-1  
∫Ldt ~5.6 fb-1 /exp

counter-rotating high intensity proton bunches colliding at center of mass 
energy (Ecm or √s ) = 7 TeV in 27 Km tunnel 

S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

Nevents(Δt)= ∫Ldt * cross section

Ecm(Tevatron)= 1.96 TeV

2011 Ecm =7 TeV

RUN1

RUN2 (start)
Ecm =13 TeV at start 
(14 to be decided later)

2015

 peak lumi: 1.6⋅1034 cm-2 s-1 ± 20%
   ∫Ldt ~40-45 fb-1 /exp per year
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Differential Jet activity:   dilepton √s = 7 TeV

47

∫Ldt =  2.05 fb-1 (2011) 

• Bkg(<6%): single top (Wt) Z
+jets, diboson (from simul.), 
data-driven fake leptons 
(loose/tight matrix method)  

• Require 2 opposite sign leptons, 
≧ 2 b-tag jets

• veto low M(ℓℓ)  (<15 GeV)
• ee,μμ: high ETmiss cut & M(ℓℓ)≠mZ, 

eμ: high HT =∑jets,lepts pT  >130 GeV  

• Derive: fraction of selected Nev with 
‣no additional (to 2 b-tag) jet with pT > Q0:  f(Q0 )
‣∑additional jets pT  < Qsum in given y interval: f(Qsum)

• f(Q0 ) [ f(Qsum ) ] is sensitive to the leading [all] pT 
emission[s]

Page 4 of 24 Eur. Phys. J. C (2012) 72:2043

Table 1 Selection requirements applied to the three analysis channels

Selection Channel

ee µµ eµ

Electrons 2 with ET > 25 GeV,
|η| < 2.47

– 1 with ET > 25 GeV,
|η| < 2.47

Muons – 2 with pT > 20 GeV,
|η| < 2.5

1 with pT > 20 GeV,
|η| < 2.5

Emiss
T >40 GeV >40 GeV –

HT – – >130 GeV

mℓℓ >15 GeV,
|mℓℓ − 91 GeV| > 10 GeV

>15 GeV,
|mℓℓ − 91 GeV| > 10 GeV

–

b-tagged jets At least 2 with pT > 25 GeV, |y| < 2.4, ∆R(j,ℓ) > 0.4

Fig. 1 The distribution of (a) lepton pT and (b) b-tagged jet pT for the
selected events compared to the MC@NLO simulation of t t̄ events.
The data is shown as closed (black) circles with the statistical un-

certainty. The MC@NLO prediction is normalised to the data and is
shown as a solid (red) line. The overflow events at high pT are added
into the final bin of each histogram (Color figure online)

The gap fraction in each rapidity interval is computed us-
ing the additional jets in the event. To suppress jets from
overlapping proton–proton collisions, the additional jets are
required to be fully contained within the inner detector ac-
ceptance (|y| < 2.1) and the jet vertex fraction (JVF) al-
gorithm is used to identify jets from the primary interac-
tion. After associating tracks to jets (∆R(jet, track) < 0.4),
the JVF is defined as the scalar summed transverse mo-
mentum of associated tracks from the primary vertex di-
vided by the summed transverse momentum of associated
tracks from all vertices. Each additional jet is required to
satisfy JVF > 0.75. The transverse momentum and rapidity
distributions for the highest-pT additional jet in the region
|y| < 2.1 is shown in Fig. 2. Reasonable agreement is seen
between the data and the MC@NLO t t̄ simulation.

6 Correction for detector effects

The data are corrected for detector effects to produce results
at the particle level. The particle level t t̄ events are defined in
each channel using the same event selection criteria applied
to the reconstructed data, as presented in Table 1. Final state
stable particles are defined as those that have a mean lifetime
cτ > 10 mm. Electrons are required to have ET > 25 GeV
and |η| < 2.47, whereas muons are required to have pT >

20 GeV and |η| < 2.5.3 Jets are reconstructed using the anti-
kt algorithm with R = 0.4, using all stable particles except
muons and neutrinos, and are required to have pT > 25 GeV
and |y| < 2.4. Jets originating from b-quarks are defined as

3Changing the muon selection criteria to match the electron fiducial
region (pT > 25 GeV and |η| < 2.47) was observed to have a negligible
impact on the gap fraction.

Eur. Phys. J. C (2012) 72:2043 Page 5 of 24

Fig. 2 Distribution of (a) leading additional jet pT and (b) leading ad-
ditional jet rapidity in the selected events compared to the MC@NLO
simulation of t t̄ events. The data is shown as closed (black) circles with
the statistical uncertainty. The MC@NLO prediction is normalised to
the data and is shown as a solid (red) line. In the pT distribution, the

overflow events at high pT are added into the final bin of the histogram.
In the rapidity distribution, variable bin sizes are used such that the bin
edges match the rapidity intervals used to construct the gap fractions
(Color figure online)

any jet that is within ∆R < 0.3 of a B-hadron, where the
B-hadrons are required to have pT > 5 GeV. HT is defined
as the scalar sum of jet and lepton transverse momenta and
Emiss

T is defined using all final state neutrinos.
The correction factor, C, for the gap fraction at a specific

value of x = Q0 or Qsum, is defined as

C(x) = f truth(x)

f reco(x)
, (5)

where f reco(x) is the reconstructed gap fraction and f truth(x)

is the particle level gap fraction. The use of simple correc-
tion factors is justified because the purity of the selected
events is greater than 70 % for each value of Q0 or Qsum.
The purity of the selected events is defined as the number
of events that pass the event selection at both the recon-
structed and particle level, divided by the number of events
that pass the event selection at reconstructed level, using the
MC@NLO simulation of t t̄ events.

The MC@NLO simulation is also used to derive the
baseline correction factors used in this measurement. These
correction factors depend on the rapidity interval used to
veto jet activity, with corrections of 2 %–5 % for Q0 =
25 GeV that decrease with increasing Q0. The systematic
uncertainties on these correction factors due to physics and
detector modelling are discussed in Sect. 7.

7 Systematic uncertainties

Uncertainties related to the inclusive t t̄ event selection were
found to cancel in the gap fraction and are neglected in the

final systematic uncertainty. These include the uncertainties
on the lepton momentum scale, momentum resolution and
reconstruction efficiency, the b-jet energy scale, the trigger
efficiency for each analysis channel and the integrated lu-
minosity. The dominant sources of systematic uncertainty
are those that directly affect the additional jets. These non-
negligible sources of uncertainty are discussed in this sec-
tion and a summary is presented in Fig. 3.

The experimental aspects that affect the additional jets
are the jet energy scale (JES), the jet energy resolution
(JER), the jet reconstruction efficiency and the JVF selec-
tion requirement. The uncertainty on the gap fraction due to
the JES is estimated by rescaling the jet energies in the simu-
lation by the known uncertainty [42]. The uncertainty on the
JES includes the impact of soft energy added to jets from
multiple proton–proton interactions. The uncertainty on the
gap fraction due to jet reconstruction efficiency [42] and the
jet energy resolution is estimated by varying each of these in
the simulation within the allowed uncertainties determined
from data. The relative uncertainty on the gap fraction due
to the JES and JER uncertainties is 3.5 % or less if jets are
vetoed in the full rapidity interval (|y| < 2.1), and 1.5 %
or less if jets are vetoed in the smaller sub-intervals (e.g.
|y| < 0.8). The uncertainty from the jet reconstruction ef-
ficiency is found to be negligible compared to the JES and
JER uncertainties for all four rapidity intervals.

The bias due to the JVF selection efficiency is estimated
by performing the full analysis (selection plus correction for
detector effects) with a relaxed requirement of JVF > 0.1.
The relative difference between the results obtained with the

Eur. Phys. J. C72 (2012) 2043

shape
comparison 

shape
comparison 

Not subtracted, 
but included in 
syst.

t

νν

l+

W 
+

b

tW 
–

b

q

q'ν-
ℓ-

lepton pT

leading additional jet  pT

mailto:francesco.spano@cern.ch
mailto:francesco.spano@cern.ch
http://link.springer.com/article/10.1140%2Fepjc%2Fs10052-012-2043-9
http://link.springer.com/article/10.1140%2Fepjc%2Fs10052-012-2043-9

