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Cloud for the first LHC running period
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First Running Period (Run |I) = March 2010 to Jan 2013
Change Computing Model = Summer 2011
Long Shut Down (LS1) = 14 Feb 2013 to Jan 2015

ATLAS Computing Model (ACM) Availability & Reliability Analysis and Production Jobs
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Facilities:
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» End-user private analysis facility (Tier-3). » -t :

Old ACM: Current ACM.: B PIC - 40.91% (9,505,433)

It was hierarchical, where Selected Tier-2s are = " O IFIC-LCG2 — 23.14% (5,376,715)

tier-2s/3s only received data connected with other Tier-1 , : ., B IFAE - 13.04% (3,028,486)
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from the corresponding directly (T2D). eAvaiIabiIity and reliability of the Iberian Cloud for the Run I. @ NCG-INGRID-PT - 8.04% (1,876,592)

Tier-1. Both have always been, on average, inside the interval B UAM-LCG2 - 7.13% (1,655,608)

Tier-0 90-100%. Availability & Reliability B LIP-COIMBRA — 4.01% (931,066)

SN 100% B LIP-LISBON — 3.74% (868,573)

COMPLETED JOBS (analysis + production):

Jiiiits

around 90-

HAMMER CLOUD (HC) TESTS: fotal 25,255,472 Jobs
Sites are tested with typical analysis and MC production jobs. PROCESSED EVENTS:
Problematic sites are identified online and automatically IO IFIC-LCG2 (45,157)

blacklisted. Last year Iberian Cloud had more than 90% uoooo & [l PIC (39,261)
availability according to HC. poso |l NCG-INGRID-PT (32,002)

Some advantages about the new ACM are:
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on Tier-1 sites.
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* T2D can directly exchange data with any Tier-1 and other Good connectivity implies: five Tier-2s tagged as T2D: .

Tier-2. Direct transfers from/to Tier-0 and all ATLAS Tier-1s.
Direct transfers to Tier-2 from different clouds.

FOR DATA MANAGEMENT: Process data from many Tier-1s.

% dqg2 (Don Quijote 2): to download and obtain The installed capacities at the Iberian Cloud sites and
information about data and to register files on GRID. ES-PIC (Tierl) their corresponding pledges are summarized in this

* AMI (ATLAS Metadata Interface): web page to monitor - (- PIC (Barcelona) table. Currently, the hardware provided by the sites is
datasets, releases, number of events... roughly the pledges.

% DaTRi (Data Transfer Request): end-user dataset ES-ATLAS-T2 , CPU (HEP-SPECO06) DISK (TB)

- : . . (T2 Federation) PT-LIP-LCG-Tier2 Federation

subscription service. Typical Analysis Work-Flow Pledges 2013 Current |Pledges 2013 Current
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The evolution of the pledges in CPU, Disk and Tape for the

FOR GRID JOBS: {?’ AN Iberian Cloud Tier-1 and Tier-2 is shown in the following

*»» ganga (Gaudi/Athena and Grid Alliance): job definition At the moment, } “EELA-UTFSM (Chile) tables:

management tool for local, batch system and the GRID. LIP_LISBON no 01 and

[ ] . o
4 CIl ( roauction alld D|St| |bUted A“aIyS'S) a“alyS'S o- ‘ \_/alencia. not included in this poster CPU (“EP'SPECOG) 9145 11774 1320C

DISK (TB) 1043 1292 1377 1785 | 1683 2397
+ pathena (Panda Athena): client tool to submit user- ° Y V' TAPE (TB) 681 1568 1836 2193 | 2244 3774

defined jobs to distributed analysis systems. . lberian Cloud's Tier-2| 2010 2011 2012 2013 | 2014 2015

¢ prun (Panda Run): panda-client software to submit . CPU (HEP-SPECO06) 13508 17100 16500 21200 | 23800 26100
general jobs to panda. : DISK (TB) 1307 2100 2570 2470 = 3020 3250

¢ pbook (Panda Bookkeeping): bookkeeping application.

TRANSFER THROUGHPUT:

SPACE TOKENS: During the Run |, the transfer throughput lberian ATLAS Cloud plans during LS1:
In ATLAS, the storage is organized using SRM Space Tokens, ' .
reached 550 MB/s in September 2012 M Deployment of the FAX federation:

which are controlled through the ATLAS Distributed Data - ATLAS to Iberian Cloud

Management (DDM) SYStem and they are associated to a |'D:ti|:ZtEio: IFIC-LCG2 @ LIP-COIMBRA @ LIP-LISBON @ NCG-INGRID-PT @ PIC ) UAM-LCG2 | FAX (F.Ederated ATLAS XrOOtd) will be US.Ed tO data access
| o via a single entrance (using Xrootd's redirection tech), to

path to a GRID Storage Element. . . .
read a dataset directly from WAN, to bring data to local Tier
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3 Xrootd disk (storage cache) and to Users sharing non-DDM
data between sites.
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200 2 B CALIBDISK DATA TRANSFER VOLUME: nit coun.ts and references (pointers) to thg events at each
processing stage (RAW, ESD, AOD, NTUP) in all permanent

les on storage. The main motivations for this new project
were that EventTAG was designed and developed long time
ago and the implementation in Oracle is an intensive labour

0 0 (TBytes) The data is transferred over the tiers after the reprocessing

IBERIAN CLOUD Tier-1 AND Tier-2s: and after the ATLAS official production.

The following graph shows the number of bytes processed
during the Run I:

B PIC - 40.08% (14,532,767 GB) the R d and expensive. For that reason database technologies based
[ IFIC-LCG2 — 35.14% (12,740,471 GB) B PIC — 47% (9339.497 TB) . on NoSQL seem well adapted to this type of application.
B IFAE - 13.03% (4,724,088 GB) IFIC-LCG2 — 17% (3435.064 TB) , ,

M Operation of the data reduction framework:

UAM-LCG2 - 5.44% (1,972,627 GB) W IFAE - 16% (3150.623 T8) Requirements: to develop a simple mechanism to control

B LIP-COIMBRA —2.64% (955,582 GB) [ UAM-LCG2 — 9% (1690.460 TB . .
12,740,470 B NCG-INGRID-PT— 2.36% (855,760 GB) o ) the addition of “user data” to the new persistent format, to
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B LIP-COIMBRA — 5% (925.598 TB) prepare the repository and operational procedures for

B LIP-LISBON — 1.32% (476,967 GB) B NCG-INGRID-PT — 3% (634.874 TB) collection and operation of reduction-framework tools and
Total: 36,258,261 GB Total: 19,837.7 TB B LIP-LISBON — 3% (661.595 TB) to prepare the reduction framework for inclusion of “smart
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