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ABSTRACT

We present the current estimate of instrumental and sysieeféect uncertainties for thelanckLow Frequency Instrument relevant to the first
release of th@lanckcosmological results. We give an overview of the mdfe&s and of the tools and methods applied to assess residuzps
and power spectra. We also present an overall budget of ksgatematic ffect uncertainties, which are dominated sidelobe stratypgtk-up
and imperfect calibration. However, even these tifeas are at least two orders of magnitude weaker than theicasitrowave background
(CMB) fluctuations as measured in terms of the angular teatper power spectrum. A residual signal above the noisé isy@esent in the
multipole rangef < 20, most notably at 30 GHz, and is likely caused by residuda&ia straylight contamination. Current analysis aims to
further reduce the level of spurious signals in the data arnichprove the systematidfects modelling, in particular with respect to straylightian
calibration uncertainties.

Key words. cosmology: cosmic background radiation; cosmology: olz&ms; methods: data analysis
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421 Thermalffects . ... ... ....... 12 Optical dfects arise mainly from Galactic and CMB dipole
4.2.2 Biasfluctuations ... ......... 13 pick-up caused by primary and secondary mirror spillovers
423 1-Hzspikes . ... ... ... ..... 14 (Tauber et al. 2020Sandri et al. 2010 This is relevant espe-
4.3 Assessment offects dependentonthe sky . .14 cially for polarisation measurements at 30 GHz, where Gialac
4.3.1 Farsidelobes . . ... ... ...... 14 emissions are stronger.
4.3.2 ADCnon-linearity . . . ... ...... 16 In this paper we provide a preliminary overview of the instru
4.3.3 Imperfect photometric calibration . . . 17 ment systematicfects and the uncertainties they cause on CMB
4.4 Pointing uncertainties . . . .. ... ... ... 18 temperature maps and power spectra (see 3pdth Sect.3 we
4.5 Propagation of systematic uncertainties through  outline and discuss the known instrumentfieets, separating
componentseparation . . . ... ... ... .. 18 them into two broad categories: (iffects that do not depend on
4.6 Gaussianity statistical tests . . . . . . ... .. 19 the sky signal and impact the radiometric measurements as an
additive spurious fluctuation or a gain variation, and (iteets
5 Conclusions 20 that do depend on the sky signal, i.e., on its amplitudgand
) . on the scanned sky region. Some of thefeats are removed in
A Theory of the ADC non-linearity effect 21 the data processing pipeline according to algorithms dteetr
) in Planck Collaboration 1{2014). The assessment of the resid-
B ADC error before and after correction 22 yal uncertainty, discussed in Seét.was performed according
to two different strategies. Null tests were the primary tool to
1. Introduction check for systematicfiect residuals exceeding the white noise

level. We also assessed their impact on radiometric tineasts,

This paper, one of a set associated with the 2013 releaseaf dsven if below the white noise limit, by exploiting in-flighbhse-
from the Planck’ mission Planck Collaboration | 2004 de- keeping and scientific data.
scribes thePlanckLFI instrument systematicfiects and their Some of the flects discussed in this paper are also rel-
related uncertainties in CMB temperature maps and power spgvant for calibration, and are discussed in detailPilanck
tra. Systematic féects in PlanckHFI data are discussed inCollaboration \(2014. In this case we provide here only a brief
Planck Collaboration VI(2014 and Planck Collaboration X discussion of the most relevant points and results, defgio
(2014. the dedicated paper any further details.

The LFI implements a pseudo-correlatioffdiential design Throughout this paper we follow the naming conven-
similar to WMAP (Jarosik et al. 2003B) to suppress/f am-  tion described in Appendix A oMennella et al.(2010 and

pllfler gain and noise fluctuati0n§ei‘fert et al. 2002Mennella also available on-line on the Exp|anat0ry Supp|emmmck
et al. 2003 Bersanelli et al. 200as well as correlatedfects Collaboration 2018

from thermal and electrical variationffacting both the sky sig-

nal and reference loads. The reference signal is providesteby

ble 4.5 K blackbodies thermally and mechanically connetted2. Summary of uncertainties due to systematic

the external structure of the High Frequency InstrumentYHF  ottects

4K box (Valenziano et al. 20QQ.amarre et al. 2010 The dfset

between the sky and reference signals, of the order of 1—2IK this section we provide a top-level overview of the unaiert

is balanced in software during data processing on the groumss due to systematicfects in thePlanckLFI CMB temper-

(Mennella et al. 2003 acchei et al. 2011 The diferenced time ature maps and power spectra. Tablprovides a list of these

streams are characterised bif hoise knee frequencies in theeffects, with short descriptions of their cause, strategiethtr

range 10—100 mH2ennella et al. 201,@®011), leaving resid- removal and references to sections/angapers where more in-

ual correlated low-frequency fluctuations in gain and sigina formation can be found. This section also provides a summary

are removed during calibration and map-making. of the main results of our analysis, as detailed in Séand
The LFI is also an excellent polarimeter, with very low syseorresponding subsections.

tematic défects. Depolarisation by the optics and by imperfec- The impact of 1f noise has been assessed using “half-ring”

tions in the orthomode transducers, separating the ortraigonoise maps (see Seét.1.2 normalized to the white noise esti-

linear polarisations, has been accurately measured omahed mate at each pixel obtained from the white noise covariarece m

and is almost negligibld_gahy et al. 201 trix, so that a perfectly white noise map would be Gaussiah an
Asymmetrical bandpass response in the two radiometerddstropic with unit variance. Deviations from unity tradetcon-

the main source of — (Q,U) leakage in the foreground-tribution of residual 1f noise in the final maps, which ranges

dominated sky regions, especially at low frequencies.lgh from 0.06% at 70 GHz to 2% at 30 GHz, as detailed in Sect. 12.2

accurate knowledge of the bandpass response allows usnin pof Planck Collaboration 1(2014).

ciple, to correct for this #ect during data analysis, the ground  Pixel uncertainties due to other systematfieets have been

bandpass measurements were not accurate enough to m@ifeulated on simulated maps degradebldge = 128 at 30 and

tain this residual below 1%Zpnca et al. 2000 For this rea- 44 GHz andNsjge = 256 at 70 GHz in order to approximate the

son the spurious polarisation from bandpass mismatch was @stical beam size.

timated and removed using flight data, as describeBlamck In Table2 we list the r.m.s. and the flierence between the

Collaboration 11(2014). 99% and the 1% quantiles in the pixel value distributions. Fo

simplicity we refer to this dierence as the peak-to-peak (p-p)

difference, although it neglects outliers bifeetively approxi-

mates the peak-to-peak variation of tiféeet on the map.

1 Planck (http://www.esa.int/Planck) is a project of the
European Space Agency (ESA) with instruments provided loydei-
entific consortia funded by ESA member states (in particthlarlead

countries France and Italy), with contributions from NASASA) and ~Angular power spectra have been obtained from full reso-
telescope reflectors provided by a collaboration betweehdi® a sci- lution (Nsige = 1024) systematicféect maps at each frequency
entific consortium led and funded by Denmark. using theHEALPix Anafast routine Gorski et al. 2005 We
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Table 1.List of known instrumental systemati€fects inPlanckLFI

Effect Source ControfRemoval Reference

Effects independent of sky signal

White noise correlation Phase switch imbalance ....... dBweighting ................ 3.11
Yfnoise......... RF amplifiers. . ............. Pseudoglation and destriping . ... 3.1.1
Bias fluctuations ... RF amplifiers, back-end electronicseude-correlation and destriping . ... 3.1.3
Thermal fluctuations. 4K, 20K and 300K thermal stages Catiibn, destriping . ........... 312421
1Hz spikes ....... Back-end electronics ......... Tenepfidting and removal . . . ... .. 3.14423
Effects dependent on the sky signal
Main beam ellipticity = Mainbeams................ Accoeatfor in window function ... Planck Collaboration 1\(2014)
Intermediate sidelobes  Optical response atangles.. . . . .. askig of Galaxy and point . ...... Not treated in this redeas

pickup < 5° from the main beam sources

Far sidelobes pickup.  Main and sub-reflector spillovers . d&lsidelobes removed from timelines3.2.1, 4.3.1
(not implemented in this release)

Bandpass asymmetries fRirential orthomode transducer  Spurious polarisation vaimo. . . . . . Planck Collaboration 1{2014
and receiver bandpass response

Analogue-to-digital .  Back-end analogue-to-digital ... eniplate fitting and removal . . . . . . .. 3.2.24.3.2

converter non linearity ~ converter Planck Collaboration 1{2014

Imperfect photometric ~ Sidelobe pickup, radiometer noise alibZation using the 4K reference ... 3.2.34.3.3

calibration temperature changes and other load voltagribut Planck Collaboration \(2014
non-idealities

Pointing ......... Uncertainties in pointing reconstru- egNgible impact on temperature . ... 3.3 4.4
ction, thermal changedfacting anisotropy measurements

focal plane geometry

Table 2. Summary of systematicfiects uncertainties on maps 1 and survey 2(see Sect4.1.3. The large plot in the top panel
in uKcms. shows the power spectra obtained from frequency-indepgnde
maps resulting from the weighted-average of frequency msaps
ing the weights specified in Sedt5. Spectra in the three small
plots in the lower panel, instead, show contributions ofesys
atic dfects from individual frequency maps.

30GHz 44 GHz 70 GHz

p-p ™™Ms p-p rmMs p-p rms
Bias fluctuations . . . . . 0.08 001 010 002 023 006 Ouranalysisis based on a combined assessment of known
and unknown systematidfects via simulations and null-maps.

Thermall fluctuations... 0.61 0.11 0.40 0.08 117 0.20ig \yorih underlining that somefiects could be undetected in

1-Hzspikes . ........ 087 017 0.14 0.03 0.0 0.12difference maps, although none of theffecs are likely to af-

Sidelobes pickup . . ... 18.95 453 1.92 057 6.39 1.91fect significantly the results of our analysis, as discussate-

ADC non-linearity . ... 3.87 1.01 0.89 0.19 092 0.19 tail in Sect.4.1.1 Our assessment shows that the global impact

Calibrati of systematic ffect uncertainties is at least two order of magni-
alloration .. .......

4.33 116 474 097 651 110 y,ges less than the CMB power spectrum, and demonstrates the
Totab 2102 483 561 113 7.87 200 robustne_ss dPlanckLFI temperature anisotropy measurements.
Comparison between the total simulated systemdterts and
? Calculated on a pixel size approximately equal to the aeel®®m the residual signal obtained byfidirencing survey 1 and sur-
FWHM. . ~vey 2 maps highlights an excess signal in the multipole range
® The total has been computed on maps resulting from the sumiidf i » < 20 that is not completely accounted for in our simulations.
vidual systematic éect maps. This excess comes mainly from the 30 GHz channel and is likely
to be caused by Galactic emissions picked up by beam sidelobe
Also the 44 GHz and 70 GHz channels show residuals at low
have then evaluated the propagation of the varidiests in the multipoles, although smaller than at 30 GHz. Understanttiisy
final CMB map by assuming a simple internal linear combin&xcess and further reducing the level of residual systenuati
tion component separation, as explained in Séé&.In Fig. 1 certainties is the primary goal of our current analysis ttaob
we show how the power spectra of the variotfeets compare
with the Plancktemperature spectrum, with the noise level com-
ing from the half-ring diterence maps (see Se¢tl.2 and with 2 Time periods relative to individual surveys are defined ibl&al1
the residual map obtained from dfgrence map between surveyf Planck Collaboration 1{2014
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— CMB-TT (E) Bias fluct.
—— (A) Gain uncertainty — (F) Temp. fluct. (4 K) — (SD) Survey difference
—— (B) Far sidelobes — (G) 1-Hz spikes

(C) ADC — (H) Temp. fluct. (300 K) — (HR) Half-ring noise
—— (D) Temp. fluct. (20K) et Total

Fig. 1. Angular power spectra of the various systematiees compared to thBlanck temperature anisotropy spectrum. The
black dashed curve, representing the total contributias, leen derived from a map where all the systemdiiécts have been
summedTop panel power spectra obtained from frequency independent magsdtirey from the weighted-average of individual
systematic ffect frequency map8ottom panelcontributions of systematicfiects from individual frequency maps. The CMB
curve corresponds to thielanck best-fit model presented iRlanck Collaboration X\(2014. In the bottom panels the CMB
spectrum has been filtered by the beam window function fon &aguency.
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polarisation measurements with a level of purity compazr &bl =
what has been achieved for temperature anisotropies.

.. Amplitude spectral density |.............
estimates on 5-day periods

3. Overview of LFI systematic effects

Known systematicfects in thePlanckLFI data can be divided
into two broad categoriesftects independent of the sky signal £
which can be considered as additive or multiplicative spusi
contributions to the measured timelines, affiéets which are —
dependent on the sky and that cannot be considered indef &

ty [mKems/vHZ

dens

ra

19)
dently of the observational strategy. 2>
These €ects can generate correlations in the data, awé

should be removed from timelines before noise is asses:z
and maps are generated. For this release, based on temfa
ture data only, we have removed from timelines three of the &
effects: diode-diode correlations (Seétl1.1), ADC non lin-
earity (Sections3.2.2 and 4.3.9 and 1-Hz frequency spikes  107* 10° 10 10° 10° 10 10°
(Sections3.1.4 and 4.2.3. The remaining flects have been Frequency [mHz]

treated ats_ n0|s|e, ankdéhﬁ"iat :;\_sselslszeg via éhﬁ r|1f0|_se %leartig. 2. Amplitude spectral density estimates on 5-day time pe-
ance matricesRlanck Collaboration Il 20)dand half-ring dif- 045" co10ured lines) compared to the nominal mission eois
ference maps (sd%lanc.k Collaboration Il 2014and Sect.1). model for a representative 70 GHz radiomelsiTz 3m).

The future release will include a deeper assessment and/e&émo

of instrumental &ects to match the required accuracy for polar-
isation.

10!

3.1. Effects independent of sky signal 5 e — Amplitude spectral density | ]

estimates on 5-day periods

3.1.1. Noise correlations and 1/f noise

Kems/VHzZ]

EachPlanckLFI receiver is a pseudo-correlation system view £
ing a scalar feed directed through the telescope at the gky, 2
gether with a reference cold load thermally stable near 4d¢0-N
white noise from the cold front-end amplifiers is reduced v
the correlation, while fluctuations in the later stages ef t-
ceiver are minimized by modulating a phase switch in theezorr
lation section at 8192 Hz. The LFI receiver design, consimag
ground performance and initial flight performance have leeen
tensively documentedBgrsanelli et al. 201,0Mennella et al.

Amplitude spectral densit
10°
!

201Q 2011). 5 5 3 : :
The noise properties of the receivers play an important rc il e el

in downstream data analysis. In particular, we need good 1 107! 10° 10! 10? 103 10 10°

timates of the white noise level, long term stability ftype Frequency [mHz]

noise) and any correlated noise components. Fig. 3. Amplitude spectral density estimates on 5-day time pe-

The receiver ar_chltecture IS symmetric, W'th. two Compler'|ods (coloured lines) compared with the nominal missiois@o
mentary detector diodes as output for each receiver chafsel model (black line) for one 44 GHz radiomet&F(24s)

described inSettert et al.(2002 and Mennella et al.(2011)
imperfect matching of components limits isolation betwéen
complementary diodes of a receiver betwed) and-15dB.
This imperfect isolation leads to a small anti-correlatethpo- The noise power spectral densRyf) of the receivers is gen-
nentin the white noise that is cancelled by a weighted aes0&g erally well described by
the time ordered data from the two diodes of each receivédraas t
first step of analysis. This avoids the complication of tiagk 5 £\
the anti-correlated white noise throughout the analysis. P(f)=0c"[1+ (f—) ] ; (1)
We treat the combined diode data as the raw data, and cal- k
ibration, noise estimation, map-making etc. are performed whereo characterizes the white noise component, the knee fre-
these combined data. The weights were determined from sogqueency, fi, denotes the frequency where white noise apél 1
initial estimates of the calibrated noise for each deteetwd are contribute equally in power to the total noise, andharacter-
kept fixed for the entire mission. izes the slope of the power spectrum for frequendies fi. In
Noise parameters were reportedMiennella et al(2011). A  the following, low frequency power-law noise will referremlas
longer data set, some thermal instabilities in the instmir{ar- 1/ noise, regardless of its slope,
ticularly during survey 3), and refinements of the data agialy =~ We estimate the signal-subtracted noise power spectrum of
(map making and noise covariance matrix) all require a mere deach receiver on 5-day time periods. Except for specifictijos
tailed look at the long term evolution of the noise charasties well understood events, shorter time scale noise estimdties
of the receivers. not produce any evident trends. For nearly all the radiorsete
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| z s ; a | s
X : : : : : : : -
38 I PN SO + + LFI18M - 70 GHz |- S o + + :+
0 < N . I FI . + ......................... -
g @ @ LFI24M - 44 GHz e :
@ X X LFI27M - 30 GHz : : :
S QL e, i g || F LFI8M- 70 GHz
S : : : E = _ @ @ Lrizam - aa Gz [ o o J
K XXX EXXX >¢(X><>< XX XX X :[ X X LFI27M - 30 GHz : o+
: i i i i ; : : : L+
100 200 300 400 500 600 100 200 300 400 500 600
Days after launch Days after launch

Fig.4. Fitted white noise parameters over the nominal surveyg. 6. Fitted power-law slopes for low frequency noise. Here

for representative radiometers at 30, 44 and 70 GHz. Valkees ge note significant instability after day 300. This is dueub-s

estimated on 5-day sections of data. stantially greater thermal instability of the 20 K stage joesfore
and after switch over between the two sorption coolers, whic
occurred at day 460.

o

QrT T T T T

O X oo )X XX

8 .__ ............. .... .............. _ ............ - 312 Thermal effectS
g The LFI is susceptible to temperature fluctuations in thek300
g Sl IR e - - __ back-end modules, in the 4K reference loads and in the 20K
g = : : + + LFI18M - 70 GHz focal plane. Figuré provides an overview of the main temper-
g : : : @ @ LFI24M - 44 GHz atures during the period between day 91 (the start of nominal
Eolivii b, X X LF27M-30GHz | | operations) and 563 after launch.

9 ® : : The two topmost plots show the reference load tempera-
N, : : : : 5 tures at the level of the 70 GHz and 30—44 GHz channels, re-
=) RS SUTRTURUUE VTR ORI s ] spectively. The temperature of the 70 GHz reference loaals-is
000 000 ; : tively con_trolled by a proportional-integral-derivati{RiD) sys-

: ++ ﬂ+ : :+ $+’ ? : ® : tem and is very stabley{;ms ~ 0.13mK, see the zoomed plot

o Li ; : ; ; in the inset). Reference loads of the 30 and 44 GHz channels,
100 200 300 400 500 600 instead, (;Io not benefit from active thermal control. Thejn-te
Days after launch perature is consequently more unstable and susceptiblajtm m

: . . , system-level events like, for example, the switch over tordy
Fig. 5. Fitted knee frequencies over the nominal survey for regyndant sorption cooler.

resentative radiometers at 30, 44 and 70 GHz. Values are esti Thq third plot from the top of FigZ shows the 20 K LFI fo-

mated on 5-day sections of data. cal plane temperature measured by a sensor placed on the feed
horn flange of the.F128 receiver. The temperature during the
first sky survey was very stable, withéd s < 1 mK. Towards
the end of the first year of operations the sorption coolefoper
our noise model is a very good approximation of the powerspanance started to degrade and its stability was maintainéd wi
trum. We plot a representative comparison in RigA few chan- a series of controlled temperature changes. The switchtover
nels show features not well captured by this simple model; tthe redundant cooler was performed on August) 2010, leav-
worst is displayed in Fig3. ing a clear signature on all the main LFI temperatures. Aftisr
Over the course of the nominal mission, the noise is well fiperation the level of temperature fluctuations in the fptahe
by the model, with the exception of the early parts of sky suincreased unexpectedly, and this was later understood tioebe
vey 3. During this time, thermal instabilities brought onthg  effect of liquid hydrogen that was still present in the cold-end
switch-over from the nominal to the redundant sorption eoolof the nominal cooler, because the degraded compressensyst
cause poor fits and some changes in the parameters. IndFigg/as not able to absorb all the hydrogen that was present in the
through6 we show the behaviour of the three noise parametesoler line. Although thisect was later mitigated by a series of
in Eq. (1) estimated on 5-day sections of data over the nomind¢dicated operations, most of the third sky survejesad from
time period. White noise and knee frequency are stable ewhil higher-than-nominal level of temperature variation.
the slope starts increasing in absolute value after day &9, The last plot shows the temperature of the 300K electron-
result of larger temperature fluctuations in the 20K focahgl. ics box, measured by one of its temperature sensors. Duréng t
The jump in slope after day 500 is correlated with the sorptidirst sky survey the back-end temperaturéeted from a daily
cooler switch-over (see Seé&.1.2for further details). fluctuation caused by the satellite transponder that waslsad
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on daily during contact with the ground station. After day825 — fast and sudden electric instabilities, arising in the warm
the system was left continuously on, and the modulation dis- electronics or from electromagnetic interferenffees, and
appeared. This operation caused an increase of the absotute  affecting both the cold amplifiers and the warm detector
perature level. The second temperature change occurredatc diodes.

spondence to the sorption cooler switch-over operatioa.plbt
also shows a yearly temperature modulation due to the isatell
rotation around the Sun and a temperature spike at day 1&1
launch. This was caused by an operational anomaly that &ed {

satellite to faill to re-point for an entire.day with a correaging drops or jumps in the signal. If jumps are caused by instigsil
temperature increase of the warm units. . in the front-end bias voltage then th&ext involves the output
More details about the thermal stability performance Qfyjtage of both diodes in the radiometer. When the jumpsoccu
Planckcan be found ifPlanck Collaboration 12013, while the i, the hack-end detector diodes (so-called “popcorn nptsesy
suscep_t|b|I|ty of the LFI to temperature variations is dissed in impact only the output voltage of the corresponding diodeé an
Terenzi et al(2009h. affect sky and reference load samples. In both cases fte-di
enced signal is largely immune from thegkeets.

I H (r=0A13mﬁ
| 3.1.4. 1-Hz spikes

This dfect is caused by pickup from the housekeeping elec-
tronics clock that occurs after the detector diodes andrbefo

. ' the analogue-to-digital converter (ADQYéinhold et al. 2009
Ul il o Mennella et al. 20102011). This spurious signal is detected in
zoomed version on top < the radiometer time-domain outputs as a 1s rectangular wave
with a rising edge near 0.5 s and a falling edge near 0.75 s-in on

M board time. In the frequency domain it appears at multipfes o
1Hz.

Frequency spikes are present at some level in the output from
Temperature fluctuations of all detectors, butféect the 44 GHz data most strongly because
80 and 44.GHz reference loads /,.L,.L..~,- of the low voltage output and high post-detection gain v&lue

‘ ‘ ‘ . in that channel. For this reason spikes are removed from the
44 GHz time-ordered data via template fitting, as describbed i

The dfect of slow drifts is suppressed by the pseudo-
rrelation architecture of theftiérential radiometers. Fast elec-
¢ changes produce quasi-random fluctuations and abiegp s

Reference load [K]
4650 4.654 4.658,\/4.810 4814 4.818
1

22

Increase

- Cold-end temperature changes |t oo oo Planck Collaboration 1(2014).
X to manage nominal cooler during fl :
— | . . uctuations
-g I its end-of-life
() .
:‘; sl ::'"*"""’" | 3.2. Effects dependent on sky signal
[ ' Switch-over to ; il
& redundant cooler 3.2.1. Sidelobe pICk up
~ , Straylight contamination arises from the spurious sigmekuyp
S /Fx)romflyt: dzy \:([rllen from the telescope far sidelobes. Main sources of stratytigh-
< ancisiood st tamination are the Galaxy, especially at 30 GHz, and the cos-
2 - From: ey 256 trareporlar mological dipole, mainly detected in the directions of thaim
M always on to improve stability Effect of sorption and sub-reflector spillover, as sketched in Bign principle we
8o 24-hrs fluctuations CABIcE SWilEt-oTas should also include the straylight contribution from théital
' (transponder on-off cycle) , dipole, but its &fect is a factor ten lower than the cosmic dipole,
0 100 200 300 400 500 600  so that it can safely be neglected in this framework (but & ha
Days after launch been considered in the calibration pipeline).
Fig. 7. Main temperatures ifPlanckLFI. From top to bottom: Intermediate sidelobes, i.e., the lobes in the pattern at an

70 GHz reference loads, 30 and 44 GHz reference loads, 2@les less than5from the main beam, represent another source
focal plane (sensor placed on feed horn flanga®f28) and Of systematic fects. The fraction of power intercepted by inter-
300K back-end (sensor placed on the back-end electronigs banediate sidelobes ranges from 0.02% to 0.08% of the totahbea
A brief description of the main operational eventieating the power, which is about 10 times less than the fraction in fde-si
thermal behaviour is provided in each panel. lobes (ranging from 0.18% to 0.68%). Theifext is therefore
correspondingly smaller, of the order ©f1.5uK on the maps.
Moreover, because intermediate lobes involve sky regieng v
close to the main beam, theiffect can be controlled by mask-
ing the Galaxy and point sources. In this paper we have theref
neglected the féect from intermediate sidelobes, which will be
The signal detected by the radiometers can vary becausecof fladdressed in detail in a future paper dedicated to the asallys
tuations in the front-end and back-end amplifier bias valsagn  the full mission dataset.
the LFI these fluctuations occurred according to two timéesca  Straylight impacts the measured signal in two ways: (i)
through direct contamination and coupling with the mainrbea
— slow electric drifts, due to thermal changes in the power sugky signal, and (i) in the photometric calibration of thdi@ne-
ply, in the RF amplifiers, and in the detector diodes; ter detected signal. In this paper we concentrate on thetdire

3.1.3. Bias fluctuations
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age output white noise not paired by a detectable variation i

Main reflector the voltage level. Thisféect was observed in the LFI radiome-
spillover ter data for the first time in flight, where drops of a few petcen
_ were observed in the voltage white noise but not in the output
Main eam level over periods of few weeks. Fid0 shows this &ect as a

= plot of relative white noise variation versus the detectaipat
A voltage for one the the mosffacted radiometer channels (the
swillaver 44 GHz detectoLFI25M-01).

The grey points represent an average over each pointing
(about 40 min) while the solid line has been obtained by &rth
binning the data in 200 bins over the plotted range in order to
reduce the scatter and show more detail. The figure shows that
the typical amplitude of the region where the non-lineaoity
curs is of the order of 1 mV, corresponding to about threeibits

——
L — Y % the ADC. The ADC #ect is strongest (3 to 6%) in the 44 GHz
N S TS N -
channels, because of their lower detector voltages.

Focal plane

1
//
A
A

!

Fig. 8. Main and sub-reflector spillover, and main beam direc-
tions in thePlancktelescope.

4[LF125M-01 sky
ol .

2 L
4
6

ite noise

detection, while the impact on calibration and the adoptéd m <

gation strategies are describedPilanck Collaboration \(2014).
Because of the beam orientation, the straylight flngerpmnto 4f |_F|25M 01 reference

different in odd surveys compared to even surveys. The Galagyé, =1lm

()

for example, is detected by the sub-reflector spillover enadd < 2f

0.181 0.182 0.183 0.184 0.185 0.186 0.187 0.188

nin wh

surveys and by the main-reflector spillover in the even stgve® 4: ‘ ‘ ‘ ‘ ‘ ‘ ]
Because the sub-reflector spillover points approximatelhe 0195 0196 0197 0198 0199 0200 0201 0.202
main beam direction, the Galaxy straylight pattern is cluse Voltage output (V)

the Galactic plane. The main-reflector spillover, instgaants
at about 85from the main beam so that the Galaxy is re-imag
onto a ring (see figures in Sedt3.1).

Further details about thelanckoptical system are reported
in Tauber et al(2010, while the LFI and HFI beams and win- ~ The ADC non-linearity &ect has been characterised from
dow functions are provided iRlanck Collaboration IM2014 flight data and removed from the data streams according to the
andPlanck Collaboration VI(2014), respectively. procedure described Pianck Collaboration I(2014. In Fig. 11
we show the same data as in Fi§.after the correction has been
applied. The figure clearly shows that the anomalous whiigeno
dips disappear after correction.

eég 10. Percentage variation in the single detector white noise
timates with detector voltage.

3.2.2. ADC non linearity

The ADC linearity requires that the voltage step sizes betwe
successive binary outputs are constant over the entire: dypu
namic range. If these steps are not constant (see the sketch bl
Fig.9) we have a non-linearity in the ADC response that leads pof

FLFI25M-01 sky

calibration errors. A brief description of the mathemdtinadel g 4}
£ 6 ) ) ) ) ) ) ) ) 1
of this effect is provided in AppendiA. Z 0181 o182 0183 o0.184 0185 0186 0187 0.188
S ‘21’LFI25ML01 reference ‘ ‘ ‘ ‘ "
R o 2 < : X ]
2 ADU = g x Vout o 3 gmm
< Z < 4l ]
% = el ‘ ‘ ‘ ‘ ‘ ‘ ‘ ]
g=g 0.195 0.196 0.197 0.198 0.199 0.200 0.201 0.202
— | Voltage output (V)
Py Fig. 11. Same as in Figl0 after correction of the ADC non-
2 linearity efect.
Vi Vs ADC input voltage

In general we cannot exclude other causes of this anomalous

Fig. 9. Schematic of the ADC non-linearityffect. For a small Scaling of voltage with noise. The ADC linearity tests penfied
range of voltages the ADC response changes slope. before launch were not sensitive enough to highlight thisog
and we could not perform post-launch tests on similar device

On the other hand, thefect occurs repeatedly at specific values
In case of linear response, the voltage output of a coherefthe input ADC voltage and the the ADC non-linearity model
receiver scales linearly with the white noise. The typiaadiér- applied to correct the data provefiextive. These facts give us
print of ADC non-linearity is a variation of the detector tr0l confidence that this hypothesis is sound.
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3.2.3. Imperfect photometric calibration 4. Assessing residual systematic effect

An important set of systematidfects are those related to the uncertainties in maps and power spectra

photometric calibration of the radiometers. Suéie€ts are dis- |n this section we discuss the assessment of the impactidf res
cussed irPlanck Collaboration \(2014); here we will only pro- ual systematic féects on maps and power spectra. This assess-
vide the most important information to put the results oftthanent has been performed according to two strategies: by “nul

paper within the context of this work. maps” obtained by dierencing maps with the same sky signal,
There are three fferent kinds of systematidfects that can in order to highlight residuals, and by simulating knownteys-
affect the calibration. atic dfects in the timelines, exploiting a combination of flight

data and measured instrumental properties.
1. Incorrect assumptions regarding the calibration signkd
the case of LFI, the signal used for the calibration is thedip
lar field caused by the motion of the Solar System with ré-1. Null tests

spect to the CMB rest frame and by the motion of the spaogfe define a “null test” as any fierence between two indepen-

craft around the Sun. We model the former using the vakent data sets which are anticipated to give nearly the signe s

ues quoted byinshaw et al(2009 and the latter using the g on the assumption of perfect calibration, pointingorec

spacecraft's attitude information. Any error in the nunbelsiyyction, and systematidfects removal. Null tests are a pow-
would directly lead to an error in the calibrationBlanck  efy| means to assess the validity and self-consistenByasfck

LFI data. ) . ) data on various timescales and acrosiedent dimensions (de-

2. Incorrect treatment of the calibration signalo actually use tector, frequency, time), and to highlight systematfeets above
any previous knowledge of the CMB dipole, we need to Cofye white noise level.

volve the signa] With the beam response of the LFI radiome- The design oPlanckand its observing strategy provides a

ters. Any error in this step would produce a systemaftiec® \yige range of opportunities for null tests, with sensigit dif-

in the map, not only because of the wrong shape expected fgfant systematicféects and implications for the scientific out-

the calibration signal, but also because of the removalef thts. Although we refer to these tests as null tests, thdtsesu

(wrong) dipole from the calibrated maps done byRtenck 5 generally not featureless. Some of these features aseda

LFI pipeline (Planck Collaboration Il 2014 Possible types py peam orientation and ellipticity that cause spuriofieats

of_ errors mc]ude: wrong con_volutlon of the .expected dipolg) odd minus even surveyfierence maps in correspondence to

with the radiometer beams, incorrect masking of the Galayyint sources and in the galactic plane. The analysis offfeete

when fitting the observed signal with the dipole, etc. of beam ellipticity on the CMB power spectrum is provided in

3. Incorrect reconstruction of gain fluctuationSome of the pjanck Collaboration {2014 and will not be repeated here.
algorithms we used in calibrating LFI data for this releasg part of these residuals is caused by signal pickup from beam
use the_ radiometer equation and the recorde_d varlatlonssg?ebbes_ Our beam model captures, at least partly, these fi
the radiometers total-power output to track gain chang@es. derprints. Future work will be aimed at exploiting this mbtte
principle, any deviation in the behaviour of the radiomet¢gmove the sidelobe signal from the data. A fraction of thigeé-
from the implemented model can induce systemaftiects scale residual is not captured yet by our instrument mode! an
in the gain curves. will require further investigation to be understood andgandy
o o _-removed from the data.

The calibration strategy and uncertainties for HFI are dis- |, the planckLFI collaboration each internal data release is
cussed irPlanck Collaboration VII(2014). accompanied by a comprehensive set of null tests as a check of
our processes and ongoing improvement in terms of systemati
errors. In this section we report the results from the mastste
supporting the systematicfect analysis for the firg?lanckpub-
Pointing uncertainties are translated into uncertairitiggixel lic data release. Unless otherwise noted, the maps presinte
temperature measurements. If pointing uncertaintiesaiream- this section are masked to remove point sources and to iaclud
stant in time then the statistics of the sky anisotropy mesasuonly pixels measured in both maps fiegrence maps are divided
ments is not preserved, with a consequentimpact on power spgy 2 to be statistically consistent with average maps, aed ar
trum and cosmological parameters. PbainckLFI, pointingun- smoothed to 2FWHM to enhance large scale features.
certainties arise from two mairffects:

3.3. Pointing effects

. _— L . 4.1.1. Systematic effects that are insensitive to null tests
1. Satellite pointing determination The Planck Attitude y

Control Movement System guarantees a pointing accurdsdull maps are powerful means to understand residual system-
of about 2 (Planck Collaboration | 2014Planck Science atic efects in the data, both of known and unknown origin, but
Office 2010, which is well within scientific requirements.they do not capture all possibléfects. For example, fluctua-
However, small non-idealities in the system and errors tions occurring on 20min time scale would be undetected in
the attitude reconstruction (caused, for example, by tbermhalf-ring difference maps, and fast fluctuations (like 1-Hz spikes
elastic ¢fects) can fiect the data. and short timescale temperature variations) affieices arising

2. Uncertainties in the focal plane geometry reconstructiofirom near sidelobes would not be revealed by survégdince
The measurement of thelanckLFI focal plane geometry maps. None of thesefects, however, are likely tafect signifi-
is based on the determination of the beam pointing with reantly the results of our analysis:
spect to the nominal line of sight exploiting Jupiter observ
tions. The peak of each beam has been determined by fitting Twenty-minute spurious fluctuations, if present, can be de-
data with a bi-variate Gaussian function which may not be tected in power spectra calculated from time-ordered data
representative of the real beam centre. (which are routinely calculated and assessed to derivenois
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properties). Their fect is strongly reduced by short (1-
second) baseline destriping map-making. In-flight LFI rois
properties have been presented and discusséteimella .
et al.(2010. Y

— Effects at 1-Hz have been assessed from in-flight timelin #7 -
by stacking data from all the mission (for each detector) 7
1-second time windows. This allowed us to produce tim¢ %"
domain templates of the 1-Hz spurious signal that have be
removed from the data at 44 GHz, which is the channel mc
affected by this fect.

— Short timescale temperature fluctuations at the level of t
radiometers and of the 4K reference loads are not expectea
as the LFl and HFI focal planes act as lowpass thermal filters.
Measurements from the LFI and HFI temperature sensors
confirm that only the slow temperature fluctuations prop:
gate from the cooler cold ends to the focal plane detectc
and reference loads. Thermal transfer functions have be
derived both before launchrérenzi et al. 2009aand in-

per.

— Near sidelobes can also produce spuriditeots that are un-
detected in survey fference maps. The fraction of powel
intercepted by intermediate sidelobes ranges from 0.02%
0.08% of the total beam power, about 10 times smaller th.
the fraction contained in far sidelobes (ranging from 0.18%
to 0.68%). Their &ect is therefore correspondingly smaller,
of the order of~1.5uK in the maps. In this paper we there-
fore neglect the féect from intermediate sidelobes, but nott
that these will be addressed in detail in a future full-nussi
analysis paper.

duce the thermal systematiftect maps discussed in this pa-uss; ¢

4.1.2. Half-ring difference null tests P

Half-ring difference null tests, constructed by taking a weighte
difference between the first and second halves of each poini
period, are useful to assess the data noise properties ateirsy
atic dfects on time scales smaller than about 20 min. Weigt
are calculated as explained in Sect. 9.2Pt#nck Collaboration
I (2019.

In Fig. 12we show the half-ring dierence maps for the three
LFI frequenCieS. A Simple quantitative test was performﬁdib F|g 12. Ha|f-ring difference maps: 30GHz (top)' 44 GHz (m|d-
viding them pixel-by-pixel by the square root of the whitése dle), and 70 GHz (bottom).
covariance maps{anck Collaboration 20)&nd checking the
standard deviation of the resulting maps. We found thisst.m.
value to be very close to unity: 1.0211, 1.0089, and 1.0007 fdifference in orbital dipole signal between survey 1 and survey
30, 44, and 70 GHz, respectively. The deviation from unity @is not visible. These maps show large scale residuals aheve
consistent with the dierent level of 1f noise in the three fre- noise floor, especially in the 30 GHz channel, and in paricul
quency channels (see Tables 1 and 1®lainck Collaboration far sidelobe pickup of the galactic plane in survey 2 is \és#s
I 2014). A more complete quantitative analysis of these mapslarge blue ring.
including cross-spectra analysis is reported in the “Datala- For comparison, the right-hand column of Fig shows the
tion” section ofPlanck Collaboration 1{2014). same diference maps predicted by the systematics simulations

discussed in Sections2 and4.3. Clearly, our simulations re-
, produce patterns similar to those observed in the measated d
4.1.3. Survey difference null tests even if not every feature is exactly matched. The most netabl

Differences between single survey maps are useful to check%f"mple of the latter is .the residual signa_l in 'ghe .Ga'adm!ﬂ
residual systematicfiects at large angular scales. in the 30 GHz map, which has an opposite sign in the simula-

. . . tions compared to the data, a discrepancy that has not yat bee
Difference maps of odd minus even surveys highligfieots T - e
arising from beam ellipticity and far sidelobes. The ledi fully understood. One possibility is that the Galactic desil in

column in Fig.13 shows the dference maps between surveythe data null map may be dominated by beam ellipticity, e

1 and 2 obtained from measured data at the three LFI frequg?wa—‘t wass not accounted for in our simulatidns

cies. The cosmic and orbital dipole signals are removechduri 3 Beam ellipticity is accounted for in the beam window funati&or
calibration (as discussed lanck Collaboration VV 2004so the this reason we did not assess its impact on the final powetrspec

—10 1Kems 10

10
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1Kemp 10

Fig. 13.Survey 1 minus survey 2 fierence maps calculated from actual measurements (lefnedland from simulations (right
column), for 30, 44 and 70 GHz (top to bottom).

As a demonstration of the accuracy of our sidelobe modslirvey 2 is outside the scope of this paper, and will be dismalis
we show in Fig.14 the 30 GHz survey 1 minus survey 2 dif-in the second data release.
ference map after removing the residual sidelobe signatas p
dicted by our model (see Fig4). The blue ring structure disap-  Next, we quantify the impact of residuals seen in otfifed
pears, confirming both the nature of this spurious featuteén ence maps through angular power spectrum analyses. Inifigs.
map and that our sidelobe model captures a significant preof through18 we compare the pseudo-spectra of odd-even survey
large-scale residuals. Further investigation is needédlioun-  difference maps (left column of Fig.3) with the CMB spec-
derstand and remove the remaining level of spurious lacgées trum filtered by the beam window function of each LFI channel;
structures in our maps. to spectra from simulated surveyfidgirence maps (right column

In Fig. 15we show survey 1 minus survey 3 null test map&f Fig. 13); and to spectra from half-ring fierence maps, which
These two surveys cover the sky in nearly identical oriégoviat  estimate the noise contribution. Note that the half-rirftedénce
and would be consistent with noise if calibration and otlysr s map noise is slightly lower than the surveyfdrence map noise,
tematics were perfectly controlled. However, as seen mftgi  simply because half-ring fierence maps cover a larger time pe-
ure, there are large-scale features also in the$erdnce maps, riod than survey dference maps. For this reason we rescale the
and these are still under investigation. Because theRiestck half-ring difference spectra by/tyr/tsp, wheretyr andtsp are
cosmological release is based only on data from the firsttuvo sthe average integration times in half-ring and survejedence
veys, though, a detailed study dfects present in data beyondmaps, respectively.

11
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—10 ﬂKCMB 10

Fig. 14.Survey 1-2 difference map at 30 GHz after subtracting ¢
model of sidelobe contamination (see Fig). Note that the blue
ring seen in Figl3disappears, demonstrating both the origin o
the structure and the accuracy of our model.

For multipoles¢ > 30 the survey dference power spectra
closely match the instrumental noise. Fok 30 there are ad-
ditional residuals, especially at 30 GHz, which are pdytiedp-
tured by our simulations. These residuals, however, areast |
two orders of magnitudes below the CMB power spectrum.

4.2. Assessment of timeline-additive systematic effects

4.2.1. Thermal effects

Method. Thermal systematic fiects maps have been gener- .
ated using a simulation strategy that combines in-flighptera-
ture sensor measurementdgnnella et al. 2010 thermal mod-
elling of the propagation of temperature fluctuatiosriasi
et al. 2010 and radiometric transfer functions measured durin
ground testsTerenzi et al. 2009bHere we sketch the procedure
used to combine these data into system&fieot maps.

For each temperaturgtect and for each receiver detector
diode we choose the most representative sensor, gendrally t
closest to the receiver. Housekeeping data are low-paseefilt -10 1Kews 10
to remove high frequency sensor noise, Fourier-filteredito OFig. 15.Survey 1 minus survey 3 fierence maps: 30 GHz (top)
tain the estimated temperature fluctuation at the recede@-1 ,, 5, (middle), and 70 GHz (bottom) '
tion, and then multiplied by the radiometric transfer flioatto ’ '
obtain the simulated antenna temperature fluctuation oarthe
differenced sky and reference load channels.

For each pointing period the average measured sky and ref-
erence load voltages are added to the two antenna tempera
fluctuation data streams. After a weighted average of the t
detector data values of each radiometer, we take the ski-I
difference using the gain modulation factgrand multiply the
resulting stream by the photometric const&htThe weightsr,
andG, are the same as used in the nominal pipeline to prod
sky maps for that radiometer.

After oversampling to the receiver sampling frequencygsi
linear interpolation, we use these data to build maps adoan
for the same in-flight pointings and map making procedure us
to produce the final scientific products.

d signals symmetrically and arffectively suppressed in the
erential measurement. Furthermore the residual prest g in

tais a purely multiplicativefBect, so it is essentially calibrated
out through our gain modeP{anck Collaboration V 2014

Temperature variations in the 4K reference loads couple
d@gh the radiometric output as an asymmetric additive spugi
signal. In this case the relative calibration model proside
rpeneﬁt, leaving a residual of aboutK peak-to-peak at 30 and
44 GHz. At 70 GHz, this #ect is largely suppressed by the ac-
Eve thermal control system present on the HFI focal plalusec
0 the reference loads of this frequency channel.

Front-end 20 K temperature variations couple with the radio
metric measurements through both gain and noise temperatur
Results. In Fig. 19 we show the peak-to-peak amplitude of théluctuations. For this reason th&ect can only be partially cali-
various éfects on final maps. Back-end temperature fluctuatiobsated out. Moreover, the asymmetry of the receiver chdorbe
have a suhK effect on maps. This low level can be understootthe orthomode transducer is such that the suppressiondavi
if we consider that these fluctuations impact sky and refaxerby the sky-load dferencing is not optimal. The residuatext

12
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effects maps Fig. 18.Angular power spectra for 70 GHz null tests. This chan-

nel has the smallest large-scale residuals among the tlifee L

Fig. 16. Angular power spectra for 30 GHz null tests. Pseud@hannels. Letters in the plot follow the same conventiorhef t
spectra are calculated on 80% of the sky, with the Galaxy ar@end in Fig.16.

point sources masked. All spectra are corrected for skyifnac
but not for beam smearingtects. For comparison, we also show
the simulated odd-even surveyférence spectrum and the best-
fit cosmological model spectrum filtered by the beam windoig similar for the three frequency channels, and of the ooder
function. For¢ > 30 the spectrum of the survey 1 minus survey 2uK peak-to-peak.

map diference fully coincides with the half-ringfiérence spec- Maps of the combined thermatfects at the three LFI fre-
trum calculated for the same time period, while for the 30 GHauency channels are shown in Fijl

channel there is a small sidelobe contribution at theKDlevel
on larger scales.

00 K back end

[]3
[ 4 K reference loads
_ o M 20 K front end
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=
o I
= 2.
25
x ™
o 3
> O o
o
< ¥ ‘ ‘
~ = 30 GHz 44 GHz 70 GHz
% 2 Fig. 19. Peak-to-peak thermaltects in maps. Notice the loga-
O rithmic scale on the ordinate axis.
i
+ o
N
[
. 4.2.2. Bias fluctuations
|
= Method. The dfect of bias fluctuations in the front-end ampli-
fiers has been computed for maps and power spectra using the
. , measured drain currents and a linear transfer functiorlitiles
10t 102 the drain currents of the two amplifiers to the radiometrit ou
14 put in antenna temperature. Since we are interested insiisges

Fig. 17.Angular power spectra for 44 GHz null tests. In this Ca%urely electrical instabilities, we correct the drain entrhouse-

he low- spectrum of the survey 1 minus survey 2 mafiedi eeping data for variations induced by temperature chamges

ence is closer to that of the half-ringfi@irence spectrum than atthe 20K and 300K temperature stages, i.e.,

30 GHz. Letters in the plot follow the same convention of the

legend in Figl16. [ () = larain(t) — @200 T20k(t) — @300k Ta00k(t),  (2)

wheredTook(t) andéTaook(t) are temperature variations on the
20K and 300K temperature units, respectively, anglk and

13
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et al. 2010. Thus, for each detector diode we first calculate the
weight,w, providing the maximum correlation between the out-
put voltage and the linear combination of the drain curreiits
the two radiometer amplifiers, then a linear fit between thiac
bination and the voltage output provided the required feans
function. Mathematically the relationship between theecied
drain current fluctuationsjl ;> . and the voltage output varia-
tions, 6Vskyref), reads

T,
x,l{..;.

Veky(ren(t) = @skytren [ WOl 5emm (1) + (k= W) SIS ,(D)]. (3)

wherek is a constanty is the weight an@siye is the slope of
the linear fit between the weighted combination of the twardra
currents and the sky (reference load) voltage outputs. ife t
ordered data obtained by E®) (are finally projected onto the
sky using flight pointings.

Results. Maps of the residualfgect arising from bias fluctua-
tions are shown in Fig21. This dfect is smaller than K peak-
to-peak at all frequencies and presents little structuaetdmpm

a stripe in the 70 GHz map, caused by a jump in the bias voltage
occurring at day 258, following the change in transpondsest
This jump dfected in particular the 70 GHz radiometers, leaving
a small signature in the maps.

4.2.3. 1-Hz spikes

Method. Time ordered data containing the spike signal are gen-
erated using templates obtained from flight radiometria dette
details of this method are described in Sect. 7. Mehnella et al.
(2017, and will not be repeated here.

Results. In Fig. 22 we show maps of the spike systematic ef-
fect at the three LFI frequencies. Because spikes are ramove
from the 44 GHz channel, but not from 30 and 70 GHz, the cor-
responding maps represent the residdtdat after removal at
44 GHz, and the spikeflect with no removal applied at 30 and
70 GHz. In all the three channels the rmfeet is at the sulpK
level.

—0.9 pKeme 0.9 4.3. Assessment of effects dependent on the sky

Fig.20. Maps of combined thermalffects at 30 GHz (top), 4.3.1. Far sidelobes

44 GHz (middle), and 70 GHz (bottom). . T
Method. The external straylight contamination is evaluated

with simulations in which the sky model includes the dif-

) ) . fuse Galactic emission and the dipole, the two most impor-
aso0k are the corresponding drain current thermal suscepfibilifant sources of external straylight contamination. At 3GzGH
codficients, calculated using an iterative linear fitting precesihe straylight assessment includes the beam frequencyndepe
First we calculate the cdigcients of the susceptibility to back-gence and the receiver in-band response Zeeea et al. 2009
end temperature fluctuations, exploiting the temperathaage pjanck Collaboration IX 2014by dividing the bandpass re-
induced by the change in the transponder state, which @turgponse into discrete frequency intervals. For each freguien
at day 258 (see Figr), and then we determine the dbeients teryal a weight factor is calculated as the integral of thedsa
of the susceptibility to front-end temperature fluctuasioising pass response over the interval itself. In Fig.we show, as
data from a temperature susceptibility test run at the erttlef an example, the bandpass response of.Bi27 receiver (main
in-flight calibration phase. The iterative process is aibsg re-  and side arms) and the seven frequency intervals considtered
calculating back-end thermal ddieients after correcting drain the simulations. The weights correspond to the integrahef t
currents for front-end temperature fluctuations. bandpass response curve over the frequency interval. bi-par

Following thermal correction we correlate drain curreng|, far sidelobes are computed using GRASP MrGTD* soft-

changes with antenna temperature variations in sky and r@fare ¢mww. ticra.com) at the frequencies indicated on the top

erence load samples. We recall here that the LFI receiver af-each slice reported in Fi@3 (27, 28, 29, 30, 31, 32, and
chitecture implies that the signal characteristics at edatiac-

tor depend on both radiometer front-end amplifid@sréanelli 4 Multi-reflector geometrical theory of firaction
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—0.1 1Kems 0.1 -05 1Keme 0.5

Fig. 21.Maps of the systematidiect from drain current fluctu- Fig. 22. Maps of 1 Hz spikes at 30 GHz (top), 44 GHz (middle)
ations at 30 GHz (top), 44 GHz (middle) and 70 GHz (bottom)and 70 GHz (bottom). The map at 44 GHz represents the residual
after the spike signal has been removed from the time-oddere
data, while maps at 30 and 70 GHz represent the spike signal
33 GHz). The optical model used GRASP simulations is the with no removal applied.
“RFTM” reported inPlanck Collaboration I\{2014). For each
frequency interval an observation of the sky model is siteala
for all 30 GHz detectors using the beam sidelobes and the rﬁgla by taking the dlierence of even minus odd survey maps (see
sky pointings, neglecting beam smearirfieets and weighting Figs.13and14in Sect.4.1), thus confirming the accuracy of our
the data stream with the above mentioned weight factorsllifin ' T

. ._simulations.
we run theladam map-making code to generate maps from sint: -
ulated data streams. These results show that the most sensitive channel to stray-

lightis 30 GHz, followed in order by 70 GHz and 44 GHz. Thisis

consistent with the telescope optical performance at thiews
Results. In Figs. 24 through26 we show the simulated side-frequencies. The primary mirror is strongly under-illutied by
lobe fingerprint on the sky after the destriping processtiier the 44 GHz horns, resulting in a low straylight sensitivityttee
odd (left side) and even (right side) surveys, respectividigse expense of a larger main beam, especially for tFg25 and
figures show that the straylight from the cosmological dégel LFI26 horns. The 30 and 70 GHz horns are characterised by
similar in the two surveys, while the Galaxy straylight is,ex- similar illumination properties, so that their strayligbuscep-
pected, larger in the second. The ring-shaped fingerprititén tibilities are comparable, with a slightly better perfomea of
second survey is also observed at the expected level in #the the 70 GHz horns with respect to the 30 GHz ones. If we also
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Fig. 23.Bandpass response of the two radiometers oLHIR 7
receiver. The figure shows the seven frequency intervalsrend -33 pKaws 33 “33 pKews 33

corresponding frequencies at which sidelobes have bean si
lated. For each interval the weight is the integral of thedpass
response curve.

rEig.26. Sidelobe fingerprint in the 70 GHz channel due to
Galactic foregrounds (top row) and cosmological dipolétm
row) for surveys 1 (left) and 2 (right).

4.3.2. ADC non-linearity

Method. The levels of the residuals due to ADC correction pro-
cess are estimated by applying the correction algorithrinias
lated data containing a known AD@ect and making dierence
maps with those produced from data with no ADfteet. The
starting point of this analysis are time-ordered data fbinali-
vidual detectors based on (ring-based) sky and refererazk lo
simulations. The noise component is simulated using agerag
1/f noise parameters over the nominal mission for each detec-
tor. Galactic and CMB signals are based on the observed maps,
converted into time-ordered data using real pointings ard s
cessively uncalibrated using the inverse gain table. Theeda
gone with a map of th®VMAP dipole, while the orbital dipole
Is calculated from the pointing information and JPL ephéser
for the satellite velocity. Finally spline fits to the obsedvsky
and reference voltage levels per pointing period are used to
gether with estimated receiver temperaturbgys = 2.725K
andT,s = 4.5K, as a model for the gain evolution.

The simulated ADC fect is induced by applying the inverse
of the spline correction used in the real data. The sameitiigor
as used with the real data is then applied to the simulatead dat
iteratively five times to ensure convergence. Intensity srae
constructed by simple binning into &4 = 1024 map at each
iteration, both for the simulation with and without the ADE e
fect. Some of these maps show a residual dipole caused bl smal
changes in the overall slope of the temperature-voltagmres
curve due to the ADC correction. Since the calibration pipel
determines this response, and it does not give rise to a-resid
ual dipole, we correspondingly remove it here via a coriefat
fit with the input dipole map. The ADCfiect maps are finally
taken as the dierence between the fifth iteration map and the

Fig. 25. Sidelobe fingerprint in the 44 GHz channel due t§°-ADC map. Maps for each frequency band are produced by

Galactic foregrounds (top row) and cosmological dipolettra averaging all maps for that frequency, taking into accobmst t

row) for surveys 1 (left) and 2 (right). detector weighting.
Since some 70 GHz channels can not be corrected due to

“popcorn” noise, a separate method was used to estimate the
. . likely level of ADC error for these channels, using the white

take into account the larger sensitivity of the 30 GHz chatme 5ise |evel on the dierence data. This is immune to the “pop-
the Galactic signal it is apparent that this channel is, alighe 5. noise, but cannot be used to correct the ADK@@, since
most susceptible to straylight contamination. it is not known whether theffect is due to the sky or reference

Finally, to quantify the straylightfect on maps and powerg|tages. In these cases we only estimate the AB&eand do
spectra, we have generated a global map per frequencydinclqot apply any correction.
ing the dipole and Galactic straylight signals for both gy as
shown in Fig.27.

Fig. 24. Sidelobe fingerprint in the 30 GHz channel due t
Galactic foregrounds (top row) and cosmological dipoldtdra
row) for surveys 1 (left) and 2 (right).

—-1.0 1Kems 1.0 -1.0 11Kems 1.0
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-35 uKems 3.5 0.5 Kems 0.5
Fig. 27.Straylight contamination maps at 30 GHz (top), 44 GHEig. 28. Maps of the ADC non-linearityféect at 30 GHz (top),
(middle) and 70 GHz (bottom). 44 GHz (middle), and 70 GHz (bottom).

Results. Maps of the ADC #ect at the three LFI frequency 3 3. imperfect photometric calibration

channels are shown in Fig8. The main &ect of the ADC resid-

ualsis a small€ 0.1% of the dipole signal) ring-based gain erroMethod. We have developed an analytical model of the im-
which appears in the maps as stripes in the scan directian. act of the uncertainty in the dipole calibration algoritiaiore
residuals are generally larger where the sky signal is ggngn to the radiometer white noise and the loss of integratioretim
i.e., following the CMB dipole and Galactic plane. The cimir due to Galactic masking. We have run this model to estimate
tion from the Galactic plane becomes weaker at higher frequdrow this dfect propagates through the calibration and mapmak-
cies as expected. Broad stripes in the 30 GHz map are dueng pipeline. Such simulations scan a sky map (tiput map
residual deviations from linearity on voltages rangesdatban of pure astrophysical signal (without dipole) to producéeveet

the ADC peaks. These also occur at the other frequencieasbubrdered data stream, which is then uncalibrated using giins
the number of channels increases thiget averages out, leav-ferred from the total-power output of the radiometers. Ehes
ing more uniform noise-limited, low-level residuals at 78% time-ordered data are then used as input in a simplified m@rsi
While the 44 GHz channels have the strongest ADi@at due of the LFI pipeline to produce a new calibrated map (héput

to lower detector voltages, they are also the best chairaeter map. The diference between the input and output maps should
leading to a well-determined correction placing it betw&n be mainly due to dipole leakage, since the gains used in the de
and 70 GHz in terms of the amplitude of residuals. calibration phase lier from those calculated by the pipeline.
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Refer to Sect. 5 inRlanck Collaboration V 20)4or more in- 4.4. Pointing uncertainties

formation.

Method. To estimate the uncertainty introduced by the
Gaussian fit in main beam measurements we perform tests us-
ing the radio-frequency model of the flight telescopdafck
Collaboration IV 2013 and compare the centre calculated by
the fit with the beam maximum, which is uniquely determined
in optical simulations. Typical élierences between the centres
are ¥ for all the 70 GHz beams,”4for LF124, 18’ for LFI25
andLFI26 (44 GHz horns), and’6for the 30 GHz beams. These
estimates are all smaller than the statistical uncertairitye de-
termination of the beam centre, which ranges fréhat70 GHz

to 10” at 30 GHz.

The focal plane geometry was reconstructed using four
Jupiter transits labelled as J1, J2, J3 andPldr{ck Collaboration
I 2014; Planck Collaboration IV 2004 When we compare the
focal plane geometry obtained from the combination of J1Xhd
with the one obtained from the combination of J3 and J4 we find
a difference of about 15in pointing, mainly along the in-scan
direction. On the other hand, the comparison of the focaigla
geometries determined from single Jupiter transits (Jihaga2
and J3 against J4) showdfTéirences within the expected uncer-
tainty. The 15 discrepancy, likely to be correlated with changes
in the thermal control set-point of the data processingiaritie
instrument digital electronics, is compensated using tified
ent instrument databases in the data analysis pipelinefane
the period ranging from day 91 to day 539 after launch, and the
other for the period between day 540 and day 563. Detailssof th
focal plane reconstruction and related uncertainties egound
in Planck Collaboration 1{2014).

We assess the impact of thiffect using dedicated simula-
tions constructed according to the following procedure:

1. Generate time ordered data by observing a CMB-only sky
with flight detector pointing derived by applying the two fo-
cal plane database solution.

2. Reconstructthe CMB map from the time-ordered data gener-
ated in stef, applying each of the two focal plane database
solution in map reconstruction.

3. Repeat step using the single focal plane database solution.

4. Compute the dierence of the power spectra obtained from
the two generated maps.

Results. Figure30 shows that the relative flerence of power
spectra is of the order of 1) which is negligible.

_36 1Keme 2.9 4.5, Propagation of systematic uncertainties through
component separation
Fig. 29.Maps of the &ect of calibration uncertainties at 30 GHz
(top), 44 GHz (middle), and 70 GHz (bottom). A further step in our assessment has been to evaluate the im-
pact of the various systematitfects on the CMB map indepen-
dently from the frequency. In order to do this we have comgute
a weighed sum of the three maps for eafile@ using weights
obtained derived with a pixel-based ILC (internal lineamtxn-
Results. Fig. 29 shows the dierence between the input anchation) component separation methaddch et al. 2008lanck
output maps. The shape of the features in these maps closebllaboration Xl 2014. The ILC method implements direct
follows the scanning circles drawn by the pointing direstad variance minimisation exploiting the fact that the CMB com-
the telescope towards the sky. (This is expected, sinceadhe @onent (in thermodynamic temperature units) is constaiisac
ibration is performed on the time-ordered data.) The esétha frequencies, while foregrounds are characterized by hemtal
impact of such systematidtects on thePlanckLFI maps is of spectra. The CMB temperature can then be estimated at each
the order of a fewK per pixel. pixel, p, in terms of a simple weighted sum of the frequency
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Table 3.Impact of systematicfBects on mean 1-point PDF esti-
LFI18 - LFI23 mators

4.1074
——

LFI19 - LFI22 Frequency [GHz] 30 44 70

L Standard deviation-6.59 —0.78 —1.22
w w Skewness . . ... -2.13 -0.94 -1.00
*\' Kurtosis ....... —2.46 -0.19 -0.59

i

‘ “\ & Values represent the normalizedfdrence (multiplied by 100) of the
‘ mean for the skewness and the kurtosis for each scale of th#V&M
considering maps with and without systematieets.

LFI20 - LFI21

2.107*

AC/C
0

—2.107*

Here we consider the subset consisting of Minkowski func-
| tionals Schmalzing & Gorski 1998 statistical quantities de-
L - rived from the 1-point PDF (variance, skewness, kurtosistha
1 Kolmogorov-Smirnov or KS distance) and the skewness and kur
o T T T a0 T T " ww o tosis of the spherical Mexican hat wavelet (SMHMartinez-
¢ Gonzalez et al. 2002 The properties of these estimators are

Fig. 30.Relative diference between the spectra of the maps sifféscribed irPlanck Collaboration XXI1(2014 and references
ulated with one and two instrument databases. The threesurtherein. _ _

represent power spectra relative to threéetent feed horn pairs e compare the values of our estimators derived from a
in the 70 GHz frequency channel. A running average smootet of ideal Gaussian CMB and noise realizations with those

ing kernel has been applied to reduce the scatter and enhapRigined from the same CMB and noise simulations to which
any larger-scale trends. The relative uncertainties atheobr- (1€ Systematic féect maps are added. The CMB and noise
derAC,/C, < 104, maps were simulated following tH&lanckLFI data processing

pipeline Planck Collaboration Il 204 Where the three estima-

tors did not provide significant deviations between the méfs
and without the systematidfects, we have carried out an addi-
tional test by rescaling the systematiteet maps with a constant

N N factor in order to provide an estimate of the amplitude resqli
— . — to detect significant deviations with respect to the CMB algn
Tems(P) ; w; Ty,(p) where ;W' L “) (i.e., larger than @ or 99% confidence level).

Figure 31 shows the three Minkowski functionals for the

The ILC codficients are estimated including Planck frequencidgree LFI frequency bands. In each panel we compare-the
between 30 and 3%3Hz. However, only the three LFI channel{68%) confidence band centred on the mean corresponding to
are included in the total systematic error map, as we areinnly the Gaussian CMB plus noise simulations, with the same sim-
terested in residual LFI systematiftects in the CMB products. ulations with systematicfiects added foHEALPix resolutions

To propagate systematidfects through component separation\sice = 512 256, and 128. Our analysis shows that the estima-
we therefore replace the frequency maps in4gith the corre- tors based on the Minkowski functionals are nfieated by the

sponding systematidiect maps, presence of systemati€fects in the maps.
Table3 contains the dferenceA, of the mean of the two dis-
3 tributions (maps with and without systematiteets), normal-
Teys(P) = Zwi Tsystvi (P)- (5) ized by its dispersion and multiplied by 100, corresponding
i1 the standard deviation, skewness and kurtosis for the ttirée
frequency bands, as detailed by Bq.
Note that for simplicity, the ILC weights are uniformly dis-
tributed in pixel and harmonic domains, whereas in Rtenck A= 10C<Xsys> = (Xclean ©)
component separation pipeline, the variance minimisaison - o-(X ) :
conducted in the needlet space, i.e., on sub-sets of theom&m oS

and pixel domains where foregrounds are relevant at vatévus HereXsysrepresents each of the considered statistics correspond-
els, resulting in a set of cdiecients for each needlet domaming to the maps with systematicfects, pixelized at HEALPix
(Planck Collaboration X1l 2014 resolution oNsige = 1024, andXgeanrepresents each of the con-
sidered statistics corresponding to the maps without syeies
effects. There are no significant deviations, as the distobsti
corresponding to the two types of map are virtually superim-
Finally we assess non-Gaussianity induced by known sysiemagosed.
effects in the LFI maps. We present results derived witfedi Table4 shows the dference of the mean of the two distribu-
ent non-Gaussianity tests carried out at each frequenog tisé tions (maps with and without systematigets), normalized by
map obtained by summing the various systeméfieats consid- its dispersion and multiplied by 100 (see B}j.and correspond-
ered in this paper. ing to the skewness and the kurtosis of the SMHW for the LFI
For detailed information on the non-directional or targetefrequency bands. The list of angular scales selected featimal-
non-Gaussianity tests on the Planck data, we refer the isis isthe one used Planck Collaboration XXI1\{2014 for the
terested reader tBlanck Collaboration XXI1(2014); Planck f estimation, and comprises 16 angular scales betw&earid
Collaboration XXIV (2014); Planck Collaboration XIX2014. 9563 with logarithmic spacing. Again, no significant deviations

—4.107*

maps,

4.6. Gaussianity statistical tests

19



Planck Collaboration: LFI systematic uncertainties

o
o o
— T % © &
L >\X [ 7
St ] =
L % 4 gk 4 ~
gl \ ] . r 7
— [ \ 1~
2 3 X I = xS
< <« f \ 1 <X O
r \ - - —
o | \ o
[ X IS 7 S
N ST 1
sf N ] ] |
r o
g' L X o 8 1 1 L
4 -2 0 4 —4 4 14 -2 0 2 4
v v v
o
o o o
— [ X [ee] 8 T T T
» jaN L ]
oo [ X
- - B o
oS o L B S L 4
[ \ )
\ [Te)
r X
o [ \ L 4
—~ o 1~ L —_
2 L % 22t 12 ok x x|
I o f o Yt 10
<3 ] 1 r 7
[ x =3
o L i o L i
N[ ] N l-?
o | X -
[ x 8
< b, SV o V2 1 1 L 3 8
o
—4 -2 0 4 —4 -2 0 2 4 |—4 -2 0 2 4
v v v
o
< e T T 3 T T T = T T T
[ X
ol \x L i
s - o
o | S - i
[ X 2t 4 e
of \ 1 T 1
— [ \
5/ r X S/ %oex *
<< <« [ A\
o | \ o L ] - i
L X N 8
o[ ™ B
o[ )\ ] ‘k i
[ x o
2 ‘ ‘ “ . = - ‘ L Xy 3 ‘ ‘ ‘
—4 -2 0 2 4 —4 -2 0 2 4 a4 -2 0 2 4
v v v

Fig. 31.The three Minkowski functionals computed for Gaussian CMB aoise simulations (black symbols) compared with the
Minkowski functionals computed for the same simulationthvaystematic #ects added (solid magenta line). From left to right:
the area, contour length or perimeter, and the genus. Frprotoottom: the three LFI frequencies, 30, 44, and 70 GHzs&lage
explicitly for: Ngjge = 512.

are seen. As an additional check, the sum of the systematic®f Conclusions

fects at 70 GHz have been directly translated intiy @stimate ) ) o

for the local shape, resulting in a value &f, = —0.06 and a I this paper we analyse and quantify the uncertainties on

relative deviation o fy /o(fu) = —0.003; the impact of known PlanckLFlI CM_B temperature anisotropy measurements arising

systematics fects at 7GHz on primordial non-Gaussianity isffom systematic fects along two complementary approaches.

negligible. On the one han_d, we adopt@—downapproach, in which spu-
To conclude, we characterize the levels of detectability HPUS €xcess signals are highlighted by a series of dedicate

the non-Gaussian contamination of these systemaictanaps. NUll-tests in which maps containing the same sky signal dre d

Adopting the 1-point PDF and Minkowski functionals statist ferenced to obtain maps containing noise and systemgiécte

we employ simulations with éierent levels of systematic ef-"€Siduals. On the other hand, we follovattom-uppproach in
fects, which each knownféect is simulated in terms of timelines and

maps.
AT(n) = ATcme(n) + ATnoisN) + fATsys(N), (7) Our analysis shows that systematiteet uncertainties are

at least two orders of magnitudes below the CMB temperature
to estimate the factof at which level the systematidfect is anisotropy power spectrum. The two dominaffieets are stray-
detectable. This level is taken to be the valug é6r which any light pick-up from far sidelobes and imperfect photometad-
of the estimators is outside the-Zonfidence level of the valuesibration. In this current data release the sidelobe signaloit
corresponding to maps without systematifeets. The results removed from the data, although the CMB dipole pickup by far
indicate that the minimum values dfare f ~ 8 at 30 GHz, sidelobes is accounted for during the calibration procesga
f ~ 12 at44 GHz, and ~ 7 at 70 GHz. To conclude, systematignonochromatic model.
effects do not generate significant levels of non-gaussiaaity f ~ Statistical analyses performed on maps containing the $um o
the temperature maps at the three LFI frequencies. all the simulated systematidtects added to a simulated CMB
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Table 4. Impact of systematicfBects on skewness and kurtosisregorio, A., Cuttaia, F., Mennella, A., et al. 2013, Subedtto Journal of
at various angular scales. _Instrumentation _

Hinshaw, G., Weiland, J. L., Hill, R. S., et al. 2009, ApJS0 1825

Jarosik, N., Barnes, C., Bennett, C. L., et al. 2003a, Apd8, 29

Jarosik, N., Bennett, C. L., Halpern, M., et al. 2003b, AplI4R, 413

Aungu!ar scale Skewness Kurtosis Lamarre, J., Puget, J., Ade, P. A. R., et al. 2010, A&A, 520, A9
[ Leach, S. M., Cardoso, J., Baccigalupi, C., et al. 2008, A&%1, 597
30GHz 44GHz 70GHz 30GHz 44GHz 70GHz | gany, J. P., Bersanelli, M., D'Arcangelo, O., et al. 201844 520, A8
Martinez-Gonzalez, E., Gallegos, J. E., Arglieso, Fy08al., & Sanz, J. L.
1.3 -0.13 -0.20 -0.06 -0.39 -0.40 -0.25 2002, MNRAS, 336, 22
2.1 -0.09 0.09 0.58 0.08 -0.42 -0.10 Meinhold, P., Leonardi, R., Aja, B., et al. 2009, Journal métrtumentation, 4,
2009
3.4 -0.29 013 074 061-0.04 -0.06  pennella, A., Bersanelli, M., Butler, R. C., et al. 2010, A&820, A5
5.4 _2.25 _-0.08 0.99 0.60 0.04 -0.88 Mennella, A., Bersanelli, M., Siert, M., et al. 2003, A&A, 410, 1089
Mennella, A., Butler, R. C., Curto, A., et al. 2011, A&A, 5383
8.7 —7.52 0.05 4.39 1.30 0.96 —6.62 Planck Collaboration. 2013, The Explanatory Supplemetii¢d’lanck 2013 re-
13.9 —_6.52 0.35 1.86 -0.20 0.75 -2.38 sults, httpf/www.sciops.esa.ifwikiSl/planckpldindex.php?titleMain_Page
. . . . . . . (ESA)
22.3 -1.23 -0.05 0.07 -0.79 -0.17 -0.32 Planck Science flice. 2010, Science Operations “One Year” Report, Tech. Rep.
_ _ _ _ _ PlanckPSQ2010-75, ESA
35.6 0.20 0.11 -0.12 0.44 0.04 0.06 Planck Collaboration II. 2011, A&A, 536, A2
57.0 0.19 0.23 -0.21 -0.25 -0.09 -0.16 Planck Collaboration 1. 2014, A&A, in press, [arXiv:asipd/1303.5062]
Planck Collaboration II. 2014, A&A, in press, [arXiv:asipty1303.5063]
91.2 0.19 0.26 0.02 -0.02 0.25 -0.08 Planck Collaboration Ill. 2014, A&A, in press, [arXiv:astphy1303.5064]
146.0 —-0.07 0.09 0.14 -0.13 0.07 0.07 Planck Collaboration 1V. 2014, A&A, in press, [arXiv:asipty1303.5065]
Planck Collaboration V. 2014, A&A, in press, [arXiv:asipbt1303.5066]
2335 -0.06 -0.09 033 -1.34 0.05 -0.33 Planck Collaboration VI. 2014, A&A, in press, [arXiv:asipty1303.5067]
373.6 0.45 0.28 0.20 -1.56 0.08 -0.21 Planck Collaboration VII. 2014, A&A, in press, [arXiv:astply1303.5068]
Planck Collaboration VIII. 2014, A&A, in press, [arXiv:astpty1303.5069]
597.7 0.80 0.36 0.16 -0.01 0.27 -0.20 Planck Collaboration IX. 2014, A&A, in press, [arXiv:asipty1303.5070]
956.3 0.08 0.21 0.25 -0.05 -0.28 0.12 Planck Collaboration X. 2014, A&A, in press, [arXiv:asz303.507l]

Planck Collaboration XI. 2014, A&A, in press, [arXiv:asipty1312.1300]

8 Values represent the normalizedidience (multiplied by 100) of the Planck Collaboration XII. 2014, A&A, in press, [arXiv:astply1303.5072]
mean for the skewness and the kurtosis for each scale of tl#/gM Planck Collaboration XlII. 2014, A&A, in press, [arXiv:astply1303.5073]
considering maps with and without systematieets. Planck Collaboration XIV. 2014, A&A, in press, [arXiv:astphy1303.5074]
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Appendix A: Theory of the ADC non-linearity effect

ADC non-linearity arises when the measured detector veltag
differs from the true voltage in some repeatable manner, depend-

References ing on the exact values of the voltage thresholds of the chip.
Bersanelli, M., Mandolesi, N., Butler, R. C., et al. 2010, Ag520, A4 By mapping the apparent voltagé,, to the true voltagey, the
Gorski, K. M., Hivon, E., Banday, A. J., et al. 2005, ApJ, 239 ADC effect can be corrected and this mapping is precisely the
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ADC response curvéd(V’), as measured through the LFI acquiwere irrelevant for the map-makifgdput not for the ADC re-
sition system. In a perfect radiometer this voltage is treglpct  moval algorithm that is based on the total power data.

of the system temperaturgsys, and radiometer gaii@(t),

1 APC, AstroParticule et Cosmologie, Université Paris Dide

V = V'RV) = G(t) Teys (A.1)
Probing the response function requires tracking small kmow
input voltage variations)V, in terms of a measuretlV’ atvar- 2
ious working voltagesy’. This can be illustrated by fierenti-
ating the above equation with respecitq 3

dR(V")

AV = v =~

v +R(V'))AV’ =G AT. (A2

Equation A.2) shows the relation between theffdrential in-
put and output signals, and illustrates how a localizedigrad
change can dominate via th&@lV’ term. It also shows that
small intrinsic thermal noise fluctuationsT, can be used as a 4
test input temperature signal, assuming it is due to bantiwid
limited noise powerAT = Tg/ VAvT, whereAy andr are ¢
channel bandwidth and sample integration time, respdgtiBg 10
combining the two previous equations, th&eliential response
can be expressed as !

12

dR(V’):( 1 _i) ,
&\ Vmeav v B

In the case of no ADCfeects and voltage variations induced,,
purely through gain fluctuations, we havé= vAvtAV’, and
the diferential responseR{V’)/dV’ remains zero for alV’, as
expected. Non-linearities are signaled where the therrhikew
noise does not follow detector voltages, revealing vaetiin
the response curve. Since the radiometer gains drift vewlg|
many estimates of white detector noise by Fourier analysia f *’
the one minute scan rings are available, and by binning aexd av,
aging signal-to-noises ef 100 are achievable. The above equa-
tion can be integrated numerically, making use of thesedzinn, 4
values, aRR(V’) ~ 1 is a good approximation. A discrete set of
corrected voltage¥y for each binned measured voltagéscan
be found via a trapezoidal summation,
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20
21

| | 22

k
5V’ 1 1 1 1
V= Vi + — — s — |- [=—+=]. (A4
R izlla(AVi/lJrAV'/) (Vi,1+v'/) A9

HereV| is lowest voltage bingV’ is the voltage bin width, and »3
a =1/ VAvris fitted such that the top voltage bWay, is equal
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Appendix B: ADC error before and after correction

An estimator of the magnitude of the AD@ect is the relative 2’

variation in the white noise ratio of “sky” samples to thefae
ence load” samples. In fact, this removes tffee of the noise
variations by comparing the ADC linearity between two well,
separated voltage levels. These estimates are given i Babl
for all the LFI detectors, before and after the correctiorbdld- 30
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effect.
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Table B.1.Ratio of sky to ref white noise before and after correction
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