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LAS detector and discusses methods to tag and remove backfmntaminated events in data.
Trigger-rate based monitoring of beam-related backgreusgresented. The correlations of back-
grounds with machine conditions, such as residual presautee beam-pipe, are discussed. Re-
sults from dedicated beam-background simulations are shamd their qualitative agreement with
data is evaluated. Data taken during the passage of unpagedon-colliding, proton bunches is
used to obtain background-enriched data samples. Thesseuldo identify characteristic features
of beam-induced backgrounds, which then are exploited ¥eldp dedicated background tagging
tools. These tools, based on observables in the Pixel detebe muon spectrometer and the
calorimeters, are described in detail and their efficieneiee evaluated. Finally an example of an
application of these techniques to a monojet analysis mngiwhich demonstrates the importance
of such event cleaning technigues for some new physicstsesarc
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1. Introduction

In this paper, analyses of beam induced backgrounds (BI&) sethe ATLAS detector during
the 2011 proton-proton run are presented. At every particieelerator, including the LHC[1],
particles are lost from the beam by various processes. PuihC high-luminosity running, the
loss of beam intensity to proton-proton collisions at thpegknents has a non-negligible impact on
the beam lifetime. Beam cleaning, i.e. removing off-momeanand off-orbit particles is another
important factor that reduces the beam intensity. Mostefttkaning losses are localised in special
insertions far from the experiments, but a small fractiothaf proton halo ends up on collimators
close to the high-luminosity experiments. This distriltlideaning on one hand mitigates halo
losses in the immediate vicinity of the experiments, but tgricepting some of the halo these
collimators themselves constitute a source of backgromberieg the detector areas.

Another important source of BIB is beam-gas scattering,ctvhiakes place all around the
accelerator. Beam-gas events in the vicinity of the expemts inevitably lead to background in
the detectors.

In ATLAS most of these backgrounds are mitigated by heavglditig hermetically plugging
the entrances of the LHC tunnel. However, in two areas of #teatfor, BIB can be a concern for
operation and physics analyses:

e Background close to the beam-line can pass through theuapdeft for the beam and cause
large longitudinal clusters of energy deposition, esgicia pixel detectors close to the
interaction point (IP), increasing the detector occupaauny in extreme cases affecting the
track reconstruction by introducing spurious clusters.

e High-energy muons are rather unaffected by the shieldinggrad, but have the potential to
leave large energy deposits via radiative energy lossdwigalorimeters, where the energy
gets reconstructed as a jet. These fake'jated to be identified and removed in physics
analyses which rely on the measurement of missing trans\amgrgy E?“S% and on jet
identification. This paper presents technigues capableggiing events with fake jets due to
BIB.

An increase in occupancy due to BIB, especially when aswmtiwith large local charge
deposition, can increase the dead-time of front-end @eitts and lead to a degradation of data-
taking efficiency. In addition the triggers, especiallysbaepending oE%“iSS, can suffer from rate
increases due to BIB.

1in this paper jet candidates originating from proton-protmllision events are called “collision jets” while jet
candidates caused by BIB or other sources of non-collisamkérounds are referred to as “fake jets”.



This paper first presents an overview of the LHC beam stractbeam cleaning and inter-
action region layout, to the extent that is necessary to nstaied the background formation. A
concise description of the ATLAS detector, with emphasigt@nsub-detectors most relevant for
background studies is given. This is followed by an in-deglidftussion of BIB characteristics,
presenting also some generic simulation results, whicistifhte the main features expected in the
data. The next sections present background monitoring twifber rates, which reveal interesting
correlations with beam structure and vacuum conditionss iEfollowed by background observa-
tions with the Pixel detector, which are compared with datdid simulation results. The rest of the
paper is devoted to fake-jet rates in the calorimeters aridugjet cleaning techniques, which are
effective with respect to BIB, but also other non-collissobackgrounds, like instrumental noise
and cosmic muon induced showers.

2. LHC and the ATLAS interaction region

During the proton-proton run in 2011, the LHC operated atrbeninal energy of 3.5 TeV for
both beams. The Radio-Frequency (RF) cavities, providiegatcceleration at the LHC, operate
at a frequency of 400 MHz. This corresponds to buckets evémmg, of which nominally every
tenth can contain a proton bunch. To reflect this sparsedillijnoups of ten buckets, of which one
can contain a proton bunch, are assigned the same BunchirigyéBentifier (BCID), of which
there are 3564 in total. The nominal bunch spacing in the Z0a&ton run was 50ns, i.e. every
second BCID was filled. Due to limitations of the injectionaghthe bunches are collected in
trains, each containing up to 36 bunches. Typically foumgdorm one injected batch. The
normal gap between trains within a batch is about 200 nsawhé gap between batches is around
900 ns. These train lengths and gaps are dictated by theangtain and the injection process. In
addition a 3us long gap is left, corresponding to the rise-time of the &ickagnets of the beam
abort system. The first BCID after the abort gap is by definitiombered as 1.

A general layout of the LHC, indicating the interaction i@ws with the experiments as well
as the beam cleaning insertions, is shown in[Fig. 1.

The beams are injected from the Super Proton Synchrotro8)(@&#h an energy of 450 GeV
in several batches and captured by the RF of the LHC. Whemjketion is complete the beams
are accelerated to full energy. When the maximum energyashed the next phase is tifle
squeez® during which the optics at the interaction points are cle@ngjom an injection value of
B* = 11m to a lower value, i.e. smaller beam size, at the IP. Kirth beams are brought into
collision, after which stable beams are declared and phyiita-taking can commence. The phases
prior to collisions, but at full energy, are relevant for kground measurements because they allow
the rates to be monitored in the absence of the overwhelmdmalsrate from the proton-proton
interactions.

The number of injected bunches varied from about 200 in 01yl to 1380 during the final
phases of the 2011 proton-proton run. Typically, 95% of thedmes were colliding in ATLAS.
The pattern also included empty bunches and a small fraofioon-colliding, unpaired, bunches.
Nominally the empty bunches correspond to no protons pggkmough ATLAS, and are useful

2The B-function determines the variation of the beam envelopearadahe ring and depends on the focusing proper-
ties of the magnet lattice — for details see [3]
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Figure 1. The general layout of the LHC[2]. The dispersion suppres¢biSL and DSR) are sections
between the straight section and the regular arc. In thigptqey are considered to be part of the arc,
for simplicity. LSS denotes the Long Straight Section — itolyd>00 m long parts of the ring without net
bending. Allinsertions (experiments, cleaning, dump, &f€)located in the middle of these sections. Beams
are injected through transfer lines T12 and TI8.

for monitoring of detector noise. The unpaired bunches moitant for background monitoring
in ATLAS. It should be noted that these bunches were colljdmsome other LHC experiments.
They were introduced by shifting some of the trains with extfio each other, such that unpaired
bunches appeared in front of a train in one beam and at theneti@ iother. In some fill patterns
some of these shifts overlapped such that interleaved lesnalith only 25 ns separation were
introduced.

The average intensities of bunches in normal physics dparatolved over the year from
~ 1.0x 10 p/bunch to~ 1.4x 10' p/bunch. The beam current at the end of the year was about
300 mA and the peak luminosity in ATLAS was5& 10°3cm2s 1,

Due to the close bunch spacing, steering the beams headd wreate parasitic collisions
outside of the IP. Therefore a small crossing angle is usedp1i1 the full angle was 24@rad in
the vertical plane. In the high-luminosity interaction iets the number of collisions is maximised
by the B-squeeze. In 2011 the value Bf was 1.5m initially and was reduced to 1.0 m in mid-
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Figure 2. Detailed layout of the ATLAS interaction region[1]. The Emtriplet consists of quadrupole
magnets Q1, Q2 and Q3. The tertiary collimator (TCT) is naivah but is located between the neutral
absorber (TAN) and the D2 magnet.

September 2011.

A detailed layout of the ATLAS interaction region (IR1) iscstn in Fig[2. Inside the inner
triplet and up to the neutral absorber (TAN), both beams lisesame beam pipe. In the arc, beams
travel in separate pipes with a horizontal separation ofri®¥ The separation and recombination
of the beams happens in dipole magnets D1 and D2 with distaodbe IP of 59—-83 m and 153—
162 m, respectively. The D1 magnets are rather exceptionehé LHC, since they operate at room
temperature in order to sustain the heat load due to delmis the interaction points. The TAS
absorber, at 19 m from the IP, is a crucial element to protexiriner triplet against the heat load
due to collision products from the proton-proton interaws. Itis a 1.8 m long copper block with a
17 mm radius aperture for the beam. It is surrounded by mass@el shielding to reduce radiation
levels in the experimental cavern [4]. The outer radius of $hielding extends far enough to cover
the tunnel mouth entirely, thereby shielding ATLAS from l@mergy components of BIB.

The large stored beam energy of the LHC, in combination Withheat sensitivity of the su-
perconducting magnets, requires highly efficient beamnitga This is achieved by two separate
cleaning insertions [6—8]: betatron cleaning at LHC poitnd momentum cleaning at point 3. In
these insertions a two-stage collimation takes place,lastrited in Fig[]3. Primary collimators
(TCP) intercept particles that have left the beam core. Sairtfgese particles are scattered and re
main in the LHC acceptance, constituting the secondary, dich hits the secondary collimators.
Tungsten absorbers are used to intercept any leakage feoolimators. Although the combined
local efficiency of the the system is better than 99.9 % [8], some halo — cadigihty halo — es-
capes and is lost elsewhere in the machine. The inner giplethe high-luminosity experiments
represent limiting apertures where losses of tertiary wedolld be most likely. In order to pro-
tect the quadrupoles, dedicated tertiary collimators (J@@ére introduced at 145-148 m from the
high-luminosity IP’s on the incoming beam side. The tunggésvs of the TCT were set in 2011
to 11.80, while the primary and secondary collimators at point 7 rceégted the halo at 5
and 8.50, respectivelyt Typical loss rates at the primary collimators were betwe@h-10 p/s
during the 2011 high luminosity operation. These rates aneparable to about $@roton-proton

SHere the local efficiencys(,c) is defined such that on no element of the machine is the loszctidn larger than
1— ggc of the total.

4Here o is the transverse betatronic beam standard deviationfréisgla normalised emittance of 3.u8n. In 2011
the LHC operated at smaller than nominal emittance, thuatheal physical apertures were larger in termgof
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Figure 3. Schematic illustration of the LHC cleaning system. Primand secondary collimators and
absorbers in the cleaning insertions remove most of the I&dme tertiary halo escapes and is intercepted
close to the experiments by the TCT [5].

events/s in both ATLAS and CMS, which indicates that the bdatime was influenced about
equally by halo losses and proton-proton collisions. Tlakdge fraction reaching the TCT was
measured to be in the range 1910723 [8, 9], resulting in a loss rate on the order of°Js on the
TCT.

The dynamic residual pressure, i.e. in the presence of armarbeam, in the LHC beam
pipe is typically of the order of 1@ mbar No-equivalent in the cold regions. In warm sections
cryo-pumping, i.e. condensation on the cold pipe walls,asavailable and pressures would be
higher. Therefore most room-temperature sections of teewa chambers are coated with a spe-
cial Non-Evaporative Getter (NEG) layer [10], which maintaa good vacuum and significantly
reduces secondary electron yield. There are, however, sogwated warm sections in the vicinity
of the experiments. In 2010 and 2011 electron-cloud foromdtil, 12] in these regions led to an
increase of the residual pressure when the bunch spacingleeasased. As an emergency mea-
sure, in late 2010, small solenoids were placed aroundogectvhere electron-cloud formation
was observed (58 m from the IP). These solenoids curled ufpthenergy electrons within the
vacuum, suppressing the multiplication and thereby prévgrelectron-cloud build-up. During a
campaign of dedicated "scrubbing” runs with high-intgnsgifection-energy beams, the surfaces
were conditioned and the vacuum improved. After this scindphtypical residual pressures in the

5The most abundant gases arg BO, CQ and CH,. For simplicity a common practice is to describe these with a
N»-equivalent, where the equivalence is calculated on this bfshe inelastic cross section at beam energy.



warm sections remained below fbmbar No-equivalent in IR1 and were practically negligible in
NEG coated sections — as predicted by early simulations [13]

3. The ATLAS detector

The ATLAS detector [14] at the LHC covers nearly the entiridsangle around the interaction
point with calorimeters extending up to a pseudorapidity= 4.9. Heren = —In(tan(6/2)), with
6 being the polar angle with respect to the nominal LHC beara:-li

In the right-handed ATLAS coordinate system, with its amigi the nominal IP, the azimuthal
angle @ is measured with respect to theaxis, which points towards the centre of the LHC ring.
Side A of ATLAS is defined as the side of the incoming clockwistC beam-1, while the side of
the incoming beam-2 is labelled C. Thaxis in the ATLAS coordinate system points from C to
A, i.e. along the beam-2 direction.

ATLAS consists of an inner tracking detector (ID) in thgl < 2.5 region inside a 2 T super-
conducting solenoid, which is surrounded by electromdgreetd hadronic calorimeters, and an
external muon spectrometer with three large superconatyi¢tiroid magnets. Each of these mag-
nets consists of eight coils arranged radially and symuedtyi around the beam axis. The high-
edge of the endcap toroids is at a radius of 0.83 m and thepextea radius of 5.4 m. The barrel
toroid is at a radial distance beyond 4.3 m and is thus notaelefor studies in this paper.

The ID is responsible for the high-resolution measureméwnedex positions and momenta
of charged particles. It comprises a Pixel detector, aailitacker (SCT) and a Transition Radi-
ation Tracker (TRT). The Pixel detector consists of thregdbdayers at mean radii of 50.5 mm,
88.5mm and 122.5 mm each with a half-length of 400.5 mm. Tkerege in the forward region
is provided by three Pixel disks per sidezadistances of 495 mm, 580 mm and 650 mm from the
IP and covering a radial range between 88.8-149.6 mm. Thel Bexsors are 250m thick and
have a nominal pixel size afp x z= 50 x 400um?. At the edge of the front-end chip there are
linked pairs of “ganged” pixels which share a read-out clehnihese ganged pixels are typically
excluded in the analyses presented in this paper.

The ATLAS solenoid is surrounded by a high-granularity igyargon (LAr) electromagnetic
calorimeter with lead as absorber material. The LAr barmiers the radial range between 1.5m
and 2 m and has a half-length of 3.2 m. The hadronic calorymethe regionn| < 1.7 is provided
by a scintillator-tile calorimeter (TileCal), while hadriz endcap calorimeters (HEC) based on
LAr technology are used in the regiorblk< |n| < 3.2. The absorber materials are iron and copper,
respectively. The barrel TileCal extends fram=2.3m tor = 4.3 m and has a total length of
8.4m. The endcap calorimeters cover upno= 3.2, beyond which the coverage is extended by
the Forward Calorimeter (FCAL) up tm| = 4.9. The highn edge of the FCAL is at a radius
of ~ 70mm and the absorber materials are copper (electromagoeti) and tungsten (hadronic
part). Thus the FCAL is likely to provide some shielding fr@iB for the ID. All calorimeters
provide nanosecond timing resolution.

The muon spectrometer surrounds the calorimeters and ipasgd of a Monitored Drift Tube
(MDT) system, covering the region off| < 2.7 except for the innermost endcap layer where the
coverage is limited ttn | < 2. In the|n| > 2 region of the innermost layer, Cathode-Strip Chambers
(CSC) are used. The CSCs cover the radial range 1-2 m andcatedoatz| = 8 m from the IP.




The timing resolution of the muon system i% s for the MDT and 7ns for the CSC. The first-
level muon trigger is provided by Resistive Plate ChambRRQ) up tojn| = 1.05 and Thin Gap
Chambers (TGC) for. D5< |n| < 2.4.

Another ATLAS sub-detector extensively used in beam-eglattudies is the Beam Condi-
tions Monitor (BCM) [15]. Its primary purpose is to monitoed&m conditions and detect anoma-
lous beam-losses which could result in detector damagedeAsbm this protective function it is
also used to monitor luminosity and BIB levels. It consist$wmo detector stations (forward and
backward) with four modules each. A module consists of twly@gstalline chemical-vapour-
deposition (pCVD) diamond sensors, glued together badkatk and read out in parallel. The
modules are positioned at= 184 cm, corresponding &y'c = 6.13 ns distance to the interaction
point. The modules are at a radius of 55 mm, i.e. atrrof about 4.2 and arranged as a cross
— two modules on the vertical axis and two on the horizontdie &ctive area of each sensor is
8 x 8mn?. They provide a time resolution in the sub-ns range, andrare well suited to identify
BIB by timing measurements.

In addition to these main detectors, ATLAS has dedicatedatiets for forward physics and
luminosity measurement (ALFA, LUCID, ZDC), of which only IQID was operated throughout
the 2011 proton run. Despite the fact that LUCID is very cluséhe beam-line, it is not partic-
ularly useful for background studies, mainly because siolfi activity entirely masks the small
background signals.

An ATLAS data-taking session (run) ideally covers an ensitable beam period, which can
last several hours. During this time beam intensities anaifosity, and thereby the event rate,
change significantly. To optimise the data-taking efficigrbe trigger rates are adjusted several
times during a run by changing the trigger prescales. To cuifie these changes and those in
detector conditions, a run is subdivided into luminositgdids (LB). The typical length of a LB in
the 2011 proton-proton run was 60 seconds. The definitiomagmthe intrinsic assumption that
during a LB the luminosity changes by a negligible amountai@es to trigger prescales and any
other settings affecting the data-taking are always atigmith LB boundaries.

In order to assure good quality of the analysed data, listsio$ and LBs with good beam
conditions and detector performance are used. Furthernioeee are quality criteria for various
reconstructed physics objects in the events that help tondissh between particle response and
noise. In the context of this paper, it is important to memtioe quality criteria related to jets re-
constructed in the calorimeters. The jet candidates usedare reconstructed using the aktjet
clustering algorithm [16] with a radius parameRE 0.4, and topologically connected clusters of
calorimeter cells [17] are used as input objects. Energysiéparising from particles showering
in the calorimeters produce a characteristic pulse in thd-@ut of the calorimeter cells that can be
used to distinguish ionisation signals from noise. The megbpulse is compared with the expec-
tation from simulation of the electronics response, andatiedratic differenc&.e between the
actual and expected pulse shape is used to discriminate fiors real energy depositsSeveral
jet-level quantities can be derived from the following deltel variables:

6ch|| is computed online using the measured samples of the pudge shtime as

N
Quell = 3 (5~ Ag™9? (3.1)
=



e fuec: Fraction of the jet energy in the HEC calorimeter.

e (Q): The average jet quality is defined as the energy-squareghtesl average of the pulse
quality of the calorimeter cells.en) in the jet. This quantity is normalised such that0

Q) <1.

° féA': Fraction of the energy in LAr calorimeter cells with poogsal shape quality(ee; >
4000).

° fQHEC: Fraction of the energy in the HEC calorimeter cells with peignal shape quality
(Qcen > 4000).

e Eneg Energy of the jet originating from cells with negative emethat can arise from elec-
tronic noise or early out-of-time pile-tp

4. Characteristics of BIB
At the LHC, BIB in the experimental regions are due mainlyttee different processes [19-21]:

e Tertiary halo: protons that escape the cleaning insertions and are Idsnhdimg apertures,
typically the TCT situated diz| ~ 150m from the IP.

e Elastic beam-gas elastic beam-gas scattering, as well as single diffracdivattering, can
result in small-angle deflections of the protons. These edadi on the next limiting aperture
before reaching the cleaning insertions. These add to Hweréde on the TCTs.

¢ Inelastic beam-gas inelastic beam-gas scattering results in showers of skagrparticles.
Most of these have only fairly local effects, but high-eryenguons produced in such events
can travel large distances and reach the detectors evertlimirHC arcs.

By design, the TCT is the main source of BIB resulting fromi&ey halo losses. Since itisin
the straight section with only the D1 dipole and inner tiigleparating it from the IP, it is expected
that the secondary particles produced in the TCT arrive thierasmall radii at the experiment.
The losses on the TCT depend on the leakage from the primdliynators, but also on other
bottlenecks in the LHC ring. Since the betatron cleaning IsHC point 7, halo of the clockwise
beam-1 has to pass two LHC octants to reach ATLAS, while b2dralo has six octants to cover,
with the other lowp experiment, CMS, on the way. Due to this asymmetry, BIB duledses on
the TCT cannot be assumed to be symmetric for both beams.

There is no well-defined distinction between halo and eldstiam-gas scattering because
scattering at very small angles feeds the halo, the formaifowhich is a multi-turn process as
protons slowly drift out of the beam core until they hit thenpary collimators in the cleaning
insertions at IP3 and IP7. Some scattering events, howkam, to enough deflection that the

whereA is the measured amplitude of the signal [1§]js the amplitude of each samp]eandg?hysis the normalised
predicted ionisation shape.

7Out-of-time pile-up refers to proton-proton collisionscoering in BCIDs before or after the triggered collision
event.



protons are lost on other limiting apertures before theghethe cleaning insertions. The most
likely elements at which those protons can be lost closeg@#periments are the TCTs. The rate
of such losses is in addition to the regular tertiary haloisdomponent is not yet included in the
simulations, but earlier studies based on 7 TeV beam eneigyest that it is of similar magnitude

as the tertiary halo [20]. The same 7 TeV simulations alsecatd that the particle distributions at
the experiment are very similar to those due to tertiary hadses.

The inelastic beam-gas rate is a linear function of the bersemsity and of the residual pres-
sure in the vacuum chamber. The composition of the residasidgpends on the surface charac-
teristics of the vacuum chamber and is different in warm alydgenic sections and in those with
NEG coating. Although several pressure gauges are presamdthe LHC, detailed pressure
maps can be obtained only from simulation similar to thosedeed in[22]. The gauges can then
be used to cross-check the simulation results at selecietspdhe maps allow the expected rate
of beam-gas events to be determined. Such an interactitribdifon, calculated for the conditions
of LHC fill 2028, is shown in Fig[J4. The cryogenic regions,.gmner triplet (23-59m), the mag-
nets D2 & Q4, Q5 and Q6 at 170 m,~ 200 m and~ 220 m, respectively, and the ars269 m),
are clearly visible as regions with a higher rate, while tied\coating of warm sections efficiently
suppresses beam-gas interactions. The TCT, being a wameelavithout NEG coating, pro-
duces a prominent spike at150 m. In the simulations it is assumed that the rate andluisivn
of beam-gas events are the same for both beams.

4.1 BIB simulation methods

The simulation of BIB follows the methods first outlined i®]1in particular the concept of a
two-phase approach with the machine and experiment siontabeing separate steps. In the first
phase the various sources of BIB are simulated for the LHOngdy [9, 21]. These simulations
produce a file of particles crossing an interface plane-at22.6 m from the IP. From this plane
onwards, dedicated detector simulations are used to patpdge particles through the experimen-
tal area and the detector. Contrary to earlier studies [0923], more powerful CPUs available
today allow the machine simulations to be performed withmasing® This has the advantage of
preserving all correlations within a single event and thimas event-by-event studies of detector
response. The beam halo formation and cleaning are sindwigtl SixTrack [24], which com-
bines optical tracking and Monte Carlo simulation of pagtimteractions in the collimators. The
inelastic interactions, either in the TCT based on the impaordinates from SixTrack, or with
residual gas, are simulated with Bk A [25]. The further transport of secondary particles up to the
interface plane is also done with. BKA.

High-energy muons are the most likely particles to cause fak signals in the calorime-
ters. At sufficiently large muon energies, typically abo@® GeV, radiative energy losses start to
dominate and these can result in local depositions of afgignt fraction of the muon energy via
electromagnetic and, rarely, hadronic cascades [26].

8There are several biasing techniques available in MonteoGamulations. All of these aim at increasing statistics
in some regions of phase space at the cost of others by mglifiie physical probabilities and compensating this by
assigning non-unity statistical weights to the particlds.an example the life-time of charged pions can be decreased
in order to increase muon statistics. The statistical wieggleach produced muon is then smaller than one so that on
average the sum of muon weights corresponds to the truegathysioduction rate.
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The TCTs are designed to intercept the tertiary halo. Thag thpresent intense — viewed
from the IP, almost point-like — sources of high-energy selewy particles. The TCTs are in the
straight section and the high-energy particles have agttanentz boost along. Although they
have to traverse the D1 magnet and the focusing quadrupefeselreaching the interface plane,
most of the muons above 100 GeV remain at radii below 2 m.

The muons from inelastic beam-gas events, however, caimatigeither from the straight
section or from the arc. In the latter case they emerge tdiadignto the ring or pass through
several bending dipoles, depending on energy and chargth eéfects cause these muons to be
spread out in the horizontal plane so that their radial ihigtion at the experiment shows long tails,
especially towards the outside of the ring.

In the following, some simulation results are shown, basethe distribution of muons with
momentum greater than 100 GeV at the interface plane. Theome restrict the discussion to
muons is twofold:

1. The region between the interface plane and the IP is cousréeavy shielding and detector
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Figure 5. Simulated distribution of the-coordinates of inelastic beam-gas events from which a mitin
more than 100 GeV has reached the interface plane at 22.6 ettwithcurves correspond to muons at radii
below and above 1 m at the interface plane.

material. All hadrons and EM-particles, except those wittiie 17 mm TAS aperture or
at radii outside the shielding, undergo scattering andltréswa widely spread shower of
secondary particles. Therefore the distributions of thgeticles at the interface plane do
not directly reflect what can be seen in the detector data.

2. High-energy muons are very penetrating and rather ucteffieby material, but they are also
the cause of beam-related calorimeter background. Theréfe distribution of high-energy
muons is expected to reflect the fake jet distribution seedaia. The muon component is
less significant for the ID, but its distribution can stilveal interesting effects.

Figure[b shows the simulategdistribution of inelastic beam-gas events resulting inighh
energy muon at the interface plane. In order to reach laagr the muons have to originate from
more distant events. Since the barrel calorim&aerhich detect the possible fake jets, cover radii
above 1 m, the fake jet rate is not expected to be sensitiviose-ty beam-gas interactions and

9Fake jets can be produced also in the endcap and forwardroaters, but due to higher rapidity are less likely to
fake a highpr jet.
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Fig.}4.

therefore not to the pressure in the inner triplet. This &dgsed later in the context of correlations
between background rates and pressures seen by the vacugesgdz = 22 m and/zl =58 m.

Figure[6 shows the simulated radial distributions of higiergy muons from inelastic beam-
gas events taking place at various distances from the IRréfysuggests that the regions with
highest interaction rate are the inner triplet, the TCT @agithe cold sections in the LSS beyond
the TCT, and the arc. In NEG-coated warm regions the expdmtedn-gas rate is negligible,
which allows the interesting sections to be grouped inta feide regions, as indicated at the
bottom of Fig[}. It is evident from Fif] 6 that at very smalfiicoeam-gas interactions in the inner
triplet dominate, but these do not give any contributionsadii beyond 1 m. The radial range
between 1-4 m, covered by the calorimeters, gets contoifisitirom all three distant regions, but
the correlation between distance and radius is very strowgirmthe TileCal { = 2—4 m) muons
from the arc dominate by a large factor. Beyond a radius of g the arc contributes to the
high-energy muon rate.

The dashed curve in Fifl. 6 shows the radial distribution ghténergy muons from interac-
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tions in the TCT, which represents a practically point-idairce situated at slightly less than 150 m
from the IP. It can be seen that the radial distribution igeyadnsistent with that of beam-gas colli-
sions in thez=59-153 m region. The TCT losses lead to a fairly broad maxirbatowr = 1 m,
followed by a rapid drop, such that there are very few highrgm muons from the TCT ait> 3 m.
The absolute level, normalised to the average loss rateqi/$®n the TCT, is comparable to that
expected from beam-gas collisions.

Figure[J shows the simulategi-distribution of the high-energy muons for different redia
ranges and regions of origin of the muons. At radii below 1 tiuons from the inner triplet
show a structure with four spikes, created by the quadruipels of the focusing magnets. Muons
from more distant locations are deflected in the horizontahe by the separation and recom-
bination dipoles creating a structure with two prominenikep. The figure shows both charges
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together, but actually D1 separates, according to chalgemuons originating from within 59-
153 m. Since D2 has the same bending power but in the oppadsietidn, muons from farther
away are again mixed. The same two-spiked structure is also at larger radii. Beyond=2m

a slight up-down asymmetry is observed, which can be atgibto a non-symmetric position of
the beam-line with respect to the tunnel floor and ceiling peteling on the region, the beam-line
is about 1 m above the floor and about 2 m below the ceiling. Thises a different free drift
for upward- and downward-going pions and kaons to decayrmions before interacting in ma-
terial. Since the floor is closer than the roof, fewer higlergy muons are expected in the lower
hemisphere. A similar up-down asymmetry was already olesem calorimetric energy depo-
sition when 450 GeV low-intensity proton bunches were dutinge the TCT during LHC beam
commissioning [27], although in this case high-energy nsumrobably were a small contribution
to the total calorimeter energy. Finally, at radii beyond ,4anly muons from the arc contribute.
The peak atg| = mis clearly dominant, and is due to the muons being emittegetatially to the
outside of the ring.

5. BIB monitoring with Level-1 trigger rates

The system that provides the Level-1 (L1) trigger decistbe, ATLAS Central Trigger Processor
(CTP)[28], organises the BCIDs into Bunch Groups (BG) tooaict for the very different char-
acteristics, trigger rates, and use-cases of collidingaired, and empty bunches. The BGs are
adapted to the pattern of each LHC fill and their purpose igtogtogether BCIDs with similar
characteristics as far as trigger rates are concerned. rticgar, the same trigger item can have
different prescales in different BGs.

The BGs of interest for background studies are:

e BGRPO, all BCIDs, except a few at the end of the abort gap
e Paired, a bunch in both LHC beams in the same BCID

e Unpaired isolated (Unpairedlso), a bunch in only one LHC beam with no bunch éndther
beam within+ 3 BCIDs.

e Unpaired non-isolated (UnpairedNonlso), a bunch in only one LHC beam with a nearby
bunch (within three BCIDS) in the other beam.

e Empty, a BCID containing no bunch and separated from any bunch least five BCIDs.

The L1 trigger items which were primarily used for backgrdumonitoring in the 2011 proton
run are summarised in Taljle 1 and explained in the following.

The L1_BCM_AC_CA trigger is defined to select particles #iéimg parallel to the beam,
from side A to side C or vice-versa. It requires a backgrolikel-coincidence of two hits, defined
as one (early) hitin atime window6.25+ 2.73 ns before the nominal collision time and the other
(in-time) hit in a time window4-6.25+ 2.73 ns after the nominal collision time.

Tabld] lists two types of BCM background-like triggers — onéBGRPO, and the other in
the Unpairediso BG. The motivation to move from L1_BCM_A®G\ BGRPO, used in 2010 [29],
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Trigger item

Description

Usage in background studies

L1 BCM_AC_CA_BGRPO
L1 BCM_AC_CA_ Unpairediso

BCM background-like coincidenc
BCM background-like coincidenc

e BIB level monitoring
e BIB level monitoring

Ghost collisions
Ghost collisions
Fake jets & ghost collisions
Fake jets & ghost collisions

BCM collision-like coincidence
b BCM collision-like coincidence

Jetwithpr > 10GeV at L1

Jetwithpr > 10GeV at L1

L1 BCM_Wide_Unpairedlso
L1 BCM_Wide UnpairedNonls
L1 J10 _Unpairedlso

L1 J10_UnpairedNonliso

Table 1. ATLAS trigger items used during the 2011 proton runs for lirokind studies and monitoring.

to unpaired bunches was that a study of 2010 data revealgghifiGant luminosity-related con-
tamination due to accidental background-like coincidsrioehe trigger on all bunches (BGRPO).
Although the time window of the trigger is narrow enough teadiminate collision products from
the actually passing bunch, each proton-proton event isweld by afterglow [30], i.e. delayed
tails of the particle cascades produced in the detector riahteThe afterglow in the BCM is
exponentially falling and the tail extends t010us after the collision. With 50 ns bunch spac-
ing this afterglow piles up and becomes intense enough te havon-negligible probability for
causing an upstream hit in a later BCID that is in backgroliked-coincidence with a true back-
ground hit in the downstream detector arm. In the rest of pliger, unless otherwise stated, the
L1 BCM_AC_CA Unpairedlso rate before prescaling is nefdrto as BCM background rate.

A small fraction of the protons injected into the LHC escapeirt nominal bunches. If this
happens in the injectors, the bunches usually end up in beigmg RF buckets. If the bunches
are within the same 25 ns BCID as the main bunch, they araeefto as satellites. If de- and re-
bunching happens during RF capture in the LHC, the protoreasipover a wide range of buckets
and if they fall outside filled BCIDs, they are referred to &gt charge.

The L1_BCM_Wide triggers require a collision-like coineitte, i.e. in-time hits on both
sides of the IP. The time window to accept hits extends fro8® s to 8.19 ns after the nominal
collision time.

The L1_J10 triggers fire on an energy deposition above 10 @eafproximately electromag-
netic scale, in the transverse plane inrgAp region with a width of about .8 x 0.8 anywhere
within || < 3.0 and, with reduced efficiency, up tp = 3.2. Like the L1_BCM_Wide triggers,
the two L1_J10 triggers given in Taljle 1 are active in Ungige or UnpairedNonlso bunches,
which makes them suitable for studies of ghost collisionssrén these two categories of unpaired
bunches.

The original motivation for introducing the Unpairediso B@s to stay clear of this ghost
charge, while the UnpairedNonlso BG was intended to be usesstimate the amount of this
component. However, as will be shown, an isolationd8% BCID is not always sufficient, and
some of the Unpairediso bunches still have signs of coflisiotivity. Therefore Tablg 1 lists the
Unpairediso BG as suitable for ghost charge studies.

5.1 BCM background rates vs residual pressure

In order to understand the origin of the background seen byBiM, the evolution of the rates
and residual pressure in various parts of the beam pipe &iedi@ning of an LHC fill are studied.
The vacuum gauges providing data for this study are locat&® en, 22 m and 18 m from the IP.
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Figure 8. Pressures, beam parameters and BCM background rates theistart of a typical LHC fill.

The pressures from these are referred to as P58, P22 andeRp8¢tively. Figurf 8 shows a char-
acteristic evolution of pressures and BCM background rdtenmthe beams are injected, ramped
and brought into collision. P58 starts to increase as sodream is injected into the LHC. The
pressure, however, does not reflect itself in the backgraeeed by the BCM. Only when the beams
are ramped from 450 GeV to 3.5 TeV, does P22 increase, présyimhae to increased synchrotron
radiation from the inner triplet. The observed BCM backgrbincrease is disproportionate to the
pressure increase. This is explained by the increasing lessrgy, which causes the produced
secondary particles, besides being more numerous, to lighertprobability for inducing pene-
trating showers in the TAS, which is between the 22 m point tuedBCM. The pressure of the
third gauge, located at 18 m in a NEG-coated section of thaeuwacipe, is not shown in Fifj. 8.
The NEG-coating reduces the pressure by almost two ordarsaghitude, such that the residual
gas within4=19 m does not contribute significantly to the background. rétecording to Fig[},
the pressure measured by the 22 m gauge is constant throegintine inner tripléf. This and
the correlation with P22 suggest that the background se¢hébBCM is due mostly to beam-gas
events in the inner triplet region.

10The pressure simulation is based, among other aspectsedtigtibution and intensity of synchrotron radiation,
which is assumed to be constant within the triplet.

—-17 -



BN
o

ATLAS

BCM Background Rate [Hz/10% protons]

10—
1010 10° 108

Pressure at 22m [mbar]

Figure 9. Correlation between P22 and BCM background rate. Each go¢sents one LB.

This conclusion is further supported by Hip. 9 where the BCGMKground rate versus P22 is
shown. In the plot each point represents one LB, i.e. aboseé0nds of data-taking. Since beam
intensities decay during a fill, the pressures and backgraate also decrease so that individual
LHC fills are seen in the plot as continuous lines of dots. AKlalthough not perfect, correlation
can be observed. There are a few outliers with low pressuleeatively high rate. All of these
are associated with fills where P58 was abnormally high.

The relative influence of P22 and P58 on the BCM backgroundsivatied in a special test,
where the small solenoids around the beam pipe at 58 m, ietetwdsuppress electron-cloud for-
mation, were gradually turned off and back on again. FifjGreliows the results of this study.
The solenoids were turned off in three steps and due to thet @filectron-cloud formation the
pressure at 58 m increased by a factor of about 50. At the samaeethe pressure at 22 m showed
only the gradual decrease due to intensity lifetime. Wit ¢blenoids turned off, P58 was about
nine times larger than P22. At the same time the BCM backgtaate increased by only 30%,
while it showed perfect proportionality to P22 when the soids were on and P58 suppressed.
This allows quantifying the relative effect of P58 on the B®sickground to be about 3-4% of
that of P22. If these 3-4% were taken into account in Eig.@,dlhltliers described above would be
almost entirely brought into the main distribution.

In summary, the BCM background trigger can be consideredtta trery good measurement
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on this scale.

of beam-gas rate produced close to the experiment, whilastlbw efficiency to monitor beam
losses far away from the detector.

5.2 BCM background rates during 2011

Figure[1]l shows the BCM background rate for the 2011 protos tagether with the P22 average
residual pressure. These rates are based onthe L1_BCM_AGJ@pairedlso trigger rates, which
became available after the May technical stop of the LHCiguthe period covered by the plot,
the number of unpaired bunches and their location in the dittgpgn changed considerably. No
obvious correlation between the scatter of the data andetbkanges could be identified. No
particular time structure or long-term trend can be obsgtmehe 2011 data. The average value of
the intensity-normalised rate remains just below 1 Hz tghmut the year.

Except for a few outliers, due to abnormally high P58, the B8aA¢kground rate correlates
well with the average P22 residual pressure, in agreemehtRig.[9 and the discussion in S€ct]5.1.

5.3 Observation of ghost charge

The BCM allows studies of the amount of ghost charge in noliyieanpty BCIDs. The background-
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starting from mid-May. The rate is shown together with th@ B2erage residual pressure.

like trigger can be used to select beam-gas events creatgghdst charge. Since, for a given
pressure, the beam-gas event rate is a function of bunahsityeonly, this trigger yields directly
the relative intensity of the ghost charge with respect t@minal bunch, in principle. The rate,
however, is small and almost entirely absorbed in backgisumainly the accidental afterglow
coincidences discussed at the beginning of this sectionthen problem is that due to the width of
the background trigger time window, only the charge in twthoee RF buckets is seen, depending
on how accurately the window is centred around the nominiéikmm time.

A more sensitive method is to look at the collisions of a ghmstch with nominal bunches.
Provided the emittance of the ghost bunches is the sametasf th@minal ones, the luminosity of
these collisions, relative to normal per-bunch luminogityes directly the fraction of ghost charge
in the bucket with respect to a nominal bunch. The collisiprabe the ghost charge only in the
nominal RF bucket, which is the only one colliding with thepaired bunch. The charge in the
other nine RF buckets of the BCID is not seen. Data from thegitadinal Density Monitors
of the LHC indicate that the ghost charge is quite uniformistributed in all RF buckets of a
non-colliding BCID [31, 32].

Figure[12 shows a summary of BCM collision-like and backgablike trigger rates for a
particularly interesting BCID range of a bunch pattern w817 colliding bunches. For this plot,
several ATLAS runs with the same bunch-pattern and compmialtial beam intensities have
been averaged. The first train of a batch is shown with pati@tecond train. The symbols show
the trigger rates with both beams at 3.5 TeV but before theybaought into collision, while the
histograms show the rates for the first5 minutes of stable beam collisions. This restriction t th
start of collisions is necessary since the rates are nota@ed by intensity, and a longer period
would have biased the histograms due to intensity decaygiidwgs of six unpaired bunches each
in front of the beam-2 trains (around BCID 1700 and 1780, eeBpely) and after the beam-1 train
(around BCID 1770) can be clearly seen. These show the satkgroand trigger rate before and
during collisions. As soon as the beams collide, the coltigiate in paired BCIDs rises, but the
background rate also increases by about an order of magnifslexplained before, this increase
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is due to accidental background-like coincidences fromargibw. The gradual build-up of this
excess is typical of afterglow build-up within the train [30
The uppermost plot in Fif). 12, showing the collision rateesds two interesting features:

e Collision activity can be clearly seen in front of the train,BCIDs 1701, 1703 and 1705.
This correlates with slightly increased background seethexmiddle plot for the same
BCIDs. This slight excess seen both before and during anliésis indicative of ghost charge
and since there are nominal unpaired bunches in beam-2 makghing BCIDs, this results
in genuine collisions. It is worth noting that a similar egsedoes not appear in front of
the second train of the batch, seen on the very right in this plbhis is consistent with no
beam-1 ghost charge being visible in the middle plot arouGdB1780.

e Another interesting feature is seen around BCID 1775, whesenall peak is seen in the
collision rate. This peak correlates with a BCID range wheeam-1 bunches are in odd
BCIDs and beam-2 in even BCIDs. Thus the bunches are intedeaith only 25 ns spac-
ing. Therefore this peak is almost certainly due to ghostgdan the neighbouring BCID,
colliding with the nominal bunch in the other beam.

The two features described above are not restricted toesibgIC fills, but appear rather
consistently in all fills with the same bunch pattern. Thusegéms reasonable to assume that this
ghost charge distribution is systematically produced @itijectors or RF capture in the LHC.

Figure[1? suggests that the definition of an isolated bunség by ATLAS in 2011, is not
sufficient to suppress all collision activity. Instead ofju@&ing nothing in the other beam within
+ 3 BCIDs, a better definition would be to require an isolatigndb7 BCIDs. In the rest of this
paper, bunches with such stronger isolation are callper-isolated (Superlso)?

5.4 Jet trigger rates in unpaired bunches

The L1_J10_Unpairediso trigger listed in Tafle 1 is in pipte a suitable trigger to monitor fake-
jet rates due to BIB muons. Unfortunately the L1_J10 trigg#e has a large noise component due
to a limited number of calorimeter channels which may becidfe by a large source of instrumental
noise for a short period of time, on the order of seconds outem While these noisy channels are
relatively easy to deal with offline by considering the pudbape of the signal, this is not possible
at trigger level. In this study, done on the trigger ratealdhe fluctuations caused by these noise
bursts are reduced by rejecting LBs where the intensityaatised rate is more than 50% higher
than the 5-minute average.

Another feature of the J10 trigger is that the rates show &lidgnce on the total luminosity
even in the empty bunches, i.e. there is a luminosity-degindonstant pedestal in all BCIDs.
While this level is insignificant with respect to the rate wilicing BCIDs, it is a non-negligible
fraction of the rates in the unpaired bunches. To removedffést the rate in the empty BCIDs
is averaged in each LB separately and this pedestal is stddrdrom the rates in the unpaired
bunches.

Figure[IB shows these pedestal-subtracted L1_J10 trigges in unpaired bunches, plotted
against the luminosity of colliding bunches. Provided titemsity of ghost bunches is proportional

11For the start of 2012 data-taking the Unpairediso BG wasfireie: to match this definition of Superlso.
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of colliding bunches after subtraction of the luminositypendent pedestal, determined from the empty
bunches.

to the nominal ones, their emittance is the same as that afaddounches and if all the rate is
due to proton-proton collisions, a good correlation is eteé. Indeed, the UnpairedNonlso rates
correlate rather well with the luminosity, indicating ttealarge fraction of the rate is due to bunch-
ghost encounters. Even the Unpairediso rates show someatn, especially at low luminosity.
This suggests that even these isolated bunches are paitedsovne charge in the other beam
which is consistent with Fig.]L2. In superlso bunches, igplying an even tighter isolation, the
correlation mostly disappears and the rate is largely ieddpnt of luminosity.

If the rates shown in Fi@l3 are dominated by collisionsnttiés should be reflected as a
good correlation between the J10 and BCM collision-likgger rates. Figure 14 shows that this
is, indeed, the case. While the correlation is rather weakHe superlso bunches, it becomes
increasingly stronger with reduced isolation criteria.

6. Studies of BIB with the ATLAS Pixel detector

6.1 Introduction

Like the BCM, the ATLAS Pixel detector is very close to the ilvebne, so it is sensitive to similar

background events. However, while the BCM consists of omjteactive elements, the Pixel
detector has over 80 million read-out channels, each quoreting to at least one pixel. This fine
granularity enables a much more detailed study of the cteratics of the BIB events.

— 23—



= T T k) T T v T T
5 5 5
g 10-1 3 ATLAS E glo-l L ATLAS . E glo»l 2 ATLAS .
<L Superlso L Unpairediso L UnpairedNonlIso
g o o
N N} N s
< L, L, - a3
Q Q ) <
T <] <]
3 14 o
3 2 % 2 % 2
210 E 10°F E 10°F E
L 1 1 1 1 1
107 10" 107 10* 107 10
BCM Collision Rate [Hz/10" protons] BCM Collision Rate [Hz/10" protons] BCM Collision Rate [Hz/10™ protons]

Figure 14. Correlation of L1_J10 and BCM collision trigger rates infdient classes of unpaired bunch
isolation.

As shown in Secf]5, the BCM background rate is dominated bynbgas events in rather close
proximity to ATLAS. Energetic secondary particles from begas events are likely to impinge on
the TAS and initiate showers. The particles emerging from TAS towards the Pixel detector
are essentially parallel to the beam-line and therefore&jiy hit only individual pixels in each
endcap layer, but potentially leave long continuous trankiBixel barrel sensors. If a beam-gas
event takes place very close to the TAS, it is geometricadlgsible for secondary particles to pass
through the aperture and still hit the inner Pixel layer.

In studies using 2010 data[29] the characteristic featafdsgh cluster multiplicity and the
presence of long clusters in theedirection in the barrel, were found to be a good indicator of
background contamination in collision events.

The study in Ref. [29] was done by considering paired and wepd8CIDs separately. Com-
paring the hit multiplicity distributions for these two sphas allows the differences between BIB
and collision events to be characterised. An independettiodeo identify BIB events is to use the
early arrival time on the upstream side of the detector. @/tik time difference expected from the
half length of the Pixel detector is too short to apply thidimoe with the pixel timing alone, corre-
lations with events selected by other, larger, ATLAS suted®srs with nanosecond-level time res-
olution are observed. For example, BIB events identified bigaificant time difference between
the BCM stations on either side of ATLAS, are also found toilexharge cluster multiplicity in
the Pixel detector [29].

The characterisation of BIB-like events by comparing disttions for paired and unpaired
bunches, coupled with the event timing in other sub-detsecailows parameters to be determined
for the efficient identification of BIB in the Pixel detectofhe most striking feature in the Pixel
barrel of BIB-like events, compared to collision produdssthe shallow angle of incidence, which
causes Pixel clusters to be elongated alpnghere a cluster is defined as a group of neighbouring
pixels in which charge is deposited. Since the pixels havength of 40Qum, or larger, in the
z-direction, the charge per pixel tends to be larger than foaricle with normal incidence on the
250um thick sensor. More significantly however, a horizontatkras likely to hit many pixels
causing the total cluster charge to be much larger than foc&y “collision” clusters.
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In the following, the different properties of pixel clustegenerated by collisions and BIB
events are examined to help develop a background idenidficatgorithm, which relies only on
the cluster properties. The BIB tagging efficiency is gu#adi and the tools are applied to study
2011 data.

6.2 Pixel cluster properties

An example of a high-multiplicity BIB event is shown in F[g§,lin which the elongated clusters
in the barrel region can be observed.

ATLAS Pixels

Figure 15. A high-multiplicity BIB event in the Pixel detector, showgrthe typically long pixel clusters
deposited in the barrel region. On the left is the layout ef Bixel detector barrel viewed along the beam-
line and the right shows the event display in a zoomed region.

The differences in average cluster properties for colfidike and BIB-like events are shown
in Fig. [l6. For each barrel layer and endcap, the pixel alusikimn width in then direction is
averaged over all clusters and plotted against the psepidisaof the cluster position. Ganged
pixels are excluded and no requirement for the clusters &sbeciated with a track is applied.

For collisions, shown on the left of Fig.]J16, the cluster \id a function ofn simply for
geometrical reasons and the agreement between data and Marb simulation [33] is good.

The distribution for BIB-like events is shown on the righdesiof Fig[1p. The upper plot shows
data in super-isolated unpaired bunches for events thatedeeted using the background identifi-
cation tool, which is described in Seft.]6.3. The distributis independent aff as expected for
BIB tracks. A detailed simulation [9], described in Sgttwés interfaced to the ATLAS detector
simulation to check the cluster properties in beam-gastev&ased on the assumption that BIB in
the detector is dominated by showering in the TAS, a 20 GeVggrteansport cut was used in the
beam-gas simulations. This high cut allowed maximisatibime statistics by discarding particles
that would not have enough energy to penetrate the 1.8 m glecayf the TAS. Here it is assumed
that particles passing through the TAS aperture, which trtigive low energy, do not change the
average cluster properties significantly — an assumptiabrédmains to be verified by further, more
detailed, simulations. The distributions are found to rhafery well the distributions observed in
data. It can also be seen from Hid. 16 that the clusters inritleags are small and of comparable
size for both collision events and BIB. This is expected ftbegeometry, because at thevalues
covered by the endcap disks, the collision products havenasraall angle with respect to the
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Figure 16. Pixel cluster width (inn direction) versus pseudorapidity for (a, c) collision atwl ) back-
ground data and Monte Carlo simulation.

beam-line. In the Barrel, layer O clusters are system#§italger than layer 1 and layer 2 for small
n, due to the beam spot spread along the beam-line.

In the Pixel detector, the charge deposited in each pixeldasuared from the time that the
signal is above the discriminator threshold. After appiatercalibration, the charge is determined
and summed over all pixels in the cluster. Figure 17 showshizge versus the cluster column
width for the outer barrel layer for the same data and MontéoGamples that are used for Fig] 16.
As expected, the majority of clusters are small both in tesfrspatial extent and amount of charge.

However, differences between BIB and collision samplesivecapparent when clusters of
larger size or charge are considered. In the BIB eventsocagtcorrelation is observed between
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Figure 17. Pixel cluster deposited charge versus cluster width(direction), for Pixel barrel clusters.

cluster width and deposited charge, because the elonghitsigrs tend to align along the beam
direction. Large clusters in collision events, howeverymaase either from secondary particles
such asd-rays or low-momentum loopers, or from particles stoppinghie sensor (Bragg-peak).
Thus the clusters with large charges are not necessargpedi with the beam direction. These
features, seen in data, are qualitatively well reprodugethé Monte Carlo simulations.

6.3 Pixel cluster compatibility method

The cluster characteristics of BIB particles have beenaitqul to develop a BIB identification
algorithm, based on a check of the compatibility of the potakter shape with BIB.
Only the cluster widthsAn and Ag, are necessary for an efficient selection of BIB. The
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Figure 18. Conditional probability distributiong2¢ andP®, for clusters in the innermost pixel barrel for (a)
colliding and (b) unpaired bunches respectively. The loglet (c) shows the calculated BIB compatibility.

algorithm processes all clusters in the event, indepenafethether the cluster is associated with
a track after reconstruction. Therefore, in addition toioéflanalysis, the algorithm is also suited
for rapid online monitoring of the background.

For each pixel cluster in the event, the algorithm computesonditional probability to obtain
the measured cluster widthy = An (or A@), (in units of pixels), given the cluster position in
pseudorapidity,, and the barrel layer. Only pixel clusters in the barrel tayare considered,
as these provide the best discriminating power. The canditi probability associated with each
possible source of the clustéi for collisions orPP for BIB, is retrieved from look-up tableg,s
for collisions orT.} for BIB:

WP (n,layen

N TC7b

PSP (w|n, layer) =
w1 Tw" (n,layer)

(6.1)

whereT\,‘&b(n,Iayer) is the number of clusters with width for a givenn bin and barrel layer.
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The values fofl'\,‘v”b were obtained using a data-driven method based on studéedliding and
unpaired bunches. The study was performed using LHC fill fié@2 2010, in which the bunch
configuration had only one pair of colliding bunches in BCHDL and one unpaired bunch per
beam, in BCID 892 and 1786. In this sparse pattern, the uegh&iunches satisfied the definition
of being super-isolated.

The conditional probability distribution for pixel clustein the innermost barrel layer is plot-
ted in Fig[IP, for different cluster widths and for colliginP® (left), and unpairedP® (right),
bunches. The probability distributions are shown for thestdr width in the} direction only. The
other barrel layers have similar distributions, with reeddgseudorapidity coverage. As described
by Eq. (6.1L), the pixel cluster width distributions are natised to the total number of pixel clusters
in each pseudorapidity bin, so that the relative multipficf all cluster widths can be compared. It
is seen that the fraction of clusters with a certain widtheaejs strongly om for colliding bunches,
whereas the probability to generate a certain width of eluistindependent af for clusters from
BIB.

The conditional probability distributions are used to damst the compatibility of the cluster
with BIB rather than with collisions. The BIB compatibili§?, is defined as the ratio of conditional
probabilities, and is calculated independently for thesteow = An andw = Ag dimensions:

PP(w|n,layer)
Pc(w|n,layer)
The resulting BIB compatibility is plotted in Fifj. 18|(c) arths the expected distribution; the
longest pixel clusters in the central barrel region are tbst indicators of BIB. Similar plots are
obtained for the cluster widths in the orthogongl.direction, and both directions are exploited to
calculate the background compatibility of the cluster.

After the compatibility is computed for each cluster in thvemt, the algorithm uses two meth-
ods to identify events containing BIB:

cP(win,layer) = (6.2)

e Simple counting method: In the first method, each pixel cluster is taken to be comfmatib
with BIB if the cluster compatibility in both dimensions esexds the quality cus®(An|n,
layer) > 20 andCP(Ag|n,layer) > 4. The entire event is tagged as a BIB candidate if it
contains more than five BIB compatible clusters. The qualits are tuned in Monte Carlo
simulation to efficiently select BIB events, while rejegtioollisions.

e Cluster compatibility averaging: In the second method, the cluster compatibilitiedim
andAg are independently averaged over all clusters in the eventvoddimensional com-
patibility distribution is obtained, shown in Fids. 19(@&®(b) and 19(¢) respectively, for sim-
ulated collision events, simulated beam-gas events and h @fa run. It is seen from the
Monte Carlo samples that the collision and BIB distributi@me centred in different regions
of the compatibility parameter space. The two regions rardetinct in the background data
sample, one corresponding to the unpaired bunch colliditig ghost charge, as discussed in
Sect[5.B, and possibly afterglow, while the other regioddminated by beam-background
events. A two-dimensional cut is applied to select BIB cédat#s.

The simple counting method essentially relies on a sufficiember ¢ 5) of large BIB clus-
ters in the central barrel regions to identify BIB eventseThuster compatibility averaging method
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Figure 19. The average pixel cluster compatibility distributions faj simulated collisions, (b) simulated
beam-gas, and (c) background data. The intensity scalegepts the number of events normalised by the
maximum bin.

takes into account all clusters in the event, so it is suitétt identifying events containing fewer
large BIB clusters together with many smaller BIB clusterbich may not be tagged by the simple
counting method. If a BIB event is overlaid with multiple lisibns, the additional collision-like
clusters pull the average compatibility for a BIB event tosvthe centre of the collision distribu-
tion. An increase in pile-up therefore reduces the effigrefor tagging a BIB event using only
the cluster compatibility averaging method. However, tigging efficiency of the simple count-
ing method is robust against pile-up, since an event cangia sufficient number of large BIB
compatible clusters is always tagged. At high pile-up theging of collision-like clusters into
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bigger ones reduces the rejection power for collision evdmtcause merged collision clusters are
more likely to be mistaken as originating from BIB — and thergimeg probability is a function of
cluster density, which increases with pile-up. Thereftine,combination of both methods is used
in the final algorithm to ensure the best possible efficiemuy r@jection power over a wide range
of conditions, including the number of BIB pixel clusterstie event.
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Figure 20. The pixel BIB tagging algorithm applied to: Monte Carlo sdegof (a) beam-gas events, (b)
minimume-bias collisions with pile-up of 21 events per burecbssing, and (¢) 2011 background data. The
tagging efficiency as a function of the pixel cluster multijty is shown in (d). The efficiency is evaluated
from the beam-gas simulation (a).

Figured20(3) anfl 20({b) show the tagging efficiency in sitedldoeam-gas events and the
mis-tagging rate in simulated collision events, respetyiv It should be noted that Fig. 20(b) is
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based on an average pile-up of 21 interactions per bunclsinggswhich implies that the peak
near 3000 clusters corresponds to an average of about 18@rslin a single event. Figyre 20(c)
shows the tagged and untagged events in recorded backgdatendvhich contain mostly BIB and
sometimes single ghost collisions. The latter are seeneapdhk around 200 clusters per event
and remain correctly untagged. The tail extending to a lawmber of clusters is consistent with
the beam-gas simulation and is efficiently tagged as BlBalfyinFig.[20(d) shows that the BIB
tagging efficiency is above 95% if there gre500 BIB pixel clusters in the event.

6.4 BIB characteristics seen in 2011 data
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Figure 21. Azimuthal distribution of background tagged Pixel clusterormalised by the cluster distribution
in collision events.

The pixel BIB tagging algorithm, described above, is agplie 2011 data to investigate the
distribution of the BIB clusters in the Pixel detector andassess the rate of BIB events as a
function of the vacuum pressure upstream of the ATLAS detect

The clusterg distribution for each barrel layer is plotted in Flg] 21 fareats which are se-
lected by the algorithm as containing BIB. The distributismormalised by the number of clusters
in collision events, which are not selected by the algorijthonreduce the geometrical effects of
module overlaps and of the few pixel modules that were iragerduring this data-taking period.
A small excess is observed @t= 0 andg = 1, corresponding to a horizontal spread of the BIB,
most likely due to bending in the recombination dipoles. Amdown asymmetry is also appar-
ent, which might be an artifact of the vertical crossing angfl the beams. Additional simulation
studies are required to verify this hypothesis or to idgrsibme other cause for the efféét.

7. BIB muon rejection tools

The BIB muon rejection tools described in this section asedan timing and angular information

125ince the Pixel detector is very close to the beam-line, uheel floor causing a similar effect in Fﬂ;. 7 cannot be
the cause here.
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from the endcap muon detectors and the barrel calorimetatsare primarily designed to identify
fake jets due to BIB. The events to which the rejection to@lpplied are typically selected by jet
or EMSStriggers.

7.1 General characteristics

At radial distances larger than those covered by the acoeptaf the tracking detectors, BIB can
be studied with the calorimeters and the muon system. Theblafel has a radial coverage from
1.5 to 20m and is therefore entirely covered by the radial range efGathode-Strip Chambers
(CSC). The TileCal covers the radial range o2& < r < 4.3m which fully overlaps with the
acceptance of the inner endcaps of the Monitored Drift TOMBT) system.

The left plot in Fig[2R compares thgdistribution of the leading jets in data from unpaired
bunches and from collisions. Both samples have generalqiethity requirements applied. Fur-
thermore, the unpaired bunches are cleaned from ghossicoli by removing events with a re-
constructed primary vertex. A striking difference is ohsat between the azimuthal distribution of
leading jets from collisions and BIB. Whereas for collissadhere is no preferreg direction of jets,
the azimuthal distribution for fake jets from BIB has two kgaatp = 0 and@ = 1. The region
between the two peaks is somewhat more populateg tor0 than forg < 0. These features are
also seen in Fig] 7 and are explained by the arrangement afipoée magnets and the shielding
effect of the tunnel floor, respectively. The right plot irgH22 shows that the reconstructed time
of the fake jets from BIB is typically earlier than for jetsofn collisions. Physics objects from
collisions have timé ~ Ons since all the time measurements are corrected for treedirflight

from the interaction point
tror = V12 +27%/C (7.1)

where ¢, 2) is the position of the physics object ands the speed of light. Since the high-
energy components of BIB arrive simultaneously with the@ndounch, the BIB objects have time
t ~ £|z|/c with respect to the interaction time, where the sign depemdke direction of the BIB
particle. As the reconstructed times are corrected forithe-bf-flight, the reconstructed time of
the BIB objects can be calculated as

taig = —z/C—tror  for the A—C direction (7.2)
tag = +z/C—tror  for the C—A direction.*® (7.3)

These equations explain the observed time distributionignZ2 astgg is negative for thez-
position where the BIB patrticle enters the detector andeases towards 0ns on its way out of the
detector on the other side. The entriegi@t> Ons in the unpaired-bunch data are due to pile-up
from the neighbouring interleaved bunches that are segghiat only a 25ns bunch spacing.

The response of the muon chambers to energetic BIB muoresslifiom that to muons from
collisions, primarily due to their trajectories but alscedo the early arrival time of the BIB muons
with respect to the collision products. Figiiré 23 showsaes of both of these characteristic fea-
tures of BIB compared to the collision particles. The BIBtjmdes have direction nearly parallel to
the beam-pipe, therefoi@os — Bqir ~ Bpos, Wherebpos, B4ir denote the reconstructed polar position

13Thezaxis in the ATLAS coordinate system points from C to A.
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Figure 23. (a) Polar position and direction and (b) reconstructed tihhe BIB objects compared to the
collision objects.

and direction, respectively. The collision products pdnthe interaction point and hence have
Bos— Buir ~ 0. The reconstructed time of the BIB particles follows fromsE[7.P) and[(7]3). For
the endcap chambers, the BIB particles can arrive eithémi@ or early and the expected time can
be formulated as

tin-time = +1/2//C— t1oF, (7.4)
tearly = —|z/c—tror (7.5)

Forz>> r, the time-of-flight correction in Eq[(7.1) simplifies ter ~ |2|/c. As the reconstructed
times are corrected for the time-of-flight, the time of th@Barticles is eithet~ (+|z/ —|z|)/c=0
ort ~ (—|z] —12])/c = —2|z/c, depending on where along the path of the BIB particle thincthg
detector the object is reconstructed. This approximasdhstrated in Fig[ 23(b).

Hits in each muon station are grouped into segments whidwathe reconstruction of the
direction of the particle causing the hits. At least thres hire required in order to form a segment.
Figure[2#t shows the difference between the reconstructizd position6s and the reconstructed
polar direction 8y, of the muon segments in the CSC and the inner MDT endcaps amexde
unpaired bunches and collision data which, as can be seein.i@¥a), is expected to be 0 in
collisions. This is indeed seen in Fig.] 24 where the entresbllisions at non-zero values are
due to angular resolution and particles bending in the dalomagnetic field. For BIB, where
AB = |6Bpos— Buir| ~ Bpos the expected values aré £ AB < 14° for the CSC and\@ > 14° for
the inner MDT endcaps. The data clearly support the hypliest BIB muons are traversing the
detector parallel to the beam-line at radii beyond 1 m.
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Figure[2b shows the transverse position of the muon segrttatthave direction nearly paral-
lel to the beam-pipe in the CSC and the inner MDT endcaps. iSlissured by requiring6 > 5°
for the CSC and\@ > 10 for the inner MDT endcaps. Only data from unpaired bunchesiaed
in this plot, and the requirement on the direction of the msegments helps to reject contributions
coming from ghost collisions and noise. Such muon segmeatseéerred to as “BIB muon seg-
ments” in the text below. Itis seen that the charged BIB pldiare mostly in the plane of the LHC
ring (y = 0). Most of the muon segments are located at1.8m and the distribution is steeply
falling further away from the beam-pipe. The radial depemdeandp-asymmetry are qualitatively
consistent with Fig$]6 ar{d 7, respectively. However, fd8 Bl be seen in data, the events have to
be triggered. This is mostly done by jet triggers, which iegaalorimeter activity. The inner edge
of the LAr barrel is atr = 1.5m which explains why the rise of BIB rates towards smalleliira
seen in FigJ6, is not reflected in the data. The jet triggeesipminantly select highly energetic
BIB muons that penetrate into the calorimeters and leavfgignt energy depositions above the
trigger pr threshold. Therefore, the pronounced azimuthal asymnudttige muon segments ob-
served in Fig[ 25 corresponds mainly to high-energy BIB arily feflects the jet asymmetry seen
in Fig.R2.

Figure[26 shows the reconstructed time of the BIB muon setgienleaned unpaired bunches
and collision data. As stated above, the collision prodantse att ~ 0ns. As expected, the time
distribution of the muon segments in the inner MDT endcapsfcollision data shows only a peak
centred around 0ns. However, for the CSC muon segments dhetgvo extra peaks in the time
distribution located at-50ns. These peaks are related to the out-of-time pile-upatiee 50 ns
bunch spacing. No such peaks are visible for the MDT enddape ¢he reconstruction algorithm
for the MDT is written in such a way that the out-of-time oliggeare suppressed. Furthermore,
it can be seen that the whole time distribution for the CSChiftexd by 625 ns to positive val-
ues* In unpaired bunches, muon segments are expected to be igittiere ¢ ~ Ons) or early

14This is due to the fact that half of the CSC channels have Bri2shift that is not corrected. Therefore, depending
on which CSC channels are used for the time reconstructi@mition segment time is shifted by 025 or 125ns. The
three distinct peaks are not visible in the distribution tuasufficient time resolution.
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Figure 25. Position of the muon segments in the CSC and the inner MDTapwlwith a direction nearly
parallel to the beam-pipe in the cleaned unpaired bunchhs. afrow indicates the direction towards the
centre of the LHC ring (positive-axis). Units correspond to the number of entries per bin.

(t ~ —50ns) depending on whether the muon segment is created @xitleg or entering the de-
tector (see Figl 23(b)). The expected time~of-50ns corresponds to the time-of-flight between
the muon stations on both sides of the detector that aredd@lz| ~ 8m, and also coincides with
the time of the early out-of-time pile-up.

As discussed in Sedt. 5.4, in some of the 2011 LHC bunch patténterleaved unpaired
bunches were created by shifting the bunch trains to ovevitdpeach other. In these cases bunches
in opposite directions were separated by only 25 ns. Thegatk25ns which are visible in the
unpaired bunches in Fig.]26 correspond to muon segmentsstaoted from the neighbouring
interleaved unpaired bunch. The amount of data enterirgetheaks is about 10% of all unpaired-
bunch data.

A muon that radiates enough energy to create a fake jet losigaificant fraction of its energy,
which is associated with a non-negligible momentum trangfféhe deflection, to which the endcap
toroid field might also contribute in the case of MDT segmeistiarge enough, the outgoing muon
would not create a muon segment waly: ~ 0 on the other side of the detector, or it might even
miss the CSC or the inner MDT endcap altogether. Therefoentumber of entries in the early
peak is expected to be larger than in the in-time peak. ThedHatfewer early muon segments are
seen is due to the muon segment reconstruction that is gahior in-time measurements. Some
of the early CSC segments are lost due to the fact that theaetiiime window is not wide enough
to detect all the early hits. As for the MDT segments, theafttime objects are suppressed by the
reconstruction algorithm.

7.2 BIB identification methods

The characteristic signatures of BIB described above ratdia set of BIB identification methods.
These either utilise only the basic information (positidimection, time) of the muon segments, or
they try to match the muon segments to the calorimeter &gtivi
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7.2.1 Segment method

The segment method requires the presence of a BIB muon sé&gwiesre G4 ~ 0, in the CSC
or the inner MDT endcap. This method is very efficient for cdieg the empty bunch-crossings
from BIB. Since the method is completely independent ofraeter information, it is suitable for
creating background-free empty bunch samples neededrtfideoisy calorimeter cells.

7.2.2 One-sided method

The one-sided method requires the BIB muon segments angihsater clusters, with energy larger
than 10GeV, to be matched in relative azimuthal and radisitipns. The matching i is mo-
tivated by the fact that BIB muons are not bent azimuthallyth®ymagnetic fields of the ATLAS
detector. The matching inis introduced in order to reduce the mis-identification @doility of
this method due to accidental matching. While the toroiddtfdoes bend the trajectory im it
can be assumed that the radial deflection remains smalldbrémergy incoming muons, or muons
at radii below the inner edge of the endcap toroid. Ignorimg low-energy clusters also helps to
suppress accidental matching. Depending on whether tha segment is early or in time and on
its position, the direction of the BIB muon may be recongidc The early (in-time) muon seg-
ments are selected such that the difference between thestegcied time and the expected time
tearly (tintime), defined in Eqgs{(7]4) and (}.5), is less than 25ns, whereahe is conservatively
chosen as half of the time-of-flight difference between themmchambers on side A and side C.
The position of the calorimeter cluster mandr can be used to estimate the expected time of
the calorimeter energy deposition according to Egg (72 8). Since the time resolution of the
calorimeter measurements~slns one can precisely compare the reconstructed clustervtith
the expected value. The difference is required to be less2lims in order to flag the cluster as a
BIB candidate.

Figure[2] shows the cluster time as a function of the clusfaosition in unpaired bunches
separately for the LAr and the TileCal. Expected clusteresnfior the radial acceptance of the
calorimeters based on Egp.{7.2) ahd](7.3) are also indidateboth directions of BIB. The ma-
jority of data is seen to fall within the expectation band.wéwer, there are also other interesting
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Figure 27. Cluster time plotted as a function of itgposition in the LAr (left) and TileCal (right) for the
cleaned unpaired bunches. Only the clusters matching a BiBnnsegment are shown. The two bands,
covering the radial extent of the detectors, show the exgkiite for the BIB clusters in.Efm<r <2m

for LArand 2m< r < 4.25m for TileCal going in the A>C or C—A direction. Units correspond to the
number of entries per bin.

features in the plot: for the LAr calorimeter, there is a bisiset of clusters with = 0ns at allz
positions. These come from the ghost collisions in the uedabunches. In both plots, one can
see a set of clusters in a pattern similar to the expectatom® but shifted by 25ns in time
to positive values. These entries correspond to the chusemonstructed from the neighbouring
interleaved bunches, discussed already in $e¢t. 7.1.

It follows from Egs. [7.R) and(7.3) that the expected timeBtB calorimeter clusters is close
to Ons for small and large|z| on the side where BIB leaves the detector. Therefore, thesileel
method has large mis-identification probability in the fara region.

Figure[28 shows the leading jet time as a function of its psepidity in events identified by
the one-sided method. It can be seen that the characteiistitg pattern of the BIB calorimeter
clusters shown in Fid. P7 is reflected in the properties of#itenstructed jets due to BIB.

7.2.3 Two-sided method

The two-sided method requires a BIB muon segment on botls s@ée matched ip andr to
a single calorimeter cluster of energy above 10GeV. Here,cthster time is not checked. A
corresponding time difference between the two segmensggited instead. The expected time
difference, due to the relativeposition of the muon chambers on both sides of the spectesme
is At = 50ns. Since the time resolution of the CSC is about 7 ns (342%) a conservative cut of
At > 25ns is applied.

Such an event topology is unlikely to be mimicked by colisjgroducts which makes this
method particularly robust against mis-identification.

7.2.4 Efficiency and mis-identification probability

The efficiency €) of the identification methods is evaluated from the whol&22Qnpaired-bunch
data. General data quality assessments are imposed onntipeesand ghost collisions are sup-
pressed by vetoing events with one or more reconstructeagpyivertices. Noisy events are further
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Figure 28. Time of the leading jet as a function of itsin the cleaned unpaired bunches. Only the events
identified by the one-sided method are shown.

reduced by requiring a leading jet with a large transversenerdum ofpt > 120GeV. Jets from
the inner part of the calorimeter endcaps, where there isvadap with any muon chamber, are
suppressed by rejecting events with the leadingrjét- 2.8. However, the number of events with
the leading jet outside the calorimeter bartgl, > 1.5, is negligible anyway.

The mis-identification probabilityRs) is determined in a back-to-back dijet sample from
collision data. This sample also meets the general datayueduirements and the events with at
least two jets as well as leading jet transverse momemgpm 120GeV andn| < 2 are selected.
Furthermore, the second leading jet in this sample is reduip have a similar transverse momen-
tum to the first one! tp? < 0.2) and the two jets are required to be back-to-back in thestense
plane Ag_; > 2.8). An event is mis-tagged as BIB if any of the muon segmentsatarimeter
clusters satisfy the requirements of the tagging methostsudsed above.

The resultinge and Pys are listed in Tablg]2. The high efficiency of the segment matho
(81.6%) makes it useful in preparing background-free sampldsradata quality monitoring. In
physics analyses however, it is important to clean backgtauith a minimum loss of signal events.
Table[R shows that the two-sided method has high puRitg,= 10>, but has an efficiency of only
16.0%. The one-sided method has a better efficiency a@%4 but~ 1.4% of signal events are
mis-identified. However, the numbers given for the mis-td&mtion probabilities also depend on
the final-state topology induced by the signal region cugsparticular physics analysis. Therefore,
the mis-identification probabilities given here serve oadyan illustration where dijets are chosen
as an example. The combined efficiency of the one-sided antivitr sided methods yields 584
for the OR combination and 15% for theAND combination.

It was shown previously that the interleaved bunches mage®IiB from one BCID to be
reconstructed in a neighbouring BCID with a reconstructex tshifted accordingly by 25ns. This
introduces a systematic bias to the evaluated efficiendi®emne-sided and two-sided methods
since they select BIB predominantly from the current BClbeTraction of BIB, reconstructed
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method eﬁiciencyi(stat)‘ mis-identification probability,
segment | 0.816+0.017 0.46

one-sided| 0.5424-0.013 0.014
two-sided| 0.160+ 0.006 10°°

Table 2. Efficiency and mis-identification probability of the BIB id#fication methods. The mis-
identification probabilities are derived from high-sttitis samples, therefore no statistical uncertainties are
given.

from the neighbouring interleaved bunches, in all unpabredch data is approximately 10% and
it is not certain to what extent there is double counting aftsavents in the sample. Therefore,
10% is also taken as a relative systematic uncertainty.

7.3 BIB rate in 2011

The two-sided method is used to evaluate the rate of BIB inuthele 2011 collision data set.
Figure[29(3) shows the time evolution of the BIB rate norswli to the nominal bunch current
of 10 protons. The plot shows that the rate was high early in the ged then after the first
technical stop (TS1) rather rapidly decreased by a faet8r staying at a fairly constant level after
early June. The only exceptions are the first runs after ieahstops 2 and 3, where higher rates
are observed.

In unpaired bunches, the rate is evaluated using\Ni@combination of the two-sided and one-
sided methods. The former one is chosen in order to mairttaitotv mis-identification probability.
The latter one helps to remove the BIB reconstructed fronméighbouring interleaved bunch®s.
Figure[29(B) shows the BIB rate in unpaired isolated and inepanon-isolated bunches. As in the
filled bunches, higher rates before May and just after thiertieal stops are also visible here. The
rates in filled and unpaired bunches cannot be compareditpisvety since different triggers were
used and no trigger efficiency corrections are applied here.

The data from unpaired isolated and unpaired non-isolatedtes are two statistically inde-
pendent samples and the corresponding rates should begamagnt. The ratio of the measured
rates for all data after the first technical stop i8014+0.018 where only the statistical uncertainties
are considered. Possible explanations for the relatiierdifice are dead time and different trig-
ger efficiency depending on the relative position of unghlvanches with respect to the colliding
bunch-trains.

The identification methods also enable the direction of BllBons to be reconstructed. This
allows the determination of whether the BIB muon origindtebeam-1 or beam-2. Figufe 29(c)
shows the comparison of the BIB rate for beam-1 and beam-&atgy using the data from un-
paired bunches. Averaged over the entire year the rate imide# lower than in beam-2 by a
factor of 57+ 0.01, taking only the statistical uncertainty into accountit Bis also evident from
Fig.[29(d) that the ratio differs from fill to fill and the origiof the asymmetry has not yet been
identified. As discussed in the context of LHC collimationere is no reason to believe that the

15Removing the entries from the neighbouring interleavedches is important in particular for evaluating rates for
beam-1 and beam-2 separately.
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Figure 29. BIB rate in 2011 proton-proton runs. The rates in filled (a)l anpaired (b) bunches cannot be
compared quantitatively because of different trigger reuents. One entry in the plot corresponds to one
LHC fill. Only the statistical uncertainties are shown. Teiclal stops are indicated in the plot.
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beam halo should be equal for both beams. Attempts were ragterelate the relative rates with
beam losses in the cleaning insertions, but no clear ctisatacould be found. Most likely other
BIB sources, such as variations in vacuum quality, which lwardifferent for the two beams to
some extent, also play a role.

8. Removal of non-collision background with jet observable

The term “non-collision backgrounds” refers to the soursEbackgrounds that are not related to
the proton-proton collision products. These comprise Bi&mic rays and noise. This section de-
scribes a method to remove non-collision background inigkyanalyses based on jet observables,
with a special emphasis on BIB. A set of jet cleaning cuts,civldire commonly used in ATLAS
analyses, is introduced first. It is then shown how non-giolti backgrounds can be further reduced
and how to estimate their residual levels. Finally, an eXampthe monojet signatures search [34]
illustrates the performance of the standard cleaning tegcies.

8.1 Jet cleaning

The jet selection criteria should effectively reject jeteedo background processes while keeping
high efficiency for jets produced in proton-proton collisto Since the level and composition of
the background depends on the event topology and the jenkities, several criteria are proposed,
corresponding to different levels of fake jet rejection getselection efficiency.

8.1.1 Event samples

The selection criteria, based on jet quality, are optimisgdtudying event samples enriched in jets
from collisions or in fake jets. Events are classified maimythe missing transverse momentum
significance, defined a&"sS/,/ZE7, whereEMsS is the missing transverse momentum [35] and
>Et is the scalar sum of the transverse energies of all energysitepn the calorimeter.

e The collision jet sample requires two jets wiﬂ'&ft > 20 GeV that are back-to-back in the
transverse plane@-; > 2.8) and have small missing transverse momentum significance
EMmiss/ /5Bt < 2 Ge\/2, Events are selected by single-jet triggers [36], wheraftreshold
is chosen such that the trigger is fully efficient 89%) in the considereqb'ft—bin. The
selected sample is dominated by dijet events and is calldpe enriched in collision jets”
in the following.

e Fake jets are selected from events with only one jet \plﬁh> 150 GeV, large missing trans-
verse momentunE%"‘SS> 150 GeV and large missing transverse momentum significance
EMiss/\/SET > 3 GeVW/2. The transverse component of the jet momentum is required to
be opposite to the missing transverse momentum direcmqun(ssfj > 2.8). Events with

sub-leading jets witrﬂft > 40 GeV or with reconstructed leptons are discarded. Thetsven
are triggered by requiring the presence of a jet and misgigsverse momentum. The
trigger thresholds are chosen to be fully efficient with exdpto the selection criteria de-
scribed above. This event sample is dominated by BIB, witlkegligible contamination
from calorimeter noise and physics processes Zike> vv+jets andW — fv+jets. In the
following, this event sample is called “sample enrichedakef jets”.
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For both samples, requirements that ensure the quality afbeonditions, detector perfor-
mance and data processing are imposed. After applicatidghesk criteria, the total integrated
luminosity is about 4.7 fbl.

8.1.2 Criteria to remove non-collision background
Beam-induced background and cosmic rays

The distribution of energy deposits by the jet, the showapshand its direction, in particular the
pointing to the interaction point, can be employed to dimanate collision jets from BIB-induced
fake jets. Examples of discriminating variables are thetedenagnetic energy fractionfgy),
defined as the energy deposited in the electromagneticiroetmr, divided by the total jet energy,
and (fmax), the maximum energy fraction in any single calorimeteelay

The vast majority of collision jets contain charged hadrreg are reconstructed by the track-
ing system. In the tracker acceptante| < 2.5, the jet charged particle fractioric() is defined
as the ratio of the scalar sum of tipg of the tracks associated with the jet divided ﬁgf This
is another powerful tool to discriminate collision jetsritdake jets, which typically have no asso-
ciated tracks. Finally, BIB and cosmic rays induce jet cdatéis that are usually not in-time with
the collision products.

Noise in the calorimeters

Most of the noise is already identified and rejected by tha daglity inspection performed shortly
after data-taking, based on standardised quality critékismall fraction of calorimeter noise re-
mains undetected and needs to be rejected by additionatiaribecause it can lead to reconstruc-
tion of energy deposits not associated with particle irtoas in the calorimeter. As explained in
Sect[B, the characteristic pulse shape of real energy defimshe calorimeter cells can be used to
distinguish a true ionisation signal from noise. This letthe definition of the quality variables
fhec, (Q), féAf andf(S'EC, described in Sedi 3.

Jet quality selections

Four sets of jet quality criteria — “Looser”, “Loose”, “Madin” and “Tight” — are defined in order
to reject fake jets in 2011 data. These correspond to diffelbackground rejection factors and
jet selection efficiencies. The selection criteria usingjgality to identify and reject fake jets are
listed in Tablg]3. The Looser criteria are designed to pedignal efficiency above ¥ with

a fake-jet rejection factor of about 50%, while the Tightietia are designed to provide a large
fake-jet rejection factor with a signal inefficiency notdar than a few percent. The two other sets
of cuts correspond to intermediate rejection factors atetten efficiencies.

Figure[3D shows jet distributions for the sample enrichefdke jets before and after applying
the selection criteria listed in Talle 3. Distributionsrfrdhe sample enriched in collision jets are
also superimposed where applicable.

As shown before, the two peaksg@t= 0 andg = rrare characteristic of BIB and are effectively
removed only by the Tight selection criteria. The good agrest between the sample enriched in
fake jets after the Tight selection criteria and the samplgcked in collision jets shows that the
fake-jet background contamination is very small once tlghilselection criteria are applied. After
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this cleaning, the sample enriched in fake jets is dominbyegphysics processes likk— vv+jets
andW — fv+jets.

An “out-of-time” sub-set of the sample enriched in fake jetsselected by requiring 5
ltet) <10ns. Since this time cut is not used in the fake-jet sampiecsen, this sub-sample
provides a fake-jet sample that can be used to compute apéndent estimate of the fake-jet
rejection. The timing cut helps to reduce significantly tbh#ision jet contamination in the sample
enriched in fake jets (see F[g]30). The Looser criteriacte3&.8% (68.6%) of the out-of-time fake
jets with p'?>150 GeV (500 GeV), while the Tight criteria reject more th&h®4% of the jets in
the out-of-time sub-set of the sample enriched in fake jEt& results are summarised in Tafle 4.
The valid ranges for all cuts are indicated in Taple 3. Only overallcgficies, integrated over
the wholen range, are given here, although variations depending bave to be expected. The
efficiency of thef, and fgy selection criteria for fake jets is expected to be degradigtul imcreas-
ing pile-up compared to the 2011 data studied here, bechaseharacteristic peaks & = 0 and
fem = 0 and 1 become broader.

8.1.3 Evaluation of the jet quality selection efficiency

The efficiency of the jet selection criteria is measured giie “tag-and-probe” method. Collision
dijet events are selected as described in $ect]8.1.1. Gamntpjet (D?f) is required to pass the
Tight selection criteria, and to be back-to-back with theber jet @2°. The probe-jet sample
is used to measure the jet selection efficiency defined asdleidn of probe jets selected, as a
function ofn and P of the probe jets.

The efficiency for the selection of good jets using the Loaséeria is better than 99.8%
over all pjft and n bins while a slightly lower efficiency is measured for the keccriteria in
particular at Iowp"TEt and for 2.5¢ |n| <3.6. The Medium and Tight selection criteria have lower
jet selection efficiency due mainly to the cuts on the jet gbdrparticle fraction. For jets witbiret
of about 25 GeV, the Medium and Tight criteria have inefficies of 4% and 15% respectively.
For p'Tet > 50 GeV, the Medium and Tight selection criteria have efficiea better than 99% and
98%, respectively.

The event selection (usintyg_j andEM™sS/\/ZEt cuts) and the Tight selection of the tag jet
are varied to study the systematic uncertainties. For thesé@nd Looser criteria, the jet selection
efficiency is almost unchanged (variations are smaller h@5%) when varying the selection cuts.
For the Medium (Tight) criteria the size of the variation igw@ost 0.1% (0.5%).

The jet selection efficiency is measured in multijet Montel@aamples and compared to the
data driven estimates. Very good agreement is observechéoLooser and Loose criteria. For
the Medium (Tight) selection criteria differences not kr¢ghan 0.2% (1%) are observed ﬁd?t >
40 GeV. Differences at Iowep’{St values are at most 1% (2%) for the Medium (Tight) selection
criteria.

8.2 Monojet analysis

Events with a single jet balanced by large missing trangverementum are often exploited to
search for signatures of new physics. The monojet analgsisckes for new exotic phenomena
such as Supersymmetry, Large Extra Dimensions, an inyisiétaying Higgs boson or Dark Mat-
ter candidates. The analysis is carried out on data fronmopsptoton collisions at/s = 7TeV

—44 —



Looser

BIB and cosmic rays

(fmax>0.99 and| n |< 2)
or (fem < 0.05 andfe, < 0.05 and| n |< 2)
or (fem < 0.05and| n |> 2)

Calorimeter noise

(frec > 0.5 and| f§5|> 0.5 and(Q) > 0.8)
or | Eneg|> 60 GeV

or (fzem > 0.95 andféAr > 0.8 and(Q) > 0.8
and| n (< 28)

Loose
BIB and cosmic rays Looser or

| tiet |> 25 ns
Calorimeter noise Looser or

(fhec > 0.5 and| f55¢ (> 0.5)
or (fem > 0.95 andf5™ > 0.8 and| n |< 2.8)

Medium

BIB and cosmic rays

Loose or

| tiet |> 10 ns

or (fem < 0.05 andfcn < 0.1 and| n |< 2)
or (fem > 0.95 andfg, < 0.05 and| n |< 2)

Calorimeter noise

Loose or
fuec > 1— | f§EC
or (fem > 0.9 and f5*" > 0.8 and| n [< 2.8)

Tight

BIB and cosmic rays

Medium or

(fem < 0.1 andfey < 0.2 and| n |< 2.5)
or (fem > 0.9 andfe, < 0.1 and| n |< 2.5)
or (fen < 0.01 and| n |< 2.5)

or (fem < 0.1 and| n |> 2.5)

Calorimeter noise

Medium or
féAr > 0.95
or (fem > 0.98 andfs™" > 0.05)

Table 3. Selection criteria used to identify fake jets. They aresiféed from the loosest to the tightest one:

Looser, Loose, Medium and Tight selection criteria.

taken in 2011, corresponding to an integrated luminosit§.dfb~!. A detailed description of the

analysis can be found in [34]. Only the BIB rejection methadsdiscussed here.

The dominant Standard Model physics processes that fornreducible background in this
analysis ar& — vV + jets, where a jet from initial-state radiation is detectad the two neutrinos
create IargeE?“SS, andW — /v + jets, where the lepton is out of the acceptance of the detecto
or badly reconstructed. Other backgrounds in the analysdecreasing order of importance, are
top-quark decays, multijet production, non-collision kgrounds and diboson productioWwV,

— 45—




Total Looser Loose Medium Tight
p'_TEt>150GeV 124890 77675 (37.81%) 70226 (43.76%) 663 (99.46%)| 38 (99.99%)
p'Tet >500GeV| 2140 671 (68.64%) | 652 (69.53%) | 10 (99.53%) | 0 (100%)

Table 4. Number of jet candidates in the out-of-time sub-set of thiayga enriched in fake jets before and
after applying the jet selection criteria. Numbers in p#ineses are the fraction of jets identified as fake jets.

WZ,Z2).

The events in the monojet analysis signal region are seidn;lE?“SStriggers and must have
a reconstructed primary vertex. Furthermore, events wattomstructed leptons are rejected. A
leading jet with pjTet > 120GeV, accompanied bETSS > 120GeV, is required. Events with a
third jet with pjTet above 30GeV are vetoed. The veto on additional jets is lesgyent than in
the previous ATLAS monojet search [37] as it was shown thiatneihg a second jet in the event
reduces systematic uncertainties from initial- or finaltstradiation and increases signal selection
efficiencies. If a second jet exists, the difference betwibenazimuthal angle of the second jet
and E{"‘SS is required to be larger than®rad. This cut suppresses back-to-back QCD dijet events
where one of the jets is mis-measured resultin&{ﬂ‘?s pointing in its direction. This set of cuts is
referred to as the “monojet selection”.

The monojet selection and the selection for the sampleleedia fake jets, defined in Seft. 8]1.1,
are remarkably similar. Indeed, it is shown below that thengjet selection tends to select pre-
dominantly non-collision background events and theretbesanalysis requires efficient cleaning
of BIB and cosmic rays.

While most ATLAS physics analyses require only the Loosesgection criteria introduced
in Table[B, the monojet analysis requires the Medium catefiihis applies to all jets Witfp)'Tet >
20GeV in an event. An additional cut on the leading jet chaigarticle fractionfc, > 0.02 and
electromagnetic energy fractiofgy > 0.1 is imposed in order to obtain even higher rejection
power.

Figure[3] illustrates the importance of the cleaning cuthé&monojet analysis. The leading
jet @ distribution, before applying any cleaning cuts, cleatipws the typical azimuthal signature
of BIB, as described in Secf$. 4 ahd]7.1. Here, the total numibselected events is 694000.
The Medium jet cleaning reduces the amount of BIB signifigaloy removing~ 560000 events
from the sample, which is- 80% of the original sample size. However, as discussed in[&4c?,
it identifies 995% of the fake jets, which means that a certain residual ainoiuBIB after the
cleaning is still expected. Indeed, the contamination fBif in the remaining~ 134000 events
after this cleaning is visible as a slight exces@ at 0 andg = 1. Therefore, even stronger cleaning
is needed and the additional cuts on the leading jet chargditle fraction and electromagnetic
energy fraction are applied. The resultipglistribution looks flat which demonstrates the rejection
power of these cleaning cuts. The flatdistribution suggests that the sample is dominated by
physics processes as indicated in Fid. 22. The number otswerihe monojet analysis signal
region, i.e. after the monojet selection with all the clegncuts, is 124704 which corresponds
to ~ 18% of the size of the original sample without any cleaningliag. These selected events
correspond mainly to physics processes but there may stdl §mall fraction of BIB events left.
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Figure 30. Distributions of jet kinematic and discriminating variablfor the sample enriched in fake jets
before and after applying the jet selection criteria. Diisttions for the sample enriched in collision jets,
labelled as “good jets sample” in the figures, are also soyeysed where applicable. Distributions for jets
from collisions are re-weighted in a way to reproduce the-timensional je1p‘Tet versus jetn distribution
obtained from the sample enriched in fake jets after Tiglgcdi®n cuts.
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selection total number of events non-collision background

monojet selection ~ 694000 ~ 557000
after Medium jet cleaning ~ 134000 ~ 7000
after fcy and fgy cuts 124704 5754 60(statH57(sys)

Table 5. Number of events in the monojet signal region before and #fiee cleaning cuts. Non-collision
background levels are also indicated. The last row cormnedpto the monojet analysis signal region where
the non-collision background is the BIB contamination deieed using the two-sided method. In the other
two cases, the estimate is based on the jet selection ireffigievaluated in Monte Carlo simulations.

The dominant Standard Model backgroundssdW boson plus jet production) are estimated
in a data-driven way in dedicated control regions. Multifackgrounds are also estimated from
data, while the diboson and top-quark backgrounds arerwddirom Monte Carlo simulations.
Since the monojet analysis searches for rare events (begtartiard Model physics), even the
smallest backgrounds need to be estimated accurately ém trdjuantify how many of the events
may be due to new phenomena. The two-sided method, desdritect[7.p, is completely in-
dependent of the jet cleaning criteria applied in the madnsignal region selection, and is used
to quantify the residual number of BIB events present in 24704 monojet signal region events.
As shown in Tabl¢]5, the method estimates the BIB level to Be4560(stat)+ 57(sys) events.
This residual background is also indicated in Fig. 31. Aseexgd, the distribution of the leading
jet charged particle fraction shows that a majority of therds tagged as BIB have leading jets
without tracks pointing to them.

A Monte Carlo study reveals that the Medium cleaning sedectriteria applied to all jets
with p'Tet > 20 GeV removes- 7% of physics events passing the monojet selection. Intiadithe
additional cuts on the leading jé¢, and fgp reduces the number of physics events in the Monte
Carlo samples by an additional 2%. These estimates for the jet selection inefficiency can be
used to determine the number of non-collision backgrourahtsvin the sample after the monojet
selection with and without the Medium cleaning selectidteda applied (see TabJg 5).

The total number of non-collision background events in thandample just after the monojet
selection is~ 557000, which corresponds to 80% of the sample size. Aftgliyayg all the cleaning
cuts the number of BIB events in the sample is reduced to Bffegponding to a rejection power
of ~ 10® for this analysis.

Finally, Fig.[32 shows the leading jgt distribution and the leading jet charged particle frac-
tion distribution for the monojet signal events togethethwiarious sources of Standard Model
backgrounds. The residual BIB, which amounts to onB%0 of the signal region events, is also
illustrated in the figure. The other events in the monojehalgegion sample of 124704 events
are in agreement with the background estimates for Standaxtel processes. No evidence for
physics beyond the Standard Model is found in the 2011 ddtahéfake jets tagged by the two-
sided method in this analysis ha¥ig < 0.2 and have zp’Tet lower than 300GeV. These events are
typically BIB muons overlaid on top of a minimum bias proce&a example of such a BIB event
in the monojet analysis signal region is shown in Fig. 33 wheBIB muon travels in the AC
direction leaving hits in the CSC detectors on both sides GEAS. A LAr calorimeter cluster
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Figure 31. Azimuthal distribution (left) and the charged particledtian (right) of the leading jet in the
monojet analysis signal region before and after the clepoirts. The monojet analysis signal region events
are emphasised by the red line. The residual level of BIB &imated by the two-sided method is also
shown.
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Figure 32. Transverse momentum (left) and the charged particle iadfiight) of the leading jet in the
monojet analysis signal region. The non-collision backgibis the BIB evaluated by the two-sided method.

stretched along the-axis is seen in-between, leading to a fake jet vpﬁﬁ ~ 270GeV with the
corresponding missing transverse momentum in the oppdsgetion. No collision tracks point
towards this jet. The energy of BIB muons can be up to the Te¥lJand a few cases have been
seen in data where the energy deposition of such a BIB muobédesreconstructed as a jet with
P> 1Tev.

A tighter cut on the leading jet charged particle fractiomldoclearly remove non-collision
background events even further. The two-sided method algtudies of the efficiency and the mis-
identification probability of different cleaning cuts. 3ustudies, using Monte Carlo simulation
samples, reveal that tighter cleaning cuts also signifigaatiuce the signal acceptance, which is
not desired in searches. The set of cleaning cuts used indhejat analysis is a balance between
large background rejection and small physics signal sgsjoa.

Since the efficiency of the jet charged particle fractionis@xpected to decrease with increas-
ing pile-up, the independent methods of BIB removal describere are expected to become more
important in LHC runs after 2011.
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JA EXPERIMENT

Run Number: 183021, Event Number: 5016911
Date: 2011-06-03 06:17:28 CEST

Figure 33. Example of an event in the monojet analysis signal regioh @iBIB muon entering from the
right and causing a fake jet. In the longitudinal projecijbattom left), CSC chambers with hits (highlighted
in red) are seen on both sides. LAr calorimeter cells (yellimbetween contain large energy (green towers)
that forms a fake jet. A muon track (red line) parallel to #haxis is reconstructed on side C. The transverse
projection (top left) showE{"‘Ss(dashed line) opposite to the fake jet. The reconstructaks (blue) in
the inner tracking detector do not point towards the fake jetdetailed view (middle right) shows that
the calorimeter cells and the muon track are aligneg.irfFocusing on the LAr energy depositions in the
longitudinal projection (bottom right) reveals that thkddet consists of a cluster elongated in #irection.

8.3 Summary of jet cleaning techniques

The selection method based on jet observables to removeailision backgrounds is particularly
powerful and widely used in ATLAS physics analysis. The Leyosriteria already provide good
background rejection, while having a negligible loss ofagdiincy for jets originating from proton-

— 50 -



proton collisions. The collision-jet selection efficiensybetter than 99.8% fo;anet > 20 GeV and
its performance is well reproduced by the Monte Carlo sittieita When larger rejection factors
of non-collision backgrounds are needed, further seleatidteria based on the electromagnetic
fraction and the charged patrticle fraction of the jets caafyaied. Such tighter cleaning cuts have
been successfully applied in new physics searches, foarinetthe monojet signatures search.
There, the topology of the signal region events is similath® signatures of jets due to non-
collision backgrounds, and it has been shown tha&80% of the selected data come from non-
collision backgrounds if no cleaning cuts are applied. Daidid cleaning reduces the non-collision
background contamination tod36, where the estimate of the residual BIB level is carriettlising
the methods described in Sdct]7.2, which are independehealeaning cuts.

9. Conclusions

During the 2011 proton run the LHC delivered more than Sf luminosity, of which about
4.7fb 1 is usable for physics analyses. The number of colliding beadncreased during the
year from a few hundred to 1331. Each physics fill of the LH®asntained on the order of 50
unpaired, i.e. non-colliding, bunches to monitor the beaduced background (BIB). The events in
those unpaired bunches were triggered by dedicated digmiand stored in a special background
stream at a rate of a few Hz.

Due to the large event rate, the Level-1 trigger rates bgfoescaling allowed detailed moni-
toring of backgrounds, while the recorded events formecbtms for developing dedicated back-
ground tagging tools to be used in physics analyses.

The main detector used for beam-gas monitoring in ATLAS ésBleam Conditions Monitor
(BCM), located very close to the beam-line. A special backgd-like trigger was implemented
for BCM hits, which selected only events with an early hit areside and an in-time hit on the
other side of the ATLAS Interaction Point (IP). The ratesto$ trigger are shown to correlate very
well with residual gas pressure close to the experimentthesure measured @ = 22 m), but
have much less sensitivity to beam losses further awaypliessure at = 58 m.

The BCM also provides a collision-like trigger, i.e. an imé coincidence on both sides of
the IP. The rates from this trigger are used to study the gtiostge distribution by looking for
collisions of protons in unpaired bunches with protons imimally empty bunches. These studies
reveal that non-negligible ghost charge can extend as fab@ss from the filled bunches. This
result is supported by similar findings for the Level-1 J (yith pr > 10 GeV) trigger rates.

In order to gain a deeper understanding of BIB sources amddtion, dedicated simulations
have been performed[9]. The main results of these simulatare presented in this paper and
characteristic features of the BIB, such as radial and atiaiuistributions, are shown. Some of
these characteristic features have been observed in 204 hslavell.

The various ATLAS sub-detectors allow accurate studiehiefBIB to be performed. A par-
ticularly well-suited detector for studying BIB at smalbligis the ATLAS Pixel detector. Since the
Pixel barrel is coaxial with the beam-line and BIB tracks gredominantly parallel to the beam, a
characteristic feature of BIB events in the Pixel detectdhe presence of elongated clusters with
large total charge deposition. This feature has been usdeviglop an algorithm for tagging BIB
events. Comparison of data and simulations indicates vaogd @greement for both collisions and
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BIB. The tagging tool has been used to produce backgrounglsarihat show that the BIB rate in
the Pixel detector correlates very well with the residuassure atz] = 22 m. This shows that the
Pixel detector, like the BCM, is sensitive mainly to beans-geents close to the detector. However,
the background data also show a slighisymmetry. The BIB simulations suggest that such an
asymmetry is created by bending in the magnets of the inipdettiand beyond. Thus a fraction of
the background seen by the Pixel detector seems to oridfirmatea larger distance.

The main impact of BIB on physics analyses is the productibfake jets due to radiative
energy losses of high-energy muons passing through theroakers. This affects mainly the anal-
yses relying on IargE{"‘Sssignatures. The simulations indicate that such muons lwaweadinate
far from the detector¢ 100 m) in order to reach the calorimeter radii. In additioeytlare predicted
to show a very pronouncegrasymmetry with a strong preference for muons to be in thebotal
plane. Such an asymmetry is clearly seen in the distribudidake-jet candidates. A special tool,
based on identifying the incoming/outgoing muon in the C8@ #he inner MDT endcap muon
chambers, has been developed to remove such events froicphapalysis. This tool comprises
several algorithms, yielding different efficiency and ridentification probabilities. In addition to
using the position and direction information from the mueatedtors (both polar and azimuthal) it
also uses timing information of both the muon detectors ardctcalorimeter.

The standard jet cleaning algorithms used in ATLAS to refect-collision background events
have been summarised and their application in the mongetsires search has been presented.
It has been shown that after the jet cleaning criteria aréeghihe event sample still contains BIB
events, which are identified by a special analysis tool akdnanto account in the background
estimates in this analysis. Without this dedicated clegnBiB events would represent a serious
background for some searches for new phenomena.
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A. Alternative methods for BIB identification in the calorim eters

This appendix outlines two alternative methods for BIB itifaation in the calorimeters in addition
to those described in Seft.]7.2. The first method uses thesignature of energy depositions due
to BIB in the TileCal. The other checks the shape and oriemtaif a calorimeter cluster in order
to differentiate between BIB and collision products. Botbthods are presently under study.

A.1 Beam background signatures in the Tile calorimeter

The timing measurements with 1 ns resolution, and spatfatrimation for the measured energy
depositions of the TileCal provide an analysis tool capafleeconstructing muons which may

originate from BIB. A possible signature of such muons is rieseof aligned energy depositions
parallel to the beam direction, starting on one side of thedal and propagating to the other. The
time measurement of the energy deposits has to be consigthrihe hypothesis of a particle trav-

elling parallel to the beam direction at the speed of lightjleshaving roughly the same azimuthal
angle () in the detector. The criteria used to identify such didtpetterns are the following:

e Select calorimeter clusters with a fraction of energy inTieCal of at least 90%.

e The TileCal is divided in 64 overlapping slices @ such that the"" slice coversg ¢
[n35, 35 + 15]. The width of eachy slice, {§, corresponds to two consecutive TileCal mod-
ules, which define the angular resolution of the TileCabinIn eachg slice, clusters are
selected if their pseudorapidity and time measurementargatible with the hypothesis of
a particle travelling parallel to the beam axis.

¢ A minimum number of selected clusters is required to tag a BillBon candidate and it is
required that they have a specific pattermit. Figure[3} illustrates thg—t regions that are
defined to tag BIB muons and shows the minimum cluster midiiplrequirement in each
of the regions along the muon path. No additional selectiiterion is applied, i.e. these
n—t regions have no segmentation in the radial direction. Thege of cuts on the number
of clusters in each region are defined in the figure. The st selection criteria apply to
muon background travelling in the-€A direction. For the A»C direction, the diagonal of
the n—t regions is reversed.

An example of a BIB event tagged in an unpaired bunch is shavig.[35.

The efficiency of the selection criteria is evaluated in thteadrom unpaired bunches, requiring
exactly one jet Wiﬂ'pi-?t >30GeV,|n| < 1.5. Atiming cut oft < —5 ns is applied in order to reduce
the contamination from ghost collisions in the unpaireddiudata, and 90% of the jet energy
should belong to TileCal channels in order to ensure thaBtBeparticle deposits its energy in the
TileCal. Since collision data samples are always contaraihay BIB events, the mis-identification
rate of the TileCal muon filter is estimated with a multijet Me Carlo sample that reproduces
the pile-up conditions of the data. The BIB-enriched and tdbarlo samples described above
are composed of 2101 and41 1(P events, respectively. The efficiency for the selectionedit
depicted in Fig[ 34 is about 12%, and the mis-identificatate is about 210~4. By requiring only
one hit in each of the relevami—t regions, the efficiency is higher by about a factor three aed t
mis-identification rate increases by more than two ordersagnitude. If the minimum number of
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Figure 34. Selection criteria for the TileCal muon filter. The blue @gles correspond to thp-t regions
used by the TileCal muon filter to select the events. The nusnb@respond to the minimum number of
selected clusters required in each region.
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Figure 35. Example of an event selected by the TileCal muon filter in inepldbunches. The clusters are
shown in red marks and belongs to the saprsice.

required hits in the regions is increased to two, the misdifieation rate drops to about 16 and
the selection efficiency decreases to only about 1%. Thavelalow efficiency can be explained
by the fact that the selection criteria require the muon tsstthe calorimeter completely from side
to side. Muons that enter on one side and are stopped insideatbrimeter are not tagged, but
they contribute to the inefficiency of the method.

A.2 Cluster shape

Because BIB muons travel parallel to the beam-pipe, theistel shapes in the calorimeter are
different from those generated by collisions. The partgi®wer develops mainly along tle
direction for BIB, whereas for collisions it develops in tH&ection from the interaction point.
In order to distinguish between BIB and collision productséd on the cluster shape, one can
compare the standard deviations of #endr positions of the cells contained within a cluster. The
ratio

Or Z(rcell - I'clus)z

0 3 (Zeol — Zoius)? (A1)
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Figure 36. Ratio of the standard deviation ofandz position of the cells contained within a cluster in
unpaired bunches (solid) and simulated collision everast{dd). Taken from [29].

is defined, wherege, rcell andzys, olus are the positions of cells and clusters, respectively. Only
the cells with a well-measured time and an energy depositlmve 100MeV are considered in
the sum in order to suppress noise. Fidule 36 compares ibeofattandard deviations inandr,

oy / 0z, for BIB muon data from unpaired bunches with simulatedisiolh data. The distributions
motivate a cut oro; /o, < 0.15 to select BIB muons. It can be seen that some of the clustens
collisions also satisfy the cut am /0, < 0.15. Given the large number of clusters per event, this
leads to non-negligible mis-tagging rates. In order to oedmis-identification of collisions due to
this fact, selection criteria based on other quantitiesiriede applied as well.
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