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at 3 TeV center-of-mass energy are described and testegl Mginte Carlo simulations. The angu-
lar counting loss due to the combined Beamstrahlung andlusitate radiation effects is corrected
based on the reconstructed velocity of the collision frarhéhe Bhabha scattering. The distor-
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To test the procedures, BHLUMI Bhabha event generator, aridea-Pig beam-beam simulation
were used to generate the outgoing momenta of Bhabha partickhe bunch collisions at CLIC.
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1. Introduction

The future linear colliders CLIC[J1] and ILC[][2] are designéar precision measurements in
elementary-particle physics, complementing measuresneatformed at the Large Hadron Col-
lider (LHC) now operating at CERN. Despite significant diéfeces in accelerator technology, as
well as in center of mass (CM) energy and charge density, ¢fectbr design is to a large extent
common to both projectd][§] 4]. This is, in particular, troe the instrumentation of the forward
region of the detector, including the luminosity calorieretumiCal [$,[f]. The present study is
part of this common effort, and is applicable with small éifnces in both contexts. The results
for ILC have been reported elsewhelk [7].

Luminosity, L, and luminosity spectrum¢ (Ecu)?!, are key inputs to many measurements
at collider experiments, including mass and cross-seati@asurements, as well as production-
threshold scans. Precision of the luminosity measurensentitical at linear colliders in order
to match the inherent precision potential of the lepton nreeh The most precise luminosity
measurement method at linear colliders to date is to couabB&-scattering events recognized
by coincident detection of showers in the fiducial volume Y#Vboth halves of the luminometer
in the very forward region in a given energy range. The nundfexvents,N, is then divided by
the Bhabha cross sectiog, integrated in the corresponding region of the phase spBbabha

1The precise definition of the term "luminosity spectrum” asdiin this work is given in secticﬁh 2



scattering is a well-known QED process and at several exgeris at LEP this technique allowed

reaching sub-permille precisiofi [B,[9)] 10] L1}, 12]. At fetlinear colliders, however, CM energy

will be 3 to 30 times higher, and instantaneous luminosityauhree orders of magnitude high@f [1,

d]. At such high beam power density, the energies and the pafgles of the Bhabha particles are

strongly influenced by beam-beam effe¢td [I3, 14], whiclatere severe Bhabha counting losses.
The expression for measured luminosity can be formallytemitas follows,

N(Z(QF3.Er2))

- , (1.1)
o(Z(QfY ETY))

Here =(QP5,Ef®) is a function describing the selection criteria for cougtithe detected
events based on the angl@¥? and energie€!® of the final particles in the lab frame, and
Z(QfY,EFY") is a function describing the corresponding region of phams where the cross
section is integrated. These functions can be expressew@sqgs= = [1; & andZ = []; {; where
the functionsé; and ; are based on specific topological and kinematical profediethe de-
tected/generated pair. For eaigithe physical meaning of; and ; corresponds to each other,
although their mathematical form may be different (See inipaar sectior{ 3]2 and Eq$. B.3 and
B.4). The set of functiong; and ¢ includes the angular selection requiring both particlebdo
detected in the FV, as well as the energy range selection assilppe further cuts to eliminate
background.

Because of the random and asymmetric momentum loss whemogle@mit Beamstrahlung,
the CM frame of the Bhabha process moves with respect to thdrdane with axial velocity
different for every colliding pair. As a consequenéeandZ operate on kinematical arguments
in different reference frames. Thus,ifandZ have the same form, different regions of the phase
space will be covered, leading to a systematic bias in thénlosity measurement. This systematic
bias cannot be neglected at the future linear colliders,ispdrticularly accute at the 3 TeV CLIC
(.

A way around this problem is to defirie andZ such that the counting rate is independent
of the reference frame. Some of the functiofisand {; can be defined invariant to the boost
along the beam axis. This is, for example, the case with tteamthe reconstructed CM energy.
However, the requirement that the outgoing particles latRN of the detector on both sides does
not possess such invariance. In this paper, a definitiofyp@fand {ry is proposed such that both
the experimental courltl and the cross-sectioo are reconstructed in the same reference frame,
namely the collision frame, which will be defined in sectign 2

The physical processes affecting the luminosity measuneare outlined and the used terms
and notation defined in secti¢h 2. The analysis method witrcthrection procedures, as well as
the test results are described in secfion 3. In the conciastbe main advantages of the presented
method are restated, and the final uncertainties are listédaefly discussed.

2. The physical processes affecting the luminosity measurent and an outline of the
correction procedure

The sequence of physical processes relevant to the praseossion is schematically represented
in figure[1. Due to the pinch effect during the bunch collisiboth particles may emit Beam-



strahlung photons and so lose energy and momentum beformtdraction. Thus in general,
Ecm < Eg = 2Epeam The CM energy distribution at this stage is the actual lwsity spectrum
#(Ecm). The probability of the Bhabha scattering scales with = 1/EZ,,, resulting in the CM
energy distribution of the Bhabha ever#Ecy) 0 .% (Ecm)/EZy- The Bhabha process is itself
accompanied by emission of initial-state radiation (ISRjttis nearly collinear with the initial
particle momenta, as well as final-state radiation (FSRY) ifhapproximately collinear with the
outgoing particle momenta. Since ISR is nearly collineahwle beam axis, it misses the lumi-
nometer, so that the CM energy reconstructed from the detgazrticles i€y rec < Ecm, and the
corresponding spectrum is,

Emax

1 ECM rec
h - / B(Ecn) —— 7
(ECM,rec) J (ECM) Ecm ( Ecum
where.# (x) is the distribution of the fractional CM energy losses dutSi. .# (x) is approx-
imately independent dEcy.
Due to the finite energy resolution of the luminometer, trnstructed spectrum is smeared,

which can be represented as a convolution with a normalizass&an.

) dEcu (2.1)

N 1 i (EcM,rec — E(:;M )2
h*(Ecmyrec) = \/ﬁo_/h(E(IZMJeC) exp <— 202 ee dE(/:M,rec (2.2)
0
Collision
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radiation
Figure 1. Schematic representation of the physical preseafecting the luminosity measurement

The termcollision framewill be used here for the frame of the two-electron systexfier
emission of Beamstrahlung and ISR and before emission of*FBIRe scattering angle in the
collision frame is denote@°®'. Due to the radiation prior to the collision, the collisiaarhe has

2Strictly speaking, the smearing width depends on the dembshergy of the showers. However, as only a relatively
narrow energy range is being analyzed here, the smearirtt) witl be treated as being approximately constant.

SUnless stated otherwise, electron always refers to elecrpositron

4In reality, ISR and FSR can not be cleanly separated evemetieally, due to the quantum interference between
them. Thus in practice the collision frame is defined as thef@ivhe of the final electrons together with all radiation
within a given tolerance angle with respect to the final e@tmomenta. The assumption of clean separation between
ISR and FSR introduces a small uncertainty in the final result



a non-zero velocity3.y, and the outgoing particle angles in the lab fraig° and 6120, are not
symmetric. In a significant fraction of events, the acobinty is so large that the two particles are
not detected in coincidence within the FV of the luminomeliethis way, Beamstrahlung and ISR
induce arangular counting losef Bhabha events.

Finally the electromagnetic deflection (EMD) of the outgpielectrons in the field of the
opposing bunch induces a small additional angular coumtisg}

The outline of the procedure of the Bhabha-count analysis i®llows:

1. Reconstruct the CM enerdstm rec and the collision-frame velocit.o for each pair de-
tected in the FV of the luminometer, from the angles and thasuesd particle energies.

2. Assign weights to events to correct for the acceptancactath due toﬁco”, as shown in

section3.p.

3. Deconvolution of the ISR energy log5(x) from the spectrunn*(Ecm rec), in order to restore
the #*(Ecm) CM energy spectrum of the Bhabha events (sedtign 3.3).

4. Integratez*(Ecm) over the energy range of measurement.

5. Correct the systematic effect of the finite energy resmtudf the luminometer on the number
of counts in the peak (secti¢n B.4).

The absolute luminosity in the measured energy range isdivem by equatiof 1}1, and the
approximate differential form of the luminosity spectrunittwthe luminometer energy smearing
can be obtained a&’*(Ecm) 0 %*(Ecwm)EZ),. In the following section the precision of different
correction steps will be tested by MC simulation, and exgedsas relative contribution to the
luminosity uncertaintyAL, /L for each stem.

3. Analysis and correction procedures

3.1 Simulation methods used to test the analysis procedure

To test the analysis procedure, Bhabha events in the busiibian were simulated with the
Guinea-Pig software[[l14]. The initial bunch coordinated amomentum distributions were taken
from the simulation results by D. Schulte et g]. ][15]. The rchmate distribution covered more
than 100 bunch widths both in the horizontal and the vertical dimasi. The angular distribution
of the particles in the bunch was quasi-Gaussian, with Wemse emittance of 660 nm rad in the
horizontal, and 20 nm rad in the vertical direction. The Bunollision was simulated in the CM
frame of the colliding bunches, which is equivalent to a headollision with zero crossing angle.
The beam overlap reduction due to the crossing angle istdfisthe crab-crossing scheme.

The Bhabha events were produced using a method resembéihgged by C. Rimbault et al.

[£8]:

e The initial four-momenta of the colliding”e" pairs are generated in Guinea-Pig by beam-
beam simulation



e The decision is made whether the Bhabha scattering will kzesl in the collision, based
on the ¥/s proportionality of the Bhabha cross section.

e If a Bhabha event is to be realized, the final four-momentgoanieed from a file generated
at 3 TeV by the BHLUMI generatof L 7].

e The final momenta are scaled to the CM energy of the collidiaig, potated to match the
collision axis, and boosted back to the lab frame.

o Finally the outgoing Bhabha electrons are tracked to sitaulee electromagnetic deflection.

Nearly four million Bhabha events were generated. As thamahgles of the two electrons
are often severely shifted in the opposite directions winenmomenta are boosted into the lab
frame, the polar-angle cuts in the generator frame werevaptwide - between 10 and 200 mrad.
On the other hand, in order to avoid simulating a large nunab&vents with very low scattering
angles, post-generator cuts were applied in the collisiamé, and only events with the scattering
angle between 37 and 90 mrad were kept in the file. As the higniingles of the luminometer FV
at CLIC are 43 and 80 mradl [18], these cuts leave a safety mafd, respectively 10 mrad, to
accomodate for the small parallel shift of the polar anghed tan be induced by the EMD and by
the off-axis ISR.

The interaction with the detector was approximated in thieviong way:

e The four-momenta of all electrons and photons within 5 mritthe most energetic shower
were summed together on each side. The 5 mrad criterionsgmnels closely to the Moliére
radius of the high-energy showers in the luminomdtgr [19ie fesulting four-momenta were
taken to represent the detected final particles.

e The energy resolution of the luminometer was included byiraglcahndom Gaussian fluctu-
ations to the final particle energies. The standard deviatfoenergy was parametrized as
oe/E = \/a?/E + b2, The value of the stochastic termas= 0.21 in all relevant analyses
(L8, B.[20]. The constant terimis zero in Ref. [1B], and 1.1% in Ref[_]20]. The correction
procedure was tested with three different values of thetamb$ermb: 0, 0.35% and 1.1%.
The results of these three tests agree within their resgestatistical uncertainties. Only
results forb = 0 are presented in this paper.

e The finite angular resolution of the luminometer was incihdg adding random fluctuations
to the final particle polar angles. The nominal valueggf= 2.2 x 10~° rad estimated for
the ILC version of LumiCal[[19] was used. Higher values &g were also tested, but no
significant effect on the final uncertainties was founddgr< 2 x 10~ rad.

3.2 Invariant counting in the collision frame

The movement of the collision frame with respect to the laloe is responsible for the acollinear-
ity leading to the angular counting loss. The velocity of todision frame with respect to the lab
frame Bcollv can be calculated from the measured polar angleB.jfis taken to be collinear with
the z-axis, the expressions for the boost of the Bhabha scaftangles into the lab frame give,



sin(6;*° + 65°)
sinB}2 + sing}°

Beoll = (3.1)

Equatior{ 31 does not depend on any assumptions about tHeenofremitted ISR and Beam-
strahlung photons, nor on their direction, apart from theuagption that the vector sum of their
momenta is collinear with the z-axis

If events from a subset characterized by a giyieg) are plotted in thetan6,| vs. |tan6; |
graph, they lie on a line displaced from the central diagoaalschematically represented by the
dashed line in figurg] 2. As can be seen from the figure, the rahgecepted scattering angles
decreases with increasiiijoi. The effective limiting angle§0! and <! for the subset of events
charaterized by a givefi.o; are obtained by boostin@ny, and 6,4« into the collision frame.

/
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Figure 2: Schematic representation of the distortion ofablar angles due to the movement of the
collision frame. The box represents the region in which éctrons hit the FV, and the dashed
line represents the event subset characterized by a gian 659! and 6%, denote the effective
limiting scattering angles for this subset.

To account for the smaller acceptance of the events chamexeby a giverf., every event
has to be weighted with the appropriate correction factothis way, the number of events between
Bmin @and Bnax in the collision frame is recovered for eaf, subset separately. The weighting
factor is defined as,

5 Strictly speakingﬁco” has a small radial componeB, which is larger than 0.01 in only about 5 permille of cases.
However, the influence g8, on the polar angles of the Bhabha pair is almost indistirigabite from an additional axial
boost. Thus for the purpose of recovering the counting lesstd the acollinearityBco is approximately treated as a
scalar quantity.



emax
. J 92 do
W(Beoll) = gegr (3.2)
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The FV selection function is thus defined as

w ;013 € FV
e i 33
& { 0 ;otherwise (3:3)

Using this FV selection function, the number of eveNtssatisfying the conditior8®' ¢
(Bmin, Bmax) in the collision frame is reconstructed. The correspondingction {ry for the cross-
section integration is thus,

1 ;6% ¢ (emin emax)
= ' ’ 3.4
Sy { 0 ;otherwise (3.4)

3.2.1 Test of the collision-frame counting method

To test the counting method, histogramdsef, rec reconstructed from kinematic parameters of the
detected particles were generated as follows:

Control histogram : All events with the scattering angle in the collision fra8&"' such that
Bmin < 8! < Baxare accepted. Therefore this histogram is not affected bytang losses
due to Beamstrahlung and ISR. This is, of course, only plessilthe simulation.

Uncorrected histogram : Events hitting the FV of the luminometer in the lab frame.

Corrected histogram : Events hitting the FV of the luminometer in the lab frameyst with the
weightw calculated according to equatipn]3.2

The full kinematical information, including the energy bftdetected final particle, was used
for the reconstruction of the CM energy. To calculate thaaxiion weightw, the approximate
expression for the angular differential cross sectior/dd ~ 83 was used. The results are shown
in figure[3. The control spectrum is plotted in black, red is gipectrum affected by the counting
loss, green is the corrected spectrum.

The blue line in figurg]3 represents the events inaccessiltieetcorrection due to their high
values off.q). In the subsets of events characterized3hy; above a certain treshold, at least one
electron is always lost (see figyfe 2). However, for such esvéhe Beamstrahlung-ISR energy loss
is also above a certain minimum, so that they are only prasesignificant number below 2200
GeV. A small number of highB.o events are also present at energies above 2200 GeV, as seen in
the zoomed figure on the right, where these events are scaleddetor 100. In these evenﬁ,on
has a relatively high radial component, due to the off-aa@iation before collision. This increases

6By the standard definition of the polar andlethe interval corresponding to the FV on the forward sidehef P
iS (Bmin, Bmax), and on the backward sid&r — Bmax, T— Bmin)



the acollinearity of such events relative to other events wimilar energy loss (see footndte 5).
The relative contribution of these events to the peak iaegjvove 95% of the nominal CM energy
is of the order of 2« 107°.

Before correction, the counting loss in the peak integravat®5% of the nominal CM energy
was 3.8%. After correction, the remaining relative dewaatin the peak with respect to the control
spectrum ig—0.14-0.4(stat)) x 10~3. In the tail between 80% and 90% of the nominal CM energy,
the counting loss before correction was 43.1%. After cdivec the remaining relative deviation in
the tail is(—3.6+ 1.8(stat)) x 10~3, which includes a deviation ¢f-2.7+0.1) x 10~2 due to the
lost events. The statistical uncertainty of the remainiegiation was estimated taking into account
the correlations between the corrected and the controtispélthe precision of the Beamstrahlung-
ISR correction is of the order of permille despite the presenf the following sources of systematic
uncertainty of the correction:

e The assumption that the deformation of the Bhabha angleséwiby Beamstrahlung and
ISR is well described as a Lorentz boost along the beam aisgssumption is the source
of the "lost"” events in the peak),

e The implicit assumption that the cluster around the mostgatie shower always contains
the Bhabha electron. In a small fraction of events, this istine case, and the reconstructed
polar angles9{?2b do not correspond to the final electron angles.

e The use of the approximate angular differential cross gedtir the Bhabha scattering in the
calculation ofw,

e Assumption that all ISR is lost, and all FSR is detected @ssumption has, in principle, an
influence on the calculation ¢y, and consequently om).

count
T

Ecwm rec - CONtrol histogram
Ecwmrec - Uncorrected
Ecpm rec - COTected

Lost events

count

Ecwmrec - CONtrol histogram
Ecwmrec - Uncorrected
Ecpm rec - COMTected
Lost events (x100)

10* 10

10° 10°

P BRI | PR TR SR N U
0 500 1000 1500 2000 2500 3000 2200 2400 2600 2800 3000
Eqy (GEV) Eqy (GEV)

Figure 3. Correction of the counting loss due to Beamstragpland ISR. Left: whole spectrum;
right: zoom on energies above 2200 GeV. Black: Simulatedrobspectrum without counting
loss due to Beamstrahlung and ISR; red: Reconstrugtgfl spectrum affected by the counting
loss; green: Reconstructed spectrum with correction ferdbunting loss due to Beamstrahlung
and ISR; blue: events inaccessible to the correction du@tofh, (see text).



3.3 Deconvolution of the ISR energy loss

After correcting for the angular counting loss, the ISR ggdbss can be deconvoluted from the
resulting spectruni(Ecwm rec) to restore the CM energy spectrum of the Bhabha evetitEcy)’.
When data according to equatipn|2.1 is binnet isufficiently narrow bins, it takes approximately
the discrete form,

N
hi~ Y 4% (3.5)
=1

As the.#; matrix has triangular form, equatign B.5 can be solved#grexactly, using the Ja-
cobi method. The solution proceeds from high-energy towénd lower-energy bins, indroducing
an increasing uncertainty towards lower energies.

To obtain .7 j, the function.# (x) was parametrized by the beta distribution used for the
parametrization of the beam spectra of linear collidgrg,[21

ax2(1-x)*® ;x<1

3.6
0 X>1 (3.6)

J(X) =apd(x—1)+ {

12} I~ .
S, w0l Fractional ISR energy loss
8107 F  a,=0.31732+0.00032
F & =0.13328+0.00043
10°r 8=-0.337£0.015
E a,=-0.8938+0.00051
10° ¢
10" g
10° =
0

Figure 4: Fit of the relative energy-loss distribution dod3$R.

The parameters were obtained by fitting equafioh 3.6 to #etitmal CM energy distribution
after ISR, reconstructed from the same BHLUMI data set ad irs&uinea-Pig. The fit was per-
formed with variable binning in order to have sufficientlydibinning neax = 1, while avoiding
large differences in statistical uncertainties for indivél bins. The data histogram was first nor-
malized to the unit integral. The results are shown in figlird de parametea, was obtained as
the ratio of the number of counts in the narrow peak abowe€0.99995 to the number of counts in

"The Bhabha-event spectrum is marked with a star here, bedgigssmeared by the finite energy resolution of the
luminometer. See secti.4.



the entire spectrum, and the remaining coefficients weraindd by fitting the function to the data
in the range (0.7, 0.9999%5.

3.3.1 Test of the deconvolution procedure

In this test, the following histograms were generated:

Control histogram was filled with simulated CM energies before ISR emissiod,taen smeared
with a normalized Gaussian with constant width correspugdo the luminometer energy-
resolution at the peak energy.

Histogram with ISR energy loss h(Ecmrec) is the same as the control histogram from sedfioh 3.2
— filled with energies reconstructed from the final-stateekiatics, and with inclusion of the
luminometer energy resolution.

Deconvoluted histogram was obtained by solving the system of linear equations sgmted by
equation3]5, taking the binned data of the affected hiatogash;.

For each histogram, event selection was made on the sogttergles in the collision frame, so that
the Beamstrahlung-ISR angular counting loss is not presénis was done in order to assess the
accuracy of the deconvolution separately from the Bearnising-ISR counting-loss correction.
Results are shown in figufé 5.

Before deconvolution, the relative counting loss in thekpabove 95% of the nominal CM
energy was 23.4%. After deconvolution, the relative renmgrdeviation of the peak integral with
respect to the control histograms(is1.3+ 2.1) x 10~3. In the tail between 80% and 90% of the
nominal CM energy, the ISR energy loss increases the coutétBfo. After deconvolution, the
remaining deviation in the tail is-2.34-3.9) x 1073,

The contributions from the uncertainties of the fitted pagters of the ISR energy-loss func-
tion .7 (x) were added to the statistical uncertainty of the remaingation after deconvolution.
The full covariance matrix of the fit parameters was usedsttogy with the partial derivatives of the
count estimated by variation of the fit parameters by one ajgme parameter at a time. With the
statistics of about four million generated Bhabha evehtsuincertainties due to the fit parameters
are (AN/N) peakisrfit = 0.53 x 102 for the peak, andAN /N )il isrit = 0.07 x 1073,

3.4 Effect of the luminometer energy resolution on the courihg rate in the peak

The finite energy resolution of the luminometer introducesanting bias in two ways:

8 The angular generator cuts in the lab frame cause signifloases in the distribution fax < 0.5 because high
energy loss in ISR emission correlates with high acolliitgafhis affects the overall normalization, and thus thiiga
of ag. The value ofag obtained here is appropriate for the deconvolution of theusated spectrum where the same set
of BHWIDE samples was used. However, for the analysis of ¢laé @xperimental data, ideally the distribution without
cuts in the lab frame should be used.

9The functional form of equatioB.G suggests that the ragj@; can be fixed by the normalization requirement.
However, the beta distribution fails to properly describe form of 7 (x) for x < 0.7 (regardless of the angular cuts in
the lab frame discussed above), so that the overall nornffegelit than the integral of the beta distribution extrapedt
from the fit. Thereforea; was allowed to vary freely in the fit.

—10 -
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Figure 5: Deconvolution of the ISR deformation of the lunsity spectrum. Yellow: the control

histogram — simulateécy before emission of ISR, smeared with a normalized Gausbiack:

the histogram affected by the ISR energy loss — reconstiuggg, from the detected showers,

green: deconvoluted spectrum

1. By asymmetric redistribution of events from each sidehef $harp energy cu.,: used to
define the energy range, due to the slope of the underlyingldigon at the position of the
cut.

2. By smearing the luminosity peak so that a small part of ¢uitsoff belowE.

The second effect is difficult to precisely correct becauséhe strong dependence on the
position of the energy cut, and because of the uncertaiafidge inherent width of the luminosity
peak and of the energy resolution, as well as the stronglatimes between the fitted parameters
that dominate the spectrum in the peak area (see [Eds. 3[7.8@ndHdwever, if the energy cut is
made at a sufficient distance from the peak, the second éffecmes negligible, and the energy-
resolution effect can be precisely corrected based on trerization of the functional form of
the experimental spectrum after deconvolution of ISR.

DN T (Ecu—EP\ o
B (Ecy) = "\/ﬁo/ ,@(E)exp< ) 3.7)
If the inherent width of the luminosity peak is neglecteél(Ecy) can be parametrized by the
beta distribution,

b1EZ, (Eo — Ecm)™ ;Ecm < Eo

0 ;Ecm > Eo (38)

%#(Ecm) = bod(Ecm — Eo) + {

One may recall here that the use of a constant standard ibeviatin equation[3]7 is an
approximation, a® depends on the particle energy, and is thus different fdemdiht Ecys. The
systematic error induced by the energy resolution of thariometer can now be expressed as,

—11 -



| %" (Ecm) — B(Ecw)) dEcw

ANEres _ Ecut

- (3.9)

| S 2(Ecw) dEcw

Ecut

This expression can now be estimated by numerical integrdtased on the fitted parameters
of #*(Ecwm) (Egs.[3.F and 3 8). Even though the reproduction of the fategunt by integration
of the fitted function has in principle limited accuracy,h@t accurate prediction of the relative
error (equatior]_3]9) is achieved. The fit was performed ondéneonvoluted histogram with the
fixed parametergy = 3 TeV ando = 13.7 GeV, whileby_3 were varying freely. The value af
was obtained by fitting the data in the region of the lumiryogéak. It contains contributions from
both the energy resolution of the luminometer and the infterédth of the peak. Neglecting the
inherent width introduces an uncertainty of 20% in the magta of the correction. This represents
a conservative estimate of the precision with whicban be known and, as shown below, the results
obtained with this assumption are acceptable.

The relative deviation of the count in the reconstructeckpgahown in the left pane of figure
as a function of the relative distance of the energy cutegosak energy in percent (black line).
The predicted deviation according to equafion 3.9 is alswsifor comparison (blue line). There is
an excellent agreement between the predicted and the sedwaviations. To take a safe distance
from the peak, only points for which is more than 2.5% away from,, corresponding to about
5 o of the fitted peak, will be considered in the following.

The fluctuations of the simulated deviation curve in figljreré @f statistical nature. These
fluctuations can be used as an external measure of theistdtigicertainty of the counting bias in
the simulation. In the right pane in figue 6, the histograrthee fluctuations is shown, calculated
as remaining deviations after correction, &y more than 2.5% away frogg. The RMS of the
fluctuations corresponds to a relative statistical unaestaof 0.24 x 10~3 with respect to the the
peak count in the top 5%. The relative deviation in the top S#neated from equatiop 3.9 is
—0.29x 1073, The mean remaining bias after correctior{@05+ 0.03) x 1073,

Similar procedure was applied to estimate the relative arasthe remaining uncertainty in
the tail region from 80% to 90% d&y. The RMS of the fluctuations isT9 x 103, the uncorrected
deviation is+0.32 x 10~3, and the remaining deviation after correctior(@s09+ 0.09) x 10~3.

3.5 The Electromagnetic Deflection

To estimate the counting loss due to the EMD, the angulactetewas applied once before and
once after the deflection in the simulation, and the relatdifierence in the resulting number of
events was calculated. The EMD counting loss above 95% afdahenal CM energy i§—0.50+
0.05) x 1073, In the tail from 80 to 90% of the nominal CM energy, the EMD oting loss is
(—1.0840.08) x 1073,

4. Conclusions

A method of invariant counting of Bhabha events was presentdie number of Bhabha events
within a given range of scattering angles in the collisioanie, and in a given range &ty is
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Figure 6: Left: relative deviation of the peak count indutgdthe luminometer energy resolution
in the reconstructed spectrum as a function of the peakmegjipressed as fraction of the nominal
CM energyEp, compared to the predicted value based on the fitted spectRight: histogram
of the normalized remaining deviations of the peak courdraforrection (see text), fdf.,; more
than 2.5% away front.

reconstructed. The corresponding limits can be used focrbes-section integration in a straight-
forward way. In this way the luminosity expression (equafio]) is essentially insensitive to the
beam-beam effects.

The remaining systematic uncertainties of the Bhabha oweithtthe presented methods were
estimated by MC simulations. In addition, the systematiceuatainty due to the EMD-induced
counting loss was estimated and found to be small. The réngaielative errors in the top 5%,
as well as in the tail from 80 to 90% of the nominal CM energy leted in table[Jl. Beam-beam
effects in the luminosity measurement at 3 TeV CLIC can besoted and the luminosity spectrum
reconstructed with a few permille precision above ca. 73%eihominal CM energy.

Table 1: Relative remaining error after correction of diffiet systematic effects in luminosity
measurement in the peak above 95% and the tail from 80 to 90fhheohominal CM energy.
The fraction of events with higB.o constitutes part of the remaining bias of the Beamstrahlung
ISR angular loss correction. The last column gives the ta@ialaining error when the higBqo
contribution is corrected.

# Effect Top 5% 80 - 90% oy
(1073 (1073

1 Beamstrahlung-ISR angularloss —0.1 +0.4 —-3.6 +£1.8

2 High B 2 —0.019+0.008 —2.7 +0.1

3 ISR energy-loss 1.3+2.0 —-2.3 £3.9

4 Energy resolution 0.05+0.03 0.09:0.09

5 EMD counting loss (uncorrected) —0.50 +0.05 —1.08+0.08
Total 1.4 +2.0 4.4+4+4.3
Total (corrected for #2) 1.442.0 2.7+4.3
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In a separate study for the case of I [7], it was shown thatrtiethod presented here is
robust with respect to unaccounted-for bunch size and ehagations up to 20%, as well as the
vertical and horizontal offset up tod bunch height and width, respectively.
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