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Abstract

This publication describes the methods used to measurettigtty of inelastic Pb—Pb collisions at
a center-of-mass energy of 2.76 TeV per colliding nucleanyith ALICE. The centrality is a key
parameter in the study of the properties of QCD matter aeextrtemperature and energy density, be-
cause it is directly related to the initial overlap regiortuf colliding nuclei. Geometrical properties
of the collision, such as the number of participating nuateand number of binary nucleon-nucleon
collisions, are deduced from a Glauber model with a sharmgthparameter selection, and shown
to be consistent with those extracted from the data. Theaéptdetermination provides a tool to
compare ALICE measurements with those of other experinsrdawith theoretical calculations.

*See AppendikB for the list of collaboration members



Centrality determination with ALICE ALICE Collaboration

1 Introduction

Ultra-relativistic heavy-ion collisions at the Large HadrCollider (LHC) produce strongly interacting
matter under extreme conditions of temperature and enengsity, similar to those prevailing in the first
few microseconds after the Big Bang [1].

Since nuclei are extended objects, the volume of the intiagacegion depends on the impact parameter
(b) of the collision, defined as the distance between the ceiatiethe two colliding nuclei in a plane
transverse to the beam axis. It is customary in the field ofyr&n physics to introduce the concept of
the centrality of the collision, which is directly relatamithe impact parameter, and infered by comparison
of data with simulations of the collisions.

The purely geometrical Glauber model [2], which typicaliyuised in this context, has its origins in the
guantum mechanical model for p—A and A—A scattering deedrib [3+5]. The model treats a nuclear
collision as a superposition of binary nucleon-nucleorrattions. The volume of the initial overlap
region is expressed via the number of participant nuclegngarticipant nucleon of one nucleus is de-
fined as a nucleon that undergoes one or more binary colisigtin nucleons of the other nucleus. The
number of participants and spectatdiar: and Nspec= 2A — Npar, Where A is the total number of nu-
cleons in the nucleus (mass number), and the number of bawdligionsN. are calculated for a given
value of the impact parameter and for a realistic initiatrdbstion of nucleons inside the nucleus, and
assuming that nucleons follow straight trajectories. HEgproach provides a consistent description of
p-A, d—A, and A-A collisions, and is especially useful whemparing data from different experiments
or from different collision systems and to theoretical atdtions.

Neither the impact parameter nor geometrical quantitiesh $:SNpart, Nspeo OF Neoi are directly mea-
surable. Two experimental observables related to thesamiligeometry are the average charged-particle
multiplicity Ny and the energy carried by particles close to the beam direetnd deposited in Zero-
Degree Calorimeters (ZDC), called the zero-degree enéggy. The average charged-particle multi-
plicity is assumed to decrease monotonically with incregénpact parameter. The energy deposited in
the zero-degree calorimeteBzpc, is directly related to the number of spectator nucleligg, which
constitute the part of the nuclear volume not involved inittteraction. However, unlikdlch, Ezpc does

not depend monotonically on the impact parambteecause nucleons bound in nuclear fragments with
similar magnetic rigidity as the beam nuclei remain instie heam-pipe and therefore are not detected
in the ZDC. Since fragment formation is more important inipieeral collisions, the monotonic rela-
tionship betweerkezpc andb is valid only for relatively central events (smél). For this reason, the
zero-degree energy measurement needs to be combined witheaimbservable that is monotonically
correlated withb.

The centrality is usually expressed as a percentage of thkertaclear interaction cross section[2].
The centrality percentile of an A—A collision with an impact parametbris defined by integrating the
impact parameter distributionafdb as

_ Jodo/dodd 1 (Pdo o
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In ALICE, the centrality is defined as the percentile of theldoaic cross section corresponding to a
particle multiplicity above a given threshol®l{R) or an energy deposited in the ZDC below a given
value E,5R) in the ZDC energy distributional/dE,
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The procedure can be simplified by replacing the cross seutith the number of observed events, cor-
rected for the trigger efficiency. However, at LHC energtés, strong electromagnetic fields generated

3



Centrality determination with ALICE ALICE Collaboration

~—

-g I~ Cross sections (total, inelastic, elastic):

O o o, [PDG p-p data] === 0, [COMPETE RRPL2u(21) fif]

o = 0, [PDG p-P data] - == o, [Fit: o, (5)=5.17+12.88*s **+0.09*l0g(s/29.20) ]|
x O [PDG p-p, p-P data] Oinet = Oror = Oy

= v ATLAS

A CMS
*  TOTEM

100 e ALICE o

10 102 10° 10*
Vs (GeV)

Fig. 1: Compilation of totalo{{,, eIastica,‘j'N, and inelastiaj,i\,”,\‘i' cross sections of pp and p p collisions [15] 17, 18].
The o\, curve is a fit performed by the COMPETE Collaboration alsdlalée at [17, 19]. The pp data from

ATLAS [20], CMS |21], TOTEM, [22] and ALICE[[23] agree well \th the interpolation fou,i\?,ﬁ'.

by the heavy ions moving at relativistic velocity lead toglrcross sections for QED processes [6-9].
Although the cross sections for these processes exceedl fimothe hadronic cross section by several
oders of magnitude, they only contaminate the hadronicscsestion in the most peripheral collisions.

For this reason one may choose to restrict the centraligroh@ation to the region where such contami-
nation is negligible. The fraction of hadronic events eseld by such cut as well as the trigger efficiency
can be estimated using a model of the nuclear collision amdetlated particle production.

In this paper, we report on the centrality determinationrdusethe analyses of the Pb—Pb collision data
from the 2010 and 2011 run recorded with the ALICE detect6t.[Specifically the analysis presented
here is done with a subset of the 2010 data, but the methodseantts are valid for 2011 as well.
In Sectior 2, we describe the implementation of the Glaubadehused by ALICE. We extract mean
numbers of the relevant geometrical quantities for typamitrality classes defined by classifying the
events according to their impact parameter. Se€tfion 3 ibescthe experimental conditions and the event
selection with particular emphasis on the rejection of QBB machine-induced backgrounds. Sedtibn 4
presents the methods employed by ALICE for the determinatfahe hadronic cross section, needed for
the absolute determination of the centrality. The main wethses the VZERO amplitude distribution
fitted with the Glauber model. The systematic uncertaintbisined by comparing the fit to an unbiased
VZERO distribution obtained by correcting the measuredmnthe efficiency of the event selection and
the purity of the event sample. Sect[dn 5 presents the detation of the centrality classes using either
the multiplicity at mid-rapidity or the energy depositedtire ZDC. We discuss the relation between
the measured multiplicity and geometrical quantities emted to centrality, established by the Glauber
Model. These are nearly identical to those obtained in 8el@;j classifying the events according to their
impact parameter, which are therefore used as referendeALICE analyses. Sectiohnl6 presents the
precision of the centrality determination in ALICE. Sedtif summarizes and concludes the paper.

2 The Glauber Model

Glauber models are widely used to describe the dependemg,edndNco onbin p—A, d—A and A-A
collisions [2+5]. The purpose of Monte Carlo Glauber modigls12] is to compose two nuclei out of
nucleons and simulate their collision process event-lgnrevGeometrical quantities are calculated by
simulating many nucleus-nucleus collisions. Mean valdgsese quantities are calculated for centrality
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classes defined by classifying the events according toithpiact paramete.

Following [13], the first step in the Glauber Monte Carlo ispi@pare a model of the two nuclei by
defining stochastically the position of the nucleons in emetieus. The nucleon position in tR&Pb
nucleus is determined by the nuclear density function, neadey the functional form (modified Woods-
Saxon or 2-parameter Fermi distribution):

2
-

The parameters are based on data from low energy elect@aususcattering experiments[14]. Protons
and neutrons are assumed to have the same nuclear profilepafdmetelpg is the nucleon density,
which provides the overall normalization, not relevant fioee Monte Carlo simulationR = (6.62+
0.06) fm is the radius parameter of tA€Pb nucleus and = (0.546+ 0.010) fm is the skin thickness of
the nucleus, which indicates how quickly the nuclear dgraits off near the edge of the nucleus. The
additional parametew is needed to describe nuclei whose maximum density is rdaaheadiir > 0
(w= 0 for Pb). In the Monte Carlo procedure the radial coordimdtz nucleon is randomly drawn from
the distribution 4wr?p(r) and po is determined by the overall normalization conditifp(r)d3r = A.
We require a hard-sphere exclusion distancd.gf = 0.4 fm between the centers of the nucleons, i.e.
no pair of nucleons inside the nucleus has a distance lessltha The hard-sphere exclusion distance,
characteristic of the length of the repulsive nucleon-eoilforce, is not known experimentally and thus
is varied by 100%dnin = (0.4+0.4) fm).

3)

The second step is to simulate a nuclear collision. The impa@meteb is randomly selected from
the geometrical distributiodP/db ~ b up to a maximunbmay ~ 20fm > 2Rp,. The maximum value

of impact parametel,ax is chosen large enough to simulate collisions until therautiion probability
becomes zero. This is particularly important for the caltiah of the total Pb—Pb cross section. The
nucleus-nucleus collision is treated as a sequence of émdkgmt binary nucleon-nucleon collisions,
where the nucleons travel on straight-line trajectories the inelastic nucleon-nucleon cross section is
assumed to be independent of the number of collisions a eciederwent previously, i.e. the same
cross section is used for all successive collisions. Twdemns from different nuclei are assumed to
collide if the relative transverse distance between cerieless than the distance corresponding to the

inelastic nucleon-nucleon cross sectibr: |/ oife!/m. A Gaussian overlap function can be used as an

alternative to the black-disk nucleon-nucleon overlapcfiom [16]. It makes no significant difference
within systematic uncertainty in the global event propstti

The number of collision®.o and the number of participanié,a are determined by counting, respec-
tively, the binary nucleon collisions and the nucleons thqierience at least one collision. Following
the notation in|[2], the geometric nuclear overlap functiaa is then calculated a&a = Ncoii/ a,i\’,ﬁ',
and represents the effective nucleon luminosity in thasiolt process.

For nuclear collisions ay/syn = 2.76 TeV, we usejli{l‘lﬁ' = (64 +£5) mb, estimated by interpolation [15]
of pp data at different center-of-mass energies and frommosays [17, 19], and subtracting the elastic
scattering cross section from the total cross section. MmteFgolation is in good agreement with the
ALICE measurement of the pp inelastic cross sectioy&iy = 2.76 TeV,o{l¢! = (628 +2.4732) mb
[23], and with the measurements of ATLAS [20], CMSI[21], ar@TEM [22] at,/syn= 7 TeV, as shown
in Fig.[1.

The total Pb—Pb cross section is calculatedoagp, = Nevt(Ncol > 1)/Nevt(Neon > 0) x nb%ax, i.e.
the geometrical value corrected by the fraction of eventh &i least one nucleon-nucleon collision.
We obtainopppp= (7.64+ 0.22(syst.)) b, in agreement with the ALICE measurememhpp= (7.7 =
0.1(stat.) 98 (syst.)) b [€].

Table[1 report the mean number of participafisa)and collisions(Nco), and the mean nuclear thick-
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Table 1: Geometric propertieNyart, Neoll, Taa) of Pb—Pb collisions for centrality classes defined by skatp in
the impact parametdr (in fm). The mean values, the RMS, and the systematic urinées are obtained with a
Glauber Monte Carlo calculation.

Centrality | bmin ~ bmax (Npa) RMS (sys) (Neo) RMS (sys)  (Taa) RMS (sys.)
(fm) (fm) 1/mbarn  1/mbarn  1/mbarn
0-1% 0.00 156 4038 4.9 1.8 1861 82 210 29 1.3 0.95
1-2% 156 220 393.6 6.5 2.6 1766 79 200 28 1.2 0.87
2-3% 220 269 3829 7.7 3.0 1678 75 190 26 1.2 0.83
3-4% 269 310 3720 8.6 35 1597 72 180 25 1.1 0.81
4-5% 310 348 3611 9.3 3.8 1520 70 170 24 1.1 0.81
5-10% 348 491 3294 18 43 1316 110 140 21 1.7 0.67
10-15% | 491 6.02 281.2 17 4.1 1032 91 110 16 14 0.52
15-20% | 6.02 6.95 239.0 16 35 809.8 79 82 13 1.2 0.39
20-25% | 6.95 7.77 2021 16 3.3 629.6 69 62 9.8 1.1 0.30
25-30% | 7.77 851 1695 15 3.3 483.7 61 47 7.6 0.96 0.25
30-35% | 851 9.18 141.0 14 3.1 366.7 54 35 5.7 0.85 0.20
35-40% | 9.18 9.81 116.0 14 2.8 273.4 48 26 43 0.74 0.17
40-45% | 9.81 1041 94.11 13 2.6 199.4 41 19 3.1 0.64 0.14
45-50% | 10.41 10.97 753 13 2.3 143.1 34 13 2.2 0.54 0.11
50-55% | 10.97 11.51 59.24 12 1.8 100.1 28 8.6 1.6 0.45 0.082
55-60% | 11.51 12.03 45.58 11 1.4 68.46 23 53 11 0.36 0.060
60-65% | 12.03 1251 34.33 10 1.1 45.79 18 35 0.72 0.28 0.042
65-70% | 12.51 1299 25.21 9.0 0.87  29.92 14 2.2 0.47 0.22 0.031
70-75% | 12.99 13.44 17.96 7.8 0.66  19.08 11 1.3 0.30 0.17 0.020
75-80% | 13.44 13.89 12.58 6.5 0.45 12.07 7.8 0.77 0.19 0.12 0.013
80-85% | 13.89 14.35 8.812 5.2 0.26  7.682 5.7 0.41 0.12 0.089 0.0088
85-90% | 14.35 14.87 6.158 3.9 0.19 4.904 4.0 0.24 0.077 0.062 0.0064
90-95% | 14.87 15,57 4.376 2.8 0.10 3.181 2.7 0.13 0.050 0.042 0.0042
95-100% | 15.57 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.031 0.026 0.002
0-5% 0.00 348 3827 17 3.0 1685 140 190 26 22 0.85
5-10% 348 491 3294 18 43 1316 110 140 21 1.7 0.67
10-20% | 491 6.95 260.1 27 3.8 921.2 140 96 14 22 0.45
20-40% | 6.95 9.81 157.2 35 3.1 438.4 150 42 6.8 23 0.23
40-60% | 9.81 12.03 68.56 22 2.0 127.7 59 11 2.0 0.92 0.097
60-80% | 12.03 13.89 22.52 12 0.77 26.71 18 2.0 0.42 0.29 0.026
80-100% | 13.89 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.069 0.068 0.0055

ness functionTaa ) for centrality classes defined by sharp cuts in the impaetrpaterb calculated with
the Glauber model (Fid.l2). The root mean square (RMS) ofetliistributions is a measure for the
magnitude of the dispersion of the quantities.

The systematic uncertainties on the mean values are otithinadependently varying the parameters
of the Glauber model within their estimated uncertainti®ore specifically, the default value of the
nucleon—nucleon cross section @fff¢' = 64 mb was varied between 59 mb and 69 mb. The Woods-
Saxon parameters were varied by one standard deviatiotdomae uncertainties related to the nuclear
density profile. The minimum distance of 0.4 fm between twol@ons of the same nucleus was varied
by 100%, from 0 to 0.8 fm to evaluate the effects of a nuclead hare (as mentioned above). Fighie 3
shows the resulting variations for Pb—Pb collisiong/a{n= 2.76 TeV. The total systematic uncertainty
reported in Tablell was obtained by adding in quadrature ¢kitions from the default result for each
of the variations listed above. The uncertaintyNgk. ranges from about 3—4% in peripheral collisions
to < 1% in central collisions, the uncertainty Nfy; ranges from about 7% in peripheral collisions to
about 11% in central collisions, the uncertaintyTaf, ranges from about 6% in peripheral collisions to
about 3% in central collisions. The nuclear overlap funciiaa is often used to compare observables
related to hard processes in A—A and pp collisions. Shge= Nco”/al‘\l”ﬁ', it has the same systematic
uncertainties aBle except that the uncertainty @Jﬂ‘Ne' cancels out.

Finally it is worth to note that more sophisticated Glauberdeds [24:-26] suggest that effects not in-
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cluded in our Glauber model, such as the changes of the ealvolume on the nuclear density and
two-body correlations, can be approximated by slightlyatipg the Woods-Saxon parameters. The
modified parameters, however, are well covered by the sydtemncertainty quoted above for the pa-
rameters that we use.
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Fig. 2: Geometric properties of Pb—Pb collisions, &y = 2.76 TeV obtained from a Glauber Monte Carlo cal-
culation: Impact parameter distribution (left), sliced frcentiles of the hadronic cross section, and distidinsti
of the number of participants (right) for the correspondiegtrality classes.
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Fig. 3: Sensitivity ofNpart (left) andNcoy (right) to variations of parameters in the Glauber Montel@€arodel of
Pb—Pb collisions af/Syn= 2.76 TeV. The gray band represents the RM8Igf: andNcq respectively. Itis scaled
by a factor 0.1 for visibility.

3 Experimental Conditions
3.1 The ALICE detector

ALICE is an experiment dedicated to the study of heavy-idhisions at the LHC. A detailed description
of the apparatus is given in Ref. [10]. Here, we briefly ddmethe detector components used in this
analysis.

The Silicon Pixel Detector (SPD) is the innermost part of ltlmeer Tracking System (ITS). It consists
of two cylindrical layers of hybrid silicon pixel assemidigositioned at radial distances oP3and
7.6 cm from the beam line, with a total of®x 10° pixels of size 50« 425 um?, read out by 1200
electronic chips. The SPD coverage for particles origigatrom the center of the detector|ig| < 2.0
and|n| < 1.4 for the inner and outer layers, respectively. Each chipiges a fast signal if at least one
of its pixels is hit. The signals from the 1200 chips are coretiin a programmable logic unit which
supplies a trigger signal. The fraction of SPD channelsraaturing 2010 data taking was 70% for the
inner and 78% for the outer layers.

The VZERO detector consists of two arrays of 32 scintillatelts placed at distances= 3.4 m andz=
—0.9 m from the nominal interaction point, along the beam lirecing the full azimuth. The VZERO
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detector is within B < n < 5.1 (VZERO-A) and—3.7 < n < —1.7 (VZERO-C). Both amplitude and
time of signals in each scintillator are recorded. The VZER® resolution is better than 1 ns, allowing
discrimination of beam—beam collisions from backgroundnés produced upstream of the experiment.
The VZERO is also used to provide a trigger signal (sek 3.2).

The Time Projection Chamber (TPC) is used for charged pattiajectory reconstruction, track momen-
tum measurement and particle identification. The ALICE T®& llarge cylindrical drift detector whose
active volume extends radially from 85 to 247 cm, and fromD-85+250 cm along the beam direction.
The active volume of nearly 90%is filled with a gas mixture of Ne (85.7%), G@9.5%) and N (4.8%)
until the end of 2010, and Ne (90%) and £€(10%) since the beginning of 2011. A central electrode
maintained at -100 kV divides the TPC into two sections. The-eaps are equipped with multiwire
proportional chambers with cathode pad readout. For agmattaversing the TPC up to 159 position
signals (clusters) are recorded. The cluster data are ageddnstruct the charged particle trajectory as
well as to calculate the particles specific energy loss usatkntify the species of the particle which has
produced the track.

The two Zero Degree Calorimeters (ZDC) in the ALICE expernitnmeasure the energy of spectator
(non-interacting) nucleons: ZP measures protons and ZNsuneg neutrons. They are situated about
114 m from the interaction point on each side of the expertriteij. Each ZDC consists of two quartz
fiber sampling calorimeters: the neutron calorimeter pmggd between the two beam pipes downstream
of the first machine dipole that separates the two chargeiitlgabeams, and the proton calorimeter
positioned externally to the outgoing beam pipe. The engggglution at beam energy is estimated to be
20% for the neutron (20.0% for ZNC, 21.2% for ZNA) and 24% foe proton calorimeters, respectively.

T { T { T T { T T { T T { T T { T { T { T { T TA
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Fig. 4: Time distribution of signals in the VZERO detector on the AesiThe peaks corresponding to beam-beam,
beam-gas and satellite collision events are clearly \gsibl

3.2 Data set and online event selection

During the first LHC Pb—Pb run in 2010, beams of four buncheh about 10 Pb ions per bunch col-
lided at,/Syny = 2.76 TeV, with an estimated luminosity 0$5610%cm~2s . ALICE collected about 90
million nuclear collision events using different interiact triggers with increasingly tighter conditions.
These triggers used VZERO and SPD detector signals in clgince with a bunch crossing correspond-
ing to a beam-beam collision:

— VOAND: signals in VZERO-A and VZERO-C;
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— 3-out-of-3: signals in VZERO-A and VZERO-C and at least 2 chips hit in dler layer of the
SPD;

— 2-out-of-3: two of the three conditions listed above.

The threshold in the VZERO detector for each of the VZERGstderresponded approximately to the
energy deposition of one minimum ionizing particle.

Control events were also collected with the same triggdc]ag coincidence with only one beam cross-
ing the ALICE interaction point (from either the A or the C gjcbr with no beam at all (“empty”). The
luminous region had an RMS width of 5.9 cm in the longitudidiakction and 5Qum in the transverse
direction. For the estimated luminosity, using the leaktdive of the interaction triggers, the observed
rate was about 50 Hz. This was mainly due to electromagtigticaluced processes [27]. These pro-
cesses have large cross sections at LHC energies but gefmsamultiplicities and therefore do not
contribute to the typical particle multiplicities of in&st for the present paper. The trigger rate without
beam was negligible and the rate in coincidence with bunoheslly one beam was about 1 Hz. The
probability for collision pile-up per triggered event was$ than 10°.
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Fig. 5: Correlation between the sum and the difference of timesrdexbby the neutron ZDC on either side of the
interaction region. The large cluster in the middle corogg}s to collisions between ions in the nominal RF buckets
of each beam, while the small clusters along the diagonpéscésd by 2.5 ns in the time difference) correspond to
collisions in which one of the ions is displaced by one or niRiFebuckets.

3.3 Offline event selection

The offline event selection is applied with the purpose afatélg hadronic interactions with the highest

possible efficiency, while rejecting the machine-induced physical backgrounds. The offline event

selection replays the on-line trigger condition, usingghme quantities calculated offline, so that events
triggered by noise in the SPD are discarded, and the weightedaverage over all channels is used

for the VZERO, leading to a better time resolution. In additithe offline event selection rejects the

machine-induced background and parasitic collisions.s Toeintamination amounts to about 25% of

all collected events. To keep the conditions of all detects uniform as possible (in particular those
around mid-rapidity, such as the SPD), the centrality asislyas restricted to a region around the vertex,
|2ux| < 10 cm.
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3.3.1 Machine-Induced Background

One source of machine-induced background is due to beamsgads, caused by one of the beam
interacting with the residual gas in the beam-pipe; anasberce of background are events where ions
in the beam halo interact with mechanical structures in thehime. These interactions mostly occur
outside of the interaction region and thus produce a sidnadlis "too early” in the same-side VZERO,
compared to a collision that occurs in the nominal intecactiegion between the VZERO detectors.
Therefore these events can be rejected using the timingmation of the VZERO. This is illustrated in
Fig.[4 which shows the arrival time of particles at the VZER@eector relative to the nominal beam
crossing time. Beam-halo or beam-gas interactions arel@ias secondary peaks in the time distribution
because particles produced in background interactiomgeaat earlier times in the detector relative to
particles produced in beam-beam collisions at the nomieéx, which are the majority of the signals.
Other small peaks between these main ones arise from satalliisions.

Another source of machine-induced background is due tespiraollisions from debunched ions. The
radio-frequency (RF) structure of the LHC of 400 MHz is sughttthere are 10 equidistant RF buckets
within the 25 ns time interval between two possible nominaidh positions. Therefore the buckets are
spaced by 2.5 ns. Only one of them should be populated by Z8jstowever, ions can “jump” into one
of the neighboring buckets. Therefore collisions occunegitboetween ions in the nominal RF buckets
but also between one or two ions displaced by one or more RkelsicThis causes a displacement in
the Z-vertex position of 3 ns/2-c = 37.5 cm, well outside the fiducial regioax| < 10 cm. Those
events are thus to be considered as “background” and amegjesing the correlation between the sum
and the difference of times measured in each of the neutro@sZ@s shown in Fid.l5. Such satellite
collisions can also be rejected using the vertex cut.

After the event selection, the remaining machine-inducackround, estimated from the control trig-
gers (i.e. triggers that fire for coincidences between eraptyfilled or empty and empty bunches), is
negligible.

3.3.2 Electromagnetic interaction background

At the LHC energy, the cross sections for electromagnetid)(Brocesses, generated by the EM fields
of relativistic heavy ions, are enormoug (kbarn)) [6-9]. This is the main physical background, and
needs to be rejected in heavy-ion collisions to isolate dvadrinteractions. QED processes consist of:
photo-production and photo-nuclear interactions. Plpotmtuction results in the creation of ahe™
pair. Photo-nuclear interactions, where one photon fraer&M field of one of the nuclei interacts with
the other nucleus, possibly fluctuating to a vector mesagidya low multiplicity of soft particles in
the ALICE central barrel. In the case of single photo-praiducthe particle multiplicity is asymmetric
within the event. Along the beam direction the electroméigrdissociation (EMD) cross sections are
large resulting in a non-negligible probability for one tren emission from either nucleus.

The EMD cross sections have been measured in a special ggering on a signal in one of the
neutron ZDCs, ZNA or ZNC, with a threshold placed well beldwe tsingle neutron signal to de-
tect the neutrons from Giant Dipole Resonance (GDR) decditezinvery close to beam rapidity[9].
The recorded event sample is dominated by electromagnissodation of one or both nuclei mea-
sured to begSng'e EMD — 1874+ 0.2(stat.) " 132 (syst.) b compared to the mutual EMD cross section
of gMuual EMD _ 574 0.1(stat.) = 0.4(syst.) b. The single EMD events can be clearly identified when
correlating the response of ZNA and ZNCs (Fig. 6). The addéi requirement of a signal in an electro-
magnetic calorimeter close to beam rapidity (ZEM) allowe émdistinguish between mutual EMD and
hadronic interaction events.

In order to reduce the contribution due to single neutrorssion, we require a ZDC signal three standard
deviations above the single neutron peak. This selectiftteeabout 3% of all events within 10 cm
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Fig. 6: Correlation between signals in the two neutron zero-degag@imeters, ZNA and ZNC. The figure is
taken from|[9]. Single electromagnetic dissociation eggmbduce signal in only one of the calorimeters. Mutual
dissociation and hadronic interactions populate intarfdhe plot and can be distinguished from each other by the
signal in ZEM.

from the nominal interaction point after removal of beans-gad parasitic collisions, and only removes
events for peripheral collisions (in the 90-100% regionhe Toincidence of the ZDC signals rejects
all the single neutron emission events. The simultanoussams from both nuclei still are accepted,
which, however, are only relevant for very peripheral sidins.

For systematic studies, another selection based on themiafiwn from the TPC is used, where at least
one track reconstructed in the TPC is requested in orderdp K& event. This selection removes few
peripheral hadronic interactions, and strongly suppsesEM background.

4 Determination of the hadronic cross section

In order to classify the collisions in percentiles of the fwamic cross section using the charged particle
multiplicity, it is necessary to know the particle multigtly at which the purity of the event sample and
the efficiency of the event selection becomes 100%. We ddimArichor Point (AP) as the amplitude

of the VZERO detector equivalent to 90% of the hadronic ceesgtion, which determines the absolute
scale of the centrality. The determination of the AP requthe knowledge of the trigger efficiency and
the remaining background contamination in nuclear coltistvents. Two methods have been used to
study this. The difference in the results obtained with the methods is used to estimate the systematic
uncertainty by

Simulating the multiplicity distribution (see Sed.411). In the first approach, we use a full simulation
of hadronic and EM processes, including a detailed desonifif the detector response, to study the

efficiency of the event selection (Séc.4]1.1) and to esértte# background contamination (Sec.4.1.2).

The real multiplicity distribution, corrected for efficieppand purity, allows direct access to the AP.
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Fig. 7: Efficiency of the three online triggers{bdut— of—3, VOAND, 3—out— of—3) used for Pb—Pb collisions
as a function of the VZERO amplitude calculated with HIJIN@I&AMPT, and measured in dedicated pp runs.
The simulation efficiency has been calculated for events it = 2.

Fitting the multiplicity distribution (see Sed.4]12). In the second method, we use the Glauber Monte
Carlo, combined with a simple model for particle productiém simulate a multiplicity distribution
which is then compared to the experimental one. The simliiditgribution describes the experimental
one down to the most peripheral events where they start fatdedue to background contamination and
limited trigger efficiency. The location of the divergencstween the data and simulation can be used to
define the AP.

The centrality determination is performed for differeigger and detector settings. The different triggers
change the fraction of accepted events from EM processeéshwhatermines the shape of the multiplicity
distribution for very peripheral collisions below the AR&@position of the AP is very stable for the entire
2010 (and 2011) run period and does not change within theedusgstematic uncertainty discussed
below. Small variations in detector conditions induce $roladnges in the position of the edge of the
multiplicity distribution for most central events. Neueetess, the centrality determination, adjusted to
account for small changes in the detector configurationyiges a stable centrality selection for the
entire data-taking period (the mean fraction of events én#1% bin is 0.01 with a RMS of 0.001, and
in the 40-50% bin the mean fraction is 0.101 with an RMS of 2)00

4.1 Method 1: Correcting the multiplicity distribution

With this method the AP is determined by evaluating the efficiy of the event selection and by estimat-
ing the purity of the obtained event sample.

4.1.1 Efficiency of the event selection

The efficiency for the different event selections is studidth simulations of hadronic reactions and
with dedicated pp runs. For simulations we use HIJING [29AMPT [30Q] with a full GEANT [31]

description of the ALICE detector and a trigger emulator.tHa simulations the efficiency is defined
as the ratio of events selected by a given condition to aleg@ad events. In the two dedicated pp
runs, which were taken at the end of the 2010 rug/at= 7 TeV, the detector conditions were similar
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as those in the Pb—Pb run. The VZERO gain was adjusted sucthéheesponse to minimum ionizing
particles (MIP) corresponded to 3 ADC channels for one rurg éor the other run. For the Pb—Pb
run, it was set to 4 channels, i.e. between the two testeditcmm In the special pp runs, we used
a minimum interaction trigger, which requires a logical O&vieen a hit in the SPD and in either
of the two VZERO detectors (CINT1 trigger condition). Thersaevent selection criteria as used in
the Pb—Pb run as the trigger have been applied. The relatamt selection efficiency is defined as
the ratio of events selected by a given condition to all thenev recorded with the pp minimum-bias
interaction trigger (CINT1). Since the pp minimum-biasenatction trigger (CINT1) has an efficiency
that is effectively 100% for non-diffractive events [23)etrelative efficiency measured in the pp runs,
shown in Fig[¥, can be qualitatively compared to that oleim Pb—Pb simulations witNpa = 2.
Except for very low amplitudes, results from HIJING and AMB/E in very good agreement. AMPT
predicts a slightly higher efficiency (about 0.5%), as a egngnce of the broader rapidity distribution.
The comparison with the pp runs shows a reasonable agreéon¢iné “MIP = 6” case, while the “MIP

= 3" is clearly lower.

For the Pb—Pb run, the efficiency of the event selection mutaled using the average of results obtained
with HIJING and AMPT. The efficiency of the interaction trigig is 99.4%, 97.1%, 96.9% respectively
for 2-out-of-3, VOAND, 3-out-of-3 using HIJING and 99.7%, 98.6%, 98.4% using AMPT. The line in
Fig.[4, corresponding to the 90% of the hadronic cross sectibows that the trigger is always fully
efficient for the 90% most central collisions, except for thBP = 3" pp case, where the efficiency is
95%.
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S | Event Selection: VOAND ALICE |
S Pb-Pb at \/SNN:2.76 TeV |
(,) H
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i’ ——— QED (92kb) _
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Fig. 8: VZERO amplitude distribution in data (red points) and siatigns with the VOAND interaction trigger.
The data are compared to the sum of HIJING + QED + STARLIGHTusattions (histogram) with the same event
selection.

4.1.2 Remaining contamination

The purity of the data sample passing a given event seleistiestimated using HIJING simulations [29]
for hadronic processes and QED [8] and STARLIGHT [7] for timawdations of the EM background.
For the electromagnetic dissociation we assume that tleetgm based on the signab3above the
single-neutron peak in the ZDCs ($ee 3.3.2) is fully effitien

13



Centrality determination with ALICE ALICE Collaboration

In Fig.[8, data taken with the VOAND interaction trigger ammpared to the sum of HIJING and back-
ground (QED + STARLIGHT) simulations with the same evenestbn. The simulations are scaled to
the known cross sections:

HIJING (hadronic):oy = 7.66 b [29];
QED (EM): og = 92 kb [8];
STARLIGHT (single neutron dissociation@igys = 24.2 b [7];

STARLIGHT (double neutron dissociationyisyp = 240 mb [7].

The sum of the simulations is normalized to the data in thiore§50 < VZERO amplitude< 500,
where there is no background contamination. The contohutiom QED is completely removed by the
VOAND trigger. The dashed lines, indicating respectivedy@and 90% of the hadronic cross section,
show that there is no significant background contaminatisrcéllisions more central than 90%. The
region 90-100% is reasonably understood as the agreentsradredata and simulation is quite good.
The remaining discrepancy between the data and the sumaofrdfibutions is included in the systematic
uncertainty.

To assign a systematic uncertainty, the comparison is madbéd three online interaction triggers and
other event selections requiring (i) VOAND + TPC: one traakyf reconstructed in the TPC on top
of the VOAND trigger; (i) VOAND + ZDC: 3o cut above single neutron peak in ZDC on top of the
VOAND trigger. For all these variations a cross section Iswated and the difference is included in the
systematic uncertainty.

Purity

Pb-Pb at |s,,=2.76 TeV

0.6 90% of total

. Cross section

0.4
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it

All events
2-out-of-3
VOAND
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VZERO amplitude (a.u.)

oO

Fig. 9: Purity of the 3 online interaction triggerg-put-of-3, VOAND, 3-out-of-3) and other event selections used
for Pb—Pb collisions as a function of the VZERO amplitudecakdted with HIJING, STARLIGHT and QED
simulations. The dashed line indicates 90% of the hadran&scsection.

Figure[9 shows the purity of the various Pb—Pb event samfiieisthose selections. The purity, plotted
as a function of the VZERO amplitude (V), is defined as thetioacof hadronic collisions over all the
events selected with a given condition:

dN
v IH

OxNs _|_ de

U_H

purity = dNX oo 4)

SND
vV 1QNg

+ de

dV ‘SN SNans
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whereay andNy are the cross sections and number of events for a given ocagherex = H, SNS
S\D, andQ, for HIJING, STARLIGHT single, STARLIGHT double, and QEDespectively.

The purity of the event sample can be verified using the atiosl of the energy deposition in the two

sides of the ZN calorimeter, similar to the one shown in[Ei§@gle neutron peaks are visible in the 80—
90% centrality class, which may indicate some remainingaramation from EMD events. However

their origin can be also attributed to asymmetric Pb—Pb tsyexs well as a pile up of an EMD and a
hadronic collision. Since this contamination can not balyasmoved, analyses that use peripheral
classes like 80—90% assign an additional 6% systematictantty on the event selection to take into
account the possible contamination from EMD.
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Fig. 10: Distribution of the sum of amplitudes in the VZERO scintiles. The distribution is fitted with the NBD-
Glauber fit (explained in the text) shown as a line. The céittrelasses used in the analysis are indicated in the
figure. The inset shows a zoom of the most peripheral region.

4.2 Method 2: Fitting the multiplicity distribution

Another independent way to define the AP uses a phenomenalagpproach based on the Glauber
Monte Carlo to fit the experimental multiplicity distribati. The Glauber Monte Carlo uses the as-
sumptions mentioned above plus a convolution of a model dotighe production, based on a negative
binomial distribution (NBD). This latter assumption is rivated by the fact that in minimum bias pp

and [p collisions at high energy, the charged particle multiplido /dNcy has been measured over a
wide range of rapidity and is well described by a NBD![32, 3Bhis approach allows one to simulate

an experimental multiplicity distribution (e.g. VZERO alitypde), which can be compared with the one
from data.

Figure[10 shows the distribution of VZERO amplitudes foreadénts triggered with th&-out-of-3 trig-

ger (se€_3J2) after removing the beam background{seé 3p2ut of the EM background with the ZDC
cut (sed_3.3]2 ) and a Z-vertex daky| < 10 cm. The multiplicity distribution has the classical shap
of a peak corresponding to most peripheral collisions @minated by EM background and by missing
events due to the trigger inefficiency), a plateau of therinesliate region and an edge for the central
collisions, which is sensitive to the intrinsic fluctuatsoof Nyat and dNen/dn and to detector acceptance

and resolution.

The Glauber Monte Carlo defines, for an event with a given ohparameteb, the correspondinéypar
andNgo. The particle multiplicity per nucleon-nucleon collisigparametrized by a NBD. To apply
this model to any collision with a giveNpat andNgo value we introduce the concept of “ancestors”,
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i.e. independently emitting sources of particles. We asstimat the number of ancestdXgncestorsCan

be parameterized bNancestors= f - Npart+ (1 — ) - Neou.  This is inspired by two-component models
[34,35], which decompose nucleus—nucleus collisions dutfh and hard interactions, where the soft
interactions produce particles with an average multigfiproportional toNyar, and the probability for
hard interactions to occur is proportionalNgy. We discuss the independence of the fit results of this
assumption below (Sec. 4.2.1).

To generate the number of particles produced per intergatie use the negative binomial distribution

__T(n+k) (p/K)"
Puk(n) = C(n+1)r(k) (u/k+ 1)k’ ©)

which gives the probability of measurimghits per ancestor, wheyeis the mean multiplicity per ances-
tor andk controls the width. For every Glauber Monte Carlo event,NB® is sampledNancestordimes

to obtain the averaged simulated VZERO amplitude for thenevThe VZERO amplitude distribution is
simulated for an ensemble of events and for various valudsedfiBD parameterg, k, and theNancestors
parameterf. A minimization procedure is applied to find the parametengtvresult in the smallest?,
also shown in Fig._10. The fit is performed for VZERO amplitsidarge enough so that the purity of
the event sample and the efficiency of the event selectiof(%6l That leaves a very broad range in the
amplitude values that can be fitted to extract paramdtausandk directly from the data. The amplitude,
above which we have 90% of the hadronic cross section, defiee8P. The quality of the fit is good,
as thex?/NDF is approximately unity for all fits. We note that the higtultiplicity tail, which is quite
sensitive to fluctuations and the detector resolution nglémented in the model, is not perfectly well
described. Even replacing the black-disk nucleon-nuclearlap function with a Gaussian does not
improve the fit, as the difference in tiNya distribution is washed out in the, distribution. However,

it is important to remark that the fit is used solely to detexnthe AP, which is quite insensitive to the
detailed shape of the high multiplicity tail.

An equivalent procedure was applied to fit, with the NBD-Gkaumethod, the distribution of the hits
collected in the outer layer of the SPD, and the tracks r@oacted in the TPC. All these analyses give
consistent results, which are summarized in Se¢. 4.3.

4.2.1 Ancestor dependence

The number of emitting sourcédyncestorsiS determined by a function inspired by the two-component
models, i.e Nancestors= f - Npart+ (1 — f) - Neoi. However, other assumptions can be made leading to
a different parametrization, which are briefly discussethafollowing. The ancestor dependence on
Npart andNcoy derives from a parametrization of the dependence of thegetgparticle multiplicity on
Npart and Neoi.  Systematic studies of this dependence performed at the[3RS87], at RHIC [38],
and recently at the LHC [39-41], have been used in an attesrgairistrain different models of particle
production.

Table 2: Parameters of the fit to the charged particle multiplicitytfee three different parametrizations discussed
in the text, with error angt?/NDF.

Model | Normalization Error  FitPar.  Error x*/NDF
f Nparr+ (21— ) - Neor 2441 0281 f=0.788 0021 0.347
Nparta 1.317 0.116 a=1.190 0.017 0.182
NCOMB 4,102 0.297 B =0.803 0.012 0.225

The charged particle multiplicity is expected to scale Mgk in scenarios dominated by soft processes.
In this case, all the participant nucleons can be assumezhtaloute with the same amount of energy to
particle production, and the scaling with is approximately linear. By contrast, a scaling Wik

is expected for nuclear collisions in an energy regime wheare processes dominate over soft particle

16



Centrality determination with ALICE ALICE Collaboration

[2)

Pb-Pb at \s\,=2.76 TeV

part

(dN_/dn)/(CN
~

N
T+

dNJaN=N[IN o+ (LN ]
_ o

dN_/dn = N NBan

dN,/dn =N N

0 50 100 150 200 250 300 350 400
(N [

part

Fig. 11: Centrality dependence ofNgn/dn per participant pair as a function biat, measured in the Pb—Pb data
at,/syn = 2.76 TeV fitted with various parametrizationsidfar: andNcoy, calculated with the Glauber model. The
fit parameters are given in the figure. Data are from [39].

production. In this case, nuclear collisions can be comsil@s a superposition of binary nucleon-
nucleon collisions. Two-component models are used to ifyahe relative importance of soft and hard
processes in the particle production mechanism at diffeneargies.

To determine the scaling behavior of the particle productibe charged particle multiplicityM,/dn as
afunction of the number of participarikawas fitted with a power-law function &yt i.e. dNep/dn [
Ngart. While at SPS energy the scaling withartis approximately linear, i.ex ~ 1 [36,/37], results from
the experiments at RHIC show evidence of a large contributifchard processes to particle production,
resulting ina > 1.

The charged particle multiplicity per participant paMg/dn / (O.5Npart) measured by ALICE [39] is
fitted (Fig.[11) with three different parametrizations of incestor dependence mentioned above:

— atwo-components modelNdn/dn O f - Noart+ (1 — f) - Neon;

— apower-law function oNpart: dNen/dn O NS,

— a power-law function oNgoji: dNen/dn O Nfoll'

and the fit parameters are reported in Tab. 2. We note thattbe wbtained fof is in a good agreement
with the value obtained in the NBD-Glauber fit, shown in Fi@. 1

While the value obtained far and for 3 with the power-law parametrization dka+ andNcy indicate
that neither of these scalings perfectly describes the @ata 1 andf3 < 1), we note that the value
of a is similar to that measured at RHIC (1.160.04 [38]) and slightly higher than that at the SPS
(o ~ 1, seel[36] for a review). The results obtained with the twoiponent model, where @ f <

1 indicate that both the contribution ®fa+ and Neoi are needed to explain the particle production
confirm this. However, thg2/NDF reported in TablE]2, indicate an equally good fit for afidals, thus
revealing that no unique physics conclusion can be drawn fach fits and that the particular choice of
parametrization has no influence on the results of the déptdetermination.
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Fig. 12: Distribution of the VZERO amplitude zoomed in the most pkegl region. The distribution is compared
to the NBD-Glauber fit and to the sum of the HIJING + STARLIGHTQED simulations.

4.3 Systematic uncertainty on theAnchor Point

The determination of the AP by either correcting or fitting thultiplicity distribution is evaluated in
Fig.[12 by comparing the VZERO amplitude distributions farious event selections. The systematic
uncertainty on the AP is estimated by comparing the pergentd the hadronic cross section at the
VZERO amplitude chosen as the AP (M) obtained correcting or fitting the multiplicity distriban.

For the first method (Set. 4.1), we used the results from tliéNd and AMPT simulations. For the
second method (Selc. 4.2), we used alternative centralftpitiiens based on (i) TPC tracks; (ii) SPD
hit multiplicities, and obtaining a value for the W#® using the correlation between SPD or TPC and
VZERO; (iii) different ranges for the Glauber model fit; (ifferent ancestor dependence of the particle
production model to a power law &4, (v) different nucleon-nucleon cross section and pararsete
of the Woods-Saxon distribution within their estimated ent@inties. All the results, compared in Table
[3, allow to define the AP as the VZERO amplitude above which ttain 90% of the hadronic cross
section with the NBD-Glauber fit (the baseline in Tab.3) vaitsystematic uncertainty of 1%, determined
as the RMS of all the results presented in Table 3. The vanatof the AP are not part of the quoted
systematic uncertainties fblar, Neon andTaa , which include only variations of the Glauber parameters.
The uncertainty on the AP is typically included in our analyss an uncertainty on the limits of the
centrality classes and propagated into an uncertainty esghcific measured observable.

5 Centrality classes and their relation with geometrical qantities
5.1 Determination of the centrality classes with the multigicity distributions

The percentile of the hadronic cross section is determineduty value of the VZERO amplitude by
integrating the measured VZERO amplitude distributionnmalized at the anchor point \p, i.e. 90%

of the hadronic cross section. For example, if we défiras the VZERO amplitude, the top 10% central
class is defined by the boundary M@vhich satisfies

Fro(@Naw/dV)aV 1 ©
Rowe (@New/AV) AV ~ 8
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Table 3: Comparison of the percentage of the hadronic cross sedboveahe VZERO amplitude chosen as AP
(VOap) for various cases considered in the systematic studieseoGlauber fits and with HIJING and AMPT
simulations.

Method % of total cross section above thea¢0
Glauber Fits
Baseline 90.00
(i) fit TPC tracks 89.88
(ii) fit SPD clusters 89.87
(iii) fit only 50% of cross sec 90.11
(iv) different ancestor dependence 90.66
(v) different Wood-Saxons par 90.43
HIJING simulations
2—out—of—-3 92.50
VOAND 89.05
3—out— of—3 90.15
VOAND + TPC 91.12
VOAND + ZDC 89.52
AMPT simulations
2—out—of—-3 92.49
VOAND 89.49
3—out—of-3 90.59
VOAND + TPC 91.36
VOAND + ZDC 89.00

The same is done for the number of clusters in the SPD and tideruof reconstructed tracks in the
TPC. The events with multiplicity lower than that of the aachoint, contaminated by EM background
and trigger inefficiency, are not used in the physics analyse

One can divide the experimental distribution into clasbggjefining sharp cuts on e.g. VZERO ampli-
tude, which correspond to well defined percentile intereflhe hadronic cross section. The number of
centrality classes that one can define is connected withe@ution achieved on the quantities used in
the definition. In general, centrality classes are definetth@bthe separation between the central values
of b andN,art for two adjacent classes is significantly larger than thelut®n of that variable (see Sec.

[6).
5.2 Finding the number of participants with the multiplicit y distributions

In Sec[4.P2 we fit the measured VZERO amplitude distributiath ¢ihe amplitude distribution simulated
with the NBD-Glauber. This creates a connection betweernxparanental observable and the geometri-
cal model of nuclear collisions used in the Glauber MontddC&rom this we can access the geometrical
properties, likeNpart, Neoil, Taa- A given centrality class, defined by sharp cuts in the meakdistribu-
tion, corresponds to the same class in the simulated distsib For the simulated distribution we retain
the input information from the Glauber model. Therefore,cma calculate the mean number of partic-
ipants(Npart), the mean number of collision®Ncoi) and the average nuclear overlap functidpa ) for
centrality classes defined by sharp cuts in the simulatetipticity distribution, corresponding to given
percentiles of the hadronic cross section. As shown in TAlethe mean values and their dispersions
differ from those calculated for geometrical classes, @efiby sharp cuts in the impact parameer
(Table[1), by less than 1% for the most central classes (updateb0%) and by less than 2% for the
most peripheral ones (above 50%). This confirms that midiiplfluctuations and detector resolution
only play a minor role in the centrality determination.
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Fig. 13: Spectator energy deposited in the ZDC calorimeters as difunaf ZEM amplitude. The same corre-
lation is shown for different centrality classes (5%, 10%%®and 30%) obtained by selecting specific VZERO
amplitudes. The lines are a fit to the boundaries of the clitgteéasses with linear functions, where only the slope
is fitted and the offset point is fixed (see text).

5.3 Determination of the centrality classes with the ZDC

Another way to determine the centrality is to measure thegsrdeposited by the spectators in the ZDC.
The spectator neutrons and protons having a rapidity ctoteat of the beam, are detected in the ZDC.
Naively, measurement of the number of spectator neutrodgestons would give direct measurement
of the number of participants sindga would simply be given by

Npart= 2A — Ezpc/Ea (7)

whereEzpc is the energy measured in the ZDC, A = 208 is the mass numbdr,&rRIE, is the beam
energy per nucleon. However, fragment formation amongstsgiectator nucleons breaks the simple
linear and monotonic relation in the measured variablegessome spectator nucleons are bound into
light nuclear fragments that have a charge over mass ratitasito the beam, therefore, remaining inside
the beam-pipe and are undetected by the ZDC\[43, 44]. Thestdfiecomes quantitatively important for
peripheral events and therefore Ely. 7 cannot be used asiblestistimate dpar

Consequently, the ZDC information needs to be correlatedntither quantity that has a monotonic
relation with Npar. In our case, we use the energy measured by two small EM cadters (ZEM).
These detectors are placed only on the A side about 7.5 m frenmteraction point, covering the region
4.8 <n <5.7[10].

Since the ZDC calorimeters are far from the interactionaegand therefore have an acceptance insen-
sitive to the vertex position, a centrality measuremenetam the ZDC is particularly suited for any
analysis that does not require a vertex cut [45].

Centrality classes are defined by cuts on the two-dimenksitistaibution of the ZDC energy as a function
of the ZEM amplitude. The ZDC signal is proportional My, for central events, while the ZEM
amplitude is an unknown function &4t andNco. Therefore the definition of the centrality classes in
this two-dimensional space is not trivial. As shown in Fig, tentrality classes are defined by using
the centrality classes defined previously with the VZERO l#oge to determine regions in the ZDC-
ZEM plane, corresponding to a given centrality. The bouieddretween centrality classes, or the points
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Fig. 14: VZERO amplitude distribution of events of various centsatiasses selected from the correlation between
ZDC and ZEM amplitudes explained in the text.

belonging to the same narrow centrality clas& + dc¢) can be fitted with linear functions. All these
lines are found to intersect at a common point. Using thismmom point, we refitted the boundaries of
the various centrality classes with the linear functionsaghin Fig.[13.

As can be seen from the figure, the slopes of the fitted furefimrease going from central to peripheral
collisions and tend to infinity, as the lines become almasiigit vertical lines, when approaching the
point where the correlation between ZDC and ZEM invertsiga.sThe value of the slope that defines
a centrality class in the ZDC vs ZEM phase-space is propwtito the tangent of the percentile, which
implies that the percentiles behave like an angle in the ZBZEM phase-space.

This function of ZDC and ZEM can then be used as centralityredor for the most central events (0—
30%) above the turning-point of ZDC. Figurel 14 shows therithistion of the VZERO amplitude for all
triggered events and for various centrality classes seeith this method.

6 Resolution of the centrality determination

As described above, two independent methods are used tonieteexperimentally the centrality of
the collision. The first one uses the multiplicity distrilauts from various detectors covering different
pseudo-rapidity ranges. Specifically we use the sum of th@ifarde in the VZERO detectors (A and C
side), the number of clusters in the outer layer of the SPBatiet, and the number of tracks reconstructed
in the TPC. The second method uses the ZDC correlated witBEN:

The accuracy of the experimental determination of the aétytrwas evaluated by comparing the dif-
ferent estimates event-by-event. For example, in[Eiy. 1sovepare the estimates based on the SPD
multiplicity and the VZERO amplitude. The VZERO amplitudistdbution is shown for two centrality
classes selected by the SPD multiplicity. The distribudifor the two centrality classes are reasonably
well fitted with a Gaussian distribution.

The resolution in the experimental definition of the ceiirailasses is evaluated event-by-event as the
RMS of the distribution of the differences between the @dityr determined over all estimators and the
mean value of the centrality for the event. First the averadee of the centrality(c) is calculated for
each event by averaging the centrality determined by edthagsr:

(c) = % (8)
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Fig. 15: Top: Correlation between SPD multiplicity and VZERO amydié. The rapidity coverage of each detector
is indicated on the figure. Bottom: VZERO amplitude disttibns for the centrality classes selected by SPD. Two
centrality classes (1-2% and 40-45%) are indicated andl fitith a Gaussian.

G is the centrality of an event determined by an estimatavherei is the index running over all N

= 6 centrality estimators used: VZERO (A and C), SPD, TPC, ZIDQhe next step, the centrality is
weighted byA; = ¢; — (c): the difference between the centrality determined by eatimator and the

mean value of the centrality from Hg. 8:

_ YioGi/ AiZ.
SR o1/07
This latter calculation is performed iteratively replagifc) by the new value until convergence is

achieved which typically occurs after the second iterati&mally, the centrality resolution of an es-
timator is evaluated as the RMS of fisdistribution for each centrality.

(© (9)

The ZDC-ZEM estimator is ignored for peripheral everits ¢ 35%) since its results are reliable only
for the most central collisions. The resolution is shown ig. (left panel) as a function of the
centrality percentile.

The resolution depends on the rapidity coverage of the teteised. The best centrality resolution
is achieved when combining the VZERO-A and VZERO-C detealae to the large pseudo-rapidity
coverage (4.3 units in total). It ranges from 0.5% in certsd@% in peripheral collisions. The resolution
obtained with the SPD and the TPC ranges from 1% in centreldan3eripheral collisionsX 80%).

We measured the pseudo-rapidity dependence of the chasgéde multiplicity at midrapidity [[42]
with the SPD, and at forward rapidity [46] using all the rafyiccoverage of the SPD, the VZERO and
the FMD detectors. The total charged particle multiplidiky, is obtained by integration. The centrality
resolution was scaled by/Ng, measured in the rapidity window of each detector (see riginiep of
Fig.[18). The figure shows that all the results are consisiaran arbitrary unit scale, except for the
ZDC-ZEM estimator which is better for central collisionschase it uses information from two detectors.
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Fig. 16: Left: Centrality resolutior; for all the estimators evaluated in the analysis. Right:oRggn, in arbitrary
units, scaled by/N., measured in each detector.

The centrality resolution was tested with a full HIJING anBANT detector simulation. In the HIJING
simulations the true value of the event centrality,{) is known for every given event. After using
GEANT one obtains the signals in VZERO, SPD, TPC for the gieeent and hence using these cen-
trality estimators can calculate the value of tla for the given event with EQI8. The real centrality
resolution, given for the given event by the difference teetwthec,,e and the(c) calculated for each
extimator, is consistent with the one calculated with dah shown in Fid. 16 .

7 Summary

Heavy-ion collisions can be characterized by the numbehaifged particles produced in the collision. In

principle, when normalized to the trigger efficiency useddbect the data sample, the charged particle
multiplicity could provide a measurement of the hadronmssrsection. However, at the LHC the large
cross section for EM processes contaminates the very meaptollisions. This problem was overcome

in two ways.

In the first method, dedicated simulations of hadronic and fEbtesses (Fid.] 8) were performed and
data were corrected for efficiency of the event selectiog.[B) and purity of the event sample (Hig. 9). In
the second method, the measured multiplicity distributias fitted with a Glauber calculation (Fig.]10).
Both methods allow to determine a centrality value abovectvitie background contamination is negli-
gible and the event selection is fully efficient. The cormsting value of multiplicity and centrality is
defined as the anchor point, and is used for the centralitymalization (Tablé€).

Using the AP, the measured event sample can be divided imnatigntlasses which correspond to well
defined percentiles of the hadronic cross section. Sevppabaches were developed. The first method
uses charged particle multiplicity (measured by varioueaers, with different rapidity coverage, such
as the VZERO, the SPD, and the TPC). The second method usgb@ewhich measures the nucleon
spectators directly, as well as the correlation to the ZERrgyin order to resolve the ambiguity due to
nuclear fragmentation. The centrality is obtained froredinfunctions that fit the contours of the classes
defined by the VZERO, in the ZDC-ZEM plane (Fig]13). As staddaethod, typically used in ALICE
physics analyses, we used the NBD-Glauber fit to the VZERJiamdp (Fig.[10) to determine the AP,
and the other methods described to asses a systematicaintyean the centrality determination.

The resolution of the centrality determination, which deggeon the pseudo-rapidity coverage of the
detector used, was determined as the weighed RMS of all teagss; it ranges from 0.5% in central
to 2% in peripheral collisions (Fig.16).

Finally, mean numbers of the relevant geometrical quastiuch ablyat andNgoy, were calculated for
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typical centrality classes, using the Glauber Model andfitite the measured multiplicity distribution
(Table[1). This fit creates a mapping between a measuredityuamd one obtained with a phenomeno-
logical calculation for which the geometrical properties known. The results, nearly identical to those
obtained for centrality classes defined by classifying thents according to their impact parameter,
provide a general tool to compare ALICE measurements witkdtof other experiments, at different
energies and with different colliding systems as well asitigcal calculations.
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Table A.1: Npart for Pb—PDb collisions at/syy = 2.76 TeV with the corresponding uncertainties deriveadnfia
Glauber calculation. Thel\lggrt?) are calculated from the NBD-Glauber fit to the VZERO ampliudhile the

Ngae% are obtained by slicing the impact parameter d|str|but|(mgart is also calculated for two variations of
the AP, i.e. moving it to 91%((\Ig§,‘t""*)) and to 89% (Ngg}?w) respectively. The last three columns report the
discrepancies betweéNg,e) and(NIa® and (NJ&3with the uncertainty of the AP.

Cent. | (NJ2D (syst. %) | (N33 RMS | (NSa)  (Ngala) | Adda (9p)  AJAET (o)  AGE2 (%)

0-1% 403.8 (0.35) 400.8 7.8 400.8 400.7 0.38 0.0041 0.0066

1-2% 393.6 (0.46) 392.5 11 392.7 392.3 0.14 0.021 0.018

2-3% 382.9 (0.6) 382.9 12 383.2 382.6 0.00013 0.037 0.035

3-4% 372 (0.73) 372.2 13 372.7 371.8 0.033 0.057 0.062

4-5% 361.1 (0.83) 361.4 13 362 360.9 0.047 0.081 0.072

5-10% 329.4(1.1) 329.7 20 330.5 328.8 0.047 0.12 0.13
10-15% 281.2(1.4) 281.6 18 282.8 280.3 0.064 0.21 0.23
15-20% 239 (1.6) 239.5 17 241 237.9 0.099 0.31 0.32
20-25% 202.1 (1.8) 202.7 15 204.4 200.9 0.14 0.42 0.43
25-30% 169.5 (1.9) 170.1 14 171.9 168.2 0.17 0.53 0.56
30-35% 141 (2) 141.7 12 143.6 139.7 0.24 0.66 0.7
35-40% 116 (2.2) 116.7 11 118.6 114.7 0.31 0.81 0.86
40-45% 94.11 (2.1) 94.77 9.7 96.68 92.83 0.35 1 1
45-50% 75.3 (2.3) 75.91 8.4 77.72 74.02 0.4 1.2 1.3
50-55% 59.24 (2.5) 59.77 7.3 61.49 58.02 0.44 1.4 1.5
55-60% 45.58 (2.9) 46.1 6.3 47.66 44 .47 0.57 1.7 1.8
60-65% 34.33 (2.6) 34.65 54 36.09 33.2 0.47 2 2.1
65-70% 25.21 (4) 25.38 45 26.62 24.16 0.34 2.4 2.5
70-75% 17.96 (3.3) 18.06 3.8 19.07 17 0.27 2.7 3
75-80% 12.58 (3.7) 12.45 3 13.25 11.61 0.54 3.1 3.5
80-85% 8.812 (2.8) 8.275 2.4 8.914 7.646 3.1 3.7 4
85-90% 6.158 (2.4) 5.516 1.8 6.035 3.406 55 45 24

A Tables

As described in Sed.] 2, for the physics in ALICE analyses trezage values oNpar, Neoll, OF Taa

for centrality classes defined by sharp cuts in the impaamater distributions are used. These are
reported in Tabléll. Therefor®par), (Neon) and(Taa) depend exclusively on the nuclear geometrical
parameters, and not on any measured quantity. Their uindgris calculated by varying the parameters
of the Glauber calculations (i.e. the parameters of the \&®rkon and the hadronic cross sectigfi§)

by the known uncertainty. We label thiyar) calculated with this procedure @slpar

Another possibility, discussed in Secl5.2, is to define teeame values dflpar, Neoi, OF Taa for central-

ity classes by sharp cuts in the fitted multiplicity disttion. Following this strategy, it is also possible
to incorporate in the uncertainty, besides the unceresnlated to the Glauber calculation, those re-
lated to the measurement of the AP: the experimental regiaohais actually being used for the physics
analyses, because it is free of background and the triglieieety is known. In this case, the AP can be
varied by the uncertainty that was estimated (98%%) and recalculatéNyar), (Neon) and(Taa) with
these variations. Th@Nyar) calculated with this procedure is IabIed(ah@art The variations for the AP
are labelled NS&#") and (NSai-) respectively.

In Table[AJ (Nga is compared tgNJa8 for various centrality classes. The default valuegNf3s
are compared to the values obtained by varying the AP. Tloeegiancied\ are calculated as

~ |{Ngar) — (NSZD|
(NSER + (NG213)

Same comparison is done in Tables]A.2 A.3(fdgo)and (Taa )respectively. Table Al4 gives the
comparison for the three quantities but for bigger cengralasses.

(A1)
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Table A.2: Same as Table Al1 fo¥.q.

Cent. | (NI (syst. %) | (NS RMS | (NOS) (NEa) | dsie)  ades o) A (o
0-1% 1861 (8.2) 1863 83 1864 1863 0.059 0.016 0.018
1-2% 1766 (8.2) 1761 79 1762 1759 0.15 0.04 0.047
2-3% 1678 (8.2) 1678 79 1680 1676 0.0063 0.063 0.067
3-4% 1597 (8.3) 1596 78 1599 1592 0.039 0.096 0.1
4-5% 1520 (8.1) 1520 77 1524 1516 0.002 0.12 0.12
5-10% 1316 (8.2) 1316 110 1321 1310 0.0099 0.2 0.2
10-15% 1032 (8.2) 1034 95 1040 1027 0.083 0.32 0.34
15-20% 809.8 (8) 811.7 80 819.2 803.9 0.11 0.46 0.48
20-25% 629.6 (7.8) 631 68 639 622.9 0.11 0.63 0.65
25-30% 483.7 (7.5) 485.8 57 493.6 477.7 0.22 0.79 0.85
30-35% 366.7 (7.4) 368.4 49 375.9 360.7 0.23 1 1.1
35-40% 273.4(7.4) 274.8 40 281.7 267.8 0.26 1.2 1.3
40-45% 199.4 (6.9) 200.7 33 206.8 194.5 0.32 1.5 1.6
45-50% 143.1 (6.6) 143.8 26 149 138.6 0.26 1.8 1.9
50-55% 100.1 (6.5) 100.6 20 104.9 96.22 0.25 2.1 2.2
55-60% 68.46 (6.2) 68.7 15 72.12 65.28 0.18 2.4 2.6
60-65% 45.79 (5.7) 45.79 12 48.47 43.12 0.0038 2.8 3
65-70% 29.92 (6.8) 29.66 8.3 31.68 27.73 0.43 3.3 3.4
70-75% 19.08 (5.7) 18.82 5.8 20.22 17.39 0.68 3.6 4
75-80% 12.07 (5.7) 11.62 4 12.61 10.63 1.9 4.1 4.4
80-85% 7.682 (5.1) 6.925 2.7 7.595 6.269 5.2 4.6 5
85-90% 4.904 (4.1) 4.148 1.8 4.651 2.257 8.4 5.7 30

Table A.3: Same as Table Al.1 faaa .

Cent. | (TIEO) (syst. %)| (TH8® RMS | (TH&l) (TRE@) | AdHa (%)  AJEET (%)  AJE2~ (%)
0-1% 29.08 (3.2) 29.11 1.3 29.12 29.1 0.056 0.016 0.018
1-2% 27.6 (3.2) 27.51 1.2 27.53 27.48 0.16 0.04 0.047
2-3% 26.22 (3.2) 26.22 1.2 26.25 26.19 0.0038 0.063 0.067
3-4% 24.95 (3.2) 24.93 1.2 24.98 24.88 0.032 0.096 0.1
4-5% 23.75 (3.2) 23.75 1.2 23.8 23.69 0.0019 0.12 0.12
5-10% 20.56 (3.3) 20.56 1.8 20.64 20.47 0.0036 0.2 0.2
10-15% 16.13 (3.6) 16.15 1.5 16.26 16.04 0.068 0.32 0.34
15-20% 12.65 (3.7) 12.68 1.2 12.8 12.56 0.13 0.46 0.48
20-25% 9.837 (3.7) 9.86 1.1 9.984 9.733 0.12 0.63 0.65
25-30% 7.558 (3.4) 7.591 0.9 7.713 7.463 0.22 0.79 0.85
30-35% 5.73 (3.3) 5.756 0.76 5.873 5.636 0.23 1 1.1
35-40% 4.272 (3.7) 4.294 0.63 4.402 4,184 0.26 1.2 1.3
40-45% 3.115 (3.9) 3.136 0.51 3.231 3.039 0.33 1.5 1.6
45-50% 2.235 (4.2) 2.248 0.41 2.328 2.165 0.28 1.8 1.9
50-55% 1.564 (4.7) 1.572 0.32 1.639 1.504 0.25 2.1 2.2
55-60% 1.07 (5.2) 1.073 0.24 1.127 1.02 0.16 2.4 2.6
60-65% 0.7154 (5) 0.7154 0.18| 0.7573 0.6737 0.0007 2.8 3
65-70% 0.4674 (6.2) 0.4635 0.13 | 0.4949 0.4333 0.42 3.3 3.4
70-75% 0.2981 (6.4) 0.2941 0.091| 0.3159 0.2717 0.68 3.6 4
75-80% 0.1885 (6.9) 0.1815 0.062| 0.197 0.1661 1.9 4.1 4.4
80-85% 0.12 (6.5) 0.1082 0.042| 0.1187 0.09795 5.2 4.6 5
85-90% 0.07662 (5.9) | 0.06481 0.028| 0.07267 0.03526 8.4 5.7 30
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Table A.4: Same as above with bigger centrality classes

Cent. | (N3aD (syst. %) | (NSa3  RMS | (NSalar)  (NSA) | AR (%) AT (%) AR (%)
0-5% 382.7 (0.77) 382 17 382.3 381.7 0.096 0.04 0.038
5-10% 329.6 (1.3) 329.7 18 330.5 328.8 0.015 0.13 0.13
10-20% 260.1 (1.5) 260.5 27 261.9 259.1 0.079 0.26 0.27
20-40% 157.2 (2) 157.8 35 159.6 155.9 0.19 0.58 0.6
40-60% 68.56 (2.9) 69.13 22 70.89 67.35 0.42 1.3 1.3
60-80% 22.52 (3.4) 22.64 12 23.76 21.51 0.27 2.4 2.6
(Nzow (syst. %) | (NGB RMS | (NG*)  (NGG®) | AFR (%) AFIR™ (%) A% (%)
0-5% 1685 (11) 1684 1.4e+02 1686 1681 0.044 0.065 0.067
5-10% 1316 (11) 1316 1.1e+02 1321 1310 0.011 0.2 0.2
10-20% 921.2 (10) 922.7 1.4e+02| 929.8 915.3 0.079 0.39 0.4
20-40% 438.4 (9.7) 440 1.5e+02| 447.5 432.3 0.19 0.85 0.89
40-60% 127.7 (8.8) 128.4 59 133.2 123.7 0.29 1.8 1.9
60-80% 26.71 (7.3) 26.48 18 28.25 24.74 0.43 3.2 3.4
(TR (syst. %) | (TH2®  RMs [ (T8@) (188 ) | AR (%) AT (%) AP (%)
0-5% 26.32 (3.2) 26.31 2.2 26.34 26.27 0.028 0.066 0.066
5-10% 20.56 (3.3) 20.56 1.7 20.64 20.47 0.0051 0.2 0.2
10-20% 14.39 (3.1) 14.42 2.2 14.53 14.3 0.092 0.39 0.4
20-40% 6.85 (3.3) 6.876 2.3 6.993 6.754 0.19 0.85 0.89
40-60% 1.996 (4.9) 2.007 0.92 2.081 1.933 0.28 1.8 1.9
60-80% 0.4174 (6.3) 0.4137 0.29 0.4414 0.3865 0.44 3.2 3.4
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