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IL NUCLEARE

La Fisica Nucleare ha portato a scoperte fondamentali ed è tuttora un
campo di indagine alle frontiere della ricerca che permette in modo
peculiare ed esclusivo lo studio della materia elementare in condizioni
estreme.

Non meno importante è il suo utilizzo in ricerche e applicazioni
tecnologiche di immediato interesse per la Società, tra cui oggi sono
di particolare importanza la produzione controllata e sicura di energia
e le applicazioni mediche per la diagnosi e la terapia di tumori.

Conclusioni analoghe si raggiungono se si considerano le ricerche
sulla radioattività: accanto a studi di carattere fondamentale, le appli-
cazioni di tipo medico ed industriale, per il controllo ambientale, la
sicurezza, la datazione di reperti sono innumerevoli.

Questa collana si propone la pubblicazione di testi volti a descrivere
questa variegata moltitudine di argomenti e a rappresentare una fonte
di informazioni obiettive e documentate.
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FOREWORD 
 
 

The 13th edition of the Varenna Conference on Nuclear Reaction Mechanisms (NRM) is 
dedicated both to Professors Mitsuji Kawai and Arthur Kerman, whose lasting and major 
contributions to nuclear physics are briefly recalled in the following pages. It was an honor and 
a great pleasure to listen to their talks in the traditional Wednesday evening special session, as 
well as to benefit from their assiduous participation during the Conference week. 

This  featured, as is usual, 18 regular sessions, embracing the scope – well-established and 
coherently evolving – of the Varenna NRM meetings, which includes nuclear structure and 
reaction modelling, fission, nuclear data compilation and interpretation, detector performances, 
facilities programs, and applications such as nuclear astrophysics, hadrontherapy, and nuclear 
energy. The discussion of the various topics has been substantiated by more than 90 oral 
presentations, documented in the rich collection of papers this book comprises (and in the 
videos available on the Conference website), and animated by the stimulating interaction of 
young scientists and renowned experts, both long standing and recent members of the Varenna 
“family”, according to the well-chosen expression by Ettore Gadioli, the father of this 
Conference series. 

Encouraged by the broad and lively participation last June, with an attendance level that 
challenged the Villa Monastero’s capacity, and by the valuable support of many colleagues and 
different institutions, we look forward with enthusiasm to future editions. See you in 2015! 

 
Francesco Cerutti Mark Chadwick  Alfredo Ferrari  Toshihiko Kawano 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 



  



DEDICATION 
 
 

MITSUJI KAWAI graduated from University of Tokyo in 1953. He became a professor of 
Kyushu University in 1976, and had led the theoretical nuclear physics laboratory since then. 
Currently he is a professor emeritus at Kyushu University, and is still very active in the 
theoretical nuclear physics field on both research and education.  

Prof. Kawai's first paper appeared in 1954, concerning High energy nucleon scattering by 
nuclei. Since then he has published several hundred papers and co-authored several text books 
including the famous Nuclear Matter and Nuclear Reaction (North-Holland, 1968), often 
referred to as the Kikuchi-Kawai book. His book Nuclear Reaction Theory (Asakura Shoten, in 
Japanese), co-authored with Prof. Yoshida of Tohoku University, is one of the most 
comprehensive textbooks on the nuclear reaction theories in the world nowadays. He also has 
served on important committees including Science Council of Japan, Center for Nuclear Study 
(University of Tokyo), Yukawa Institute for Theoretical Physics (Kyoto University), Research 
Center for Nuclear Physics (Osaka University), and so forth.  

His involvement is extended over a wide range of nuclear reaction theories. For example, he 
first wrote the scattering matrix as a sum of the direct reaction and the compound reaction parts, 
which became a standard formula of the statistical nuclear reaction theory. This formula has a 
very important feature, because the second term (the fluctuation part) disappears by energy-
average. His very famous paper Kawai-Kerman-McVoy, often called KKM, Modification of 
Hauser-Feshbach calculations by direct-reaction channel coupling published in 1973, has been 
cited more than 100 times and has provided an important basis for theories on statistical 
compound nuclear reactions.  

In 1980 Feshbach-Kerman-Koonin (FKK) first published a paper on the statistical multistep 
compound (MSC) and direct (MSD) reaction theories to deal with the preequilibrium process in 
the quantum mechanical framework. Despite many publications of FKK calculations since 
1980, Prof. Kawai first pointed out a problem in the approximation made by FKK in the MSD 
theory. This gave rise to a lot of discussions on the validity of the FKK theory, and finally it 
was concluded in 1998 that the approximation cannot be justified. A paper on the Semi-
Classical Distorted Wave model (SCDW) published in 1990 by Luo and Kawai is one of the 
MSD theories, which calculates the nucleon inelastic scattering process that leaves the residual 
nucleus in its continuum state. The model was extended to the two-step reaction in 1992, and it 
has been successfully applied to the pre-equilibrium process as an adjustable-parameter-free 
MSD theory.  

Prof. Kawai made significant contributions to the direct nuclear reaction theories. In 1965, his 
computer code DWBA2 that calculates the reaction process based on the distorted wave Born 
approximation (DWBA) was made available to many experimentalists to analyze their 
experimental data. His contributions also include the second-order DWBA calculations, 
Coupled (Reaction) Rearrangement Channels (CRC) and Continuum Discretized Coupled 
Channels (CDCC) methods. Although the stripping and pick up reactions, in which 
rearrangement is involved, are often analyzed by a perturbation theory based on a simple 
DWBA, he developed the CRC method to solve these reaction processes rigorously, and 
proposed a method to calculate microscopically the form-factor for one-nucleon transfer. In 
addition, the theory was further extended to include a two-step process where the rearrangement 
is involved. His research includes not only derivation of the fundamental equations but also 
development of numerical methods to solve the coupled equations.  

The CDCC method allowed to calculate complicated direct reaction mechanisms, e.g. the 
projectile break-up in deuteron induced reactions. Since 1986, when a series of papers on 
CDCC were published, CDCC has become very popular because of the increasing interest in the 
reactions where loosely bound nuclei are involved, such as halo nuclei or rare isotopes. Even for 



nucleon or heavy-ion induced reactions on a light element, CDCC can be applied as long as the 
reaction system can be reduced to a three-body problem. The paper entitled Continuum-
Discretized Coupled-Channels calculations for 3-Body models of deuteron-nucleus 
reactions published in 1987 has been cited more than 200 times. Nowadays CDCC is one of the 
most powerful tools to understand nuclei off-stability, related to key issues in nuclear 
astrophysics.  
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Professor ARTHUR KERMAN is one of the most renowned scientists in nuclear physics, with 
seminal contributions in numerous areas, and with long connections to the Varenna conference 
research focus areas. His impact includes basic science advances; nuclear science impacting 
applications; teaching; and advisory roles for the US government. 

Arthur is a native of Montreal, and moved to the US as a professor at MIT. He was Director of 
the Center for Theoretical Physics from 1976-1983 and of the Laboratory for Nuclear Science 
from 1983-1992. He has longstanding advisory roles at the US National Laboratories, especially 
Los Alamos, Livermore, and Oak Ridge, and at the Department of Energy. In these positions he 
has been a tireless advocate for experimental and theoretical nuclear physics, for high-
performance computing, and for the importance of bringing high-quality science to bear on 
problems of national importance.  

Arthur's work in multistep reaction physics, beginning with a quantum formulation of the 
importance of doorway states and intermediate structure, culminated in his FKK theory with 
Feshbach and Koonin. Since its publication, this theory has transformed the preequilibrium 
reaction community's efforts. His other research advances are too numerous to list in full, but 
include Feshbach resonances and Bose-Einstein condensates, quark physics, Hartree-Fock 
methods in fission, time-dependent variational principle methods, and so on. He is a Fellow of 
the APS, the American Academy of Arts and Sciences, and the New York Academy of 
Sciences.  
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Monday, June 11 
 

9:00 – 11:00 Chairman: M.B. Chadwick 
 
H.A. Weidenmuller   Some open problems in the statistical theory of nuclear reactions (30’) 
M. Herman    Nuclear reaction modeling in nuclear data evaluation (30’)  
M. Yahiro   Microscopic approach to the scattering of unstable nuclei at 

intermediate incident energies (30’)   
M. Jandel   Nuclear data for neutron induced reactions on U-235 measured at 

DANCE  (30’) 
 

11:30 – 13:00 Chairman: T. Kawano 
 
H. Horiuchi   Cluster gas states in light nuclei (30’) 
P. Navratil   Ab initio calculations of light ion reactions (20’) 
K. Minomo    Eikonal reaction theory for neutron removal reactions (20’)   
L.W. Townsend   Derivation of eikonal corrections to the phase shift operator in the 

analytical abrasion ablation model (20’)  
 

15:00 – 17:10 Chairman: L. Canton 
 
F.S. Dietrich   Importance of final state fluctuations in radiative capture reactions and 

applications to surrogate reaction measurements (30’)  
A. Palffy   Level density for large number of particle hole states (20’) 
T. Furumoto   What is imaginary part of coupling potential in coupled channel 

calculation?  (20’) 
N. Pietralla    Emerging simplicity: Evidence for the formation of collectivity from 
   hadronic and EM probes  (20’) 
G. Royer    Rotating quasi molecular states in light nuclear systems  (20’) 
P. Fraser   Investigation of nuclei far from stability by the use of mirror systems  

(20’) 
 

17:35 – 19:15 Chairman: N. Pietralla 
 
K. Ogata    Breakup of 22C studied by CDCC with Cluster Orbital Shell Model 
   wave functions  (20’) 
T. Matsumoto   CDCC analysis for breakup of three body projectiles  (20’) 
S. Watanabe   Comparison of breakup processes of 6He and 6Li with four body CDCC  

(20’) 
T. Borello Lewin   Resonances near the 4α threshold through the 12C(6Li,d) reaction (20’)  
K.C.C. Pires    Study of the 6He,7Be+9Be reactions at low energy  (20’) 
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A. Mairani    FLUKA Monte Carlo calculations for hadrontherapy application  (20’) 
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R. Peloso    Application of the HICAM camera for imaging of prompt gamma rays 
   in measurements of proton beam range  (20’) 
M. Bruzzi    A monolithic silicon detector for pre treatments verification in  
   intensity modulated radiotherapy  (20’) 
L. Sajo Bohus    An alternative source for Venezuelan nuclear energy production: The 
   Thorium Molten Salt Reactor  (20’) 
Anna Ferrari    Neutronics analysis around the spallation target for the MYRRHA 
   ADS design  (20’) 
 

11:30 – 13:00 Chairman: B.A. Brown 
 
F.M. Nunes     Status of reaction theory for (d,p) reactions and exotic  nuclei (30’) 
A.N. Antonov    Analysis of elastic scattering of 6,8He and 11Li on protons and 6He on 
   12C using microscopic optical potential  (20’) 
P. Danielewicz   Symmetry energy from isobaric analog states (20’)  
J.A. Tostevin    Probes of nucleon single particle configurations and correlations  (20’) 
 

15:00 – 16:40 Chairman: M. Herman 
 

A. Bacquias    Study of (n,xnγ) reactions on 235,238U (20’) 
J. Duan   Further analysis about predicted levels of 9Be based on the neutron 

double differential cross sections at Ep=18 MeV  (20’) 
A. Blanc    Neutron inelastic scattering cross section measurements on 175Lu  (20’) 
S.P. Simakov   48Ti(n,n'γ)γ production reaction as a candidate for a  reference cross 

section  (20’) 
T. Marchi    8B production measurement at LNL (20’) 
 

17:15 – 18:35 Chairman: G. Casini 
 
E. Rapisarda   The observation of a strong E0 component in the 2+2 - 2+1 transition in 

184Hg from the β decay of laser ionized thallium isotopes: a strong 
signature for shape coexistence (20’) 

J.J. van Zyl   Angular distributions of the analysing power in the excitation of low 
lying states of 56Co  (20’) 

G. Baiocco   Towards a reconstruction of thermal properties of light nuclei from 
fusion evaporation reactions  (20’) 

B. Carlson   The compound nucleus: sequential evaporation vs. statistical 
multifragmentation  (20’) 
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from 20:15   at Villa Cipressi   Chairman: W.A. Richter   
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9:00 – 11:10 Chairman: F.M. Nunes 
 
E. Fioretto        Recent results with the magnetic spectrometer PRISMA (30’)   
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A. Plompen   Neutron inelastic scattering, recent experiments and their interpretation  
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G. Casini   The Fazia initiative: more powerful detectors for a more detailed 

investigation on the origin and the decay of charged fragments (30’) 
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21:00 – 23:00 Chairman: E. Gadioli 

 
K. Schoenberg   LANSCE present and future: A tribute to the contributions of Arthur 

Kerman  (15’) 
M.N. Kreisler   Three decades of interacting with Arthur Kerman (15’)  
A. Kerman    (30’) 
T. Kawano   Scary equations (30’) 
M. Kawai    (30’) 
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A. Boudard   Extension of the Liege intra nuclear cascade model to light ion induced 
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using Weisskopf Ewing theory (20’)    
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B.A. Brown   Structure aspects of direct and sequential two nucleon transfer reactions 

(30’)      
G. Potel    Study of pairing correlations in nuclei with two nucleon transfer  
   reactions (20’)    
A. Volya    Pairing forces in nuclei (20’)      
M. Bondì    Selectivity of the two neutron transfer reaction (18O,16O) (20’)      
 

15:00 – 17:00 Chairman: F. Camera 
 
E. Farnea    Recent results using the AGATA Demonstrator at LNL (20’)       
T. Kröll   Spectroscopy of neutron rich nuclei at REX ISOLDE with MINIBALL 

(20’)        
L. Pellegri   Measurement of high energy gamma rays with large volume LaBr3(Ce) 

scintillators (20’)        
F. Quarati    Scintillators with high energy resolution and low intrinsic activity (20’)        
S. Bottoni   Reaction dynamics and gamma spectroscopy of Ne isotopes by the 

heavy ion reaction 22Ne + 208Pb (20’)       
S. Barlini   Effects of energetic heavy ion irradiation on digital PSA performed 

with silicon detectors (20’)        
 

17:30 – 19:20 Chairman: H. Horiuchi 
 
H. Lenske        Strangeness production on nuclei (30’)         
B. Ramstein    One and two pion production in pp and np reactions with HADES (20’)       
G. Boca    The PANDA experiment (20’)      
A. Sanchez Lorente   Production of double lambda hypernuclei at the PANDA experiment 

(20’)        
D. Watts    Meson photoproduction from the nucleon at CLAS (20’)      
 
 
 
 
 
 
 
 
 
 



Friday, June 15 
 

9:00 – 11:00 Chairman: H. Lenske 
 
M.B. Chadwick  Overview of fission research for precise criticality modelling (20’)          
D. Tarrio  Measurement of the fission fragment angular distribution for Th-  

232(n,f) at the CERN n_TOF facility (20’)   
P. Talou   Monte Carlo Hauser Feshbach calculations of prompt fission neutrons 

and gamma rays (20’)   
A. Al Adili    Angular dependent TKE and mass distributions in 234U(n,f) (20’)   
Y. Ayyad    Transient effects in proton induced fission of 208Pb (20’)   
O. Delaune   Evolution of fission fragment isotopic yields with excitation energy 
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11:30 – 13:00 Chairman: P.M. Milazzo 
 
D.P. McNabb     Plasma Nuclear Science (30’)    
E. Betak   Construction of deformed neutron stars steming from DBHF (20’)  
Y. Iwata   The synthesis of neutron rich heavy elements due to quasi fission 

events (20’)   
W.A. Richter   Review of nuclear structure calculations in the sd shell for the rp 

process (20’)   
 

15:00 – 17:00 Chairman: D.P. McNabb 
 
P.M. Milazzo   Nuclear astrophysics at n_TOF, CERN (20’)  
S.M. Grimes    Hauser Feshbach Calculations for Deformed Nuclei (20’)  
M. Dupuis  Microscopic models for direct inelastic scattering and pre equilibrium 

emission: spherical and axially deformed targets (20’)  
G. Blanchon   Nucleon elastic scattering off doubly closed shell nuclei within 

HF+RPA with Gogny force (20’)  
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A. Hurst    Improved capture gamma ray libraries for nuclear applications (20’)   
   

17.30 – 18.30 Chairman: P. Sala 
 
T. Fukui   Determination of 8B(p,γ)9C reaction rate from 9C breakup (20’)     
M. Avrigeanu  Consistent analysis of all inclusive deuteron induced reactions at low 

energies (20’)     
M.V. Garzelli   Micro black hole formation and evaporation in ultra high energy 

cosmic ray interactions with the Earth's atmosphere (20’)     
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Three Decades of Interacting with Arthur Kerman 

Michael N. Kreisler 
SAIC Contractor to the National Nuclear Security Administration U.S. Department of Energy 
Washington, DC 

Professor Emeritus  
Department of Physics 
University of Massachusetts Amherst 
Amherst, MA 

 

Abstract 

For many years, Arthur Kerman has been a leading force in pushing for new 
initiatives in science.  In this paper, we present a short review of our mutual 
interactions on many of these efforts. 

 

1 Introduction 
Let me begin by introducing myself.  For those of you who do not know me, I have spent the past 40 
years holding various positions, including being a Professor in the Department of Physics at the 
University of Massachusetts Amherst, a consultant at both Lawrence Livermore National Laboratory 
and Los Alamos National Laboratory, the Division Leader at Livermore for Nuclear Physics, 
Elementary Particle Physics and Accelerator Physics, a Science Advisor to the National Nuclear 
Security Administration in Washington, DC and a consulting employee of SAIC while continuing to 
serve as an Advisor to the NNSA.  In all of these roles, I have been lucky enough to interact often with 
Professor Arthur Kerman, one of our guests of honor at this conference.  In the short time available, 
I’d like to reminisce a bit on some of those interactions.  For those of you who would like a short story 
even shorter, it might suffice to say that whenever you work on an exciting new science project, 
Arthur is sure to tell you that he was involved in the very early stages of that project.  While it 
sometimes seems impossible for him to have actually done as much as he says, I know from 
experience that it really is true.  So let’s begin. 

The hero of our story can be seen in Figure 1, a picture that was used with a short biography at 
the start of one of the many advisory committees on which Arthur has sat.  To give you a flavor of the 
breadth of his activities in the advisory capacity, I list a few of the committees in Figure 2.  As you can 
see, in addition to his responsibilities at M.I.T., Arthur has served on the National Academy of 
Sciences Committee on Inertial Confinement Fusion, on the NIF Programs Review Committee at 
Livermore, on the Directorate and Division Review Committees at Livermore; the RHIC Policy 
Committee at Brookhaven, the SLAC Scientific Policy Committee; the Secretary of Energy Fusion 
Policy Advisory Committee; the White House Science Council Panel on Science and Technology in 
the Government and many, many other important and influential bodies.  Clearly the scientific 
community and those in positions of setting policy relevant to science highly value Arthur’s 
contributions.  There is the opinion in some circles that if you want to find Arthur, just set up an 
important advisory committee and he will be there at the first meeting. 
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2 Directorate Review Committee 
My first memory of interacting with Arthur concerns one of those advisory committees: Specifically, I 
was asked to serve on the Director’s Review Committee (DRC) for the Physics Directorate at 
Lawrence Livermore National Laboratory.  At the time, these committees were relatively new (Arthur 
had strongly advocated for their formation) and were asked for their advice not only on the work that 
was on-going but also for their suggestions on future directions. As such they often wielded a lot of 
power.  The meeting of the DRC was a three-day affair covering the many science areas of the 
Directorate.  As the “new boy” on the Committee, I took careful notes on both the presentations and 
the lively discussions that followed each talk. I was quite impressed not only with the breadth of the 
science being presented -- nuclear physics, atomic physics and materials science – to name just a few – 
but also with the active questioning across such a wide array of topics from my colleagues on the 
Committee—from Arthur in particular.  Arthur had a question or two for most speakers.  I noticed that 
he never seemed to take notes even though the DRC had to produce a written summary of their 
observations and findings to present to the Director and the Associate Director sometime after the 
meeting. 

After the meeting, Arthur, the chair of the DRC, asked me to write up my notes in the form of a 
report.  I felt honored to be asked to do so and worked for quite some time to prepare my input to the 
report for him. Once my report was done, it is my understanding that Arthur labeled that write-up as 
the DRC report and went alone to see both of the senior LLNL administrators to report personally on 
the recommendations of the DRC.  I learned an important lesson from that experience – The important 
aspects of a review are not what is written –rather senior administrators are much more likely to pay 
attention to a one-on-one report and critique of their programs.  The written report becomes archival 
quickly while the oral comments often lead to change when change is needed. 

 

3 The Superconducting Super Collider (SSC) 
Many years ago, when the U.S, was beginning to formulate plans to build the next generation of high 
energy particle accelerators, there was a call for proposals for the site of this major scientific prize.  To 
many of us in academia, Massachusetts seemed to be the perfect place to house the SSC: (1) 
Massachusetts is home to a very large number of Universities active in High Energy Physics – with 
many of the scientific leaders of the field resident there.  (2) A large military base was being 
decommissioned providing more than ample space for the accelerator complex.  Such a space avoided 
any complications regarding ownership of the land and interactions with home- or business-owners. 
And (3) the governor of a neighboring state suggested using a newly constructed nuclear power plant 
in his state as a source of electrical power for the SSC. 

All of the stars seemed to be aligned.  Arthur took the lead role in gathering together leaders in 
HEP from the Massachusetts academic community. There were about 7 private universities (including 
Harvard, MIT, Boston College, Boston University, Brandeis, Tufts, etc.) and one public University 
(University of Massachusetts Amherst).   We met many times at MIT to plan our proposal – our group 
included Roy Schwitters of Harvard who eventually became the Director of the ill-fated SSC project.  
During a few hectic months, we became experts in geology - was the land suitable for tunneling - and 
a variety of other engineering aspects.  We submitted a beautiful proposal that would have won—in 
my opinion—except for one minor problem.  A project of this size – several billion US dollars – had 
to have the support of the Governor of the home state.  Unfortunately, Governor Mike Dukakis 
decided this project wasn’t high on his list of priorities and chose not to support it.   (For those of you 
who remember, Dukakis was not known for his political acumen as evidenced by his overwhelming 
loss in presidential politics.)  
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4 The French Program 
At the NNSA, I manage an international agreement between the CEA/DAM in France and the 
NNSA/DP in the United States entitled “ Cooperation in Fundamental Science Supporting Stockpile 
Stewardship”.  Under this agreement, scientists at Livermore, Los Alamos and Sandia National 
Laboratories in the US are encouraged to collaborate with their counterparts at CEA (Bruyeres-le-
Chatel) on unclassified basic science projects, leading to publications in the open literature.  This 
effort began in 1998 when Daniel Gogny was assigned to spend time at Livermore investigating 
possible collaborations.  Various meetings then occurred between scientific leaders of both sides over 
the next few years, with a formal agreement document signed in 2002. 

Arthur was present at all of the formative meetings, strongly urging that the agreement go 
forward.  To be sure, there was always a very strong nuclear physics component in the interactions 
between the two countries – collaborations that preceded the international agreement. Under the 
agreement, there continue to be fruitful collaborations in nuclear physics.   

In addition to his pushing for this agreement, Arthur has always attended the General Meetings 
at which each of the active projects reports on the progress of their collaborative research.  Held every 
two years, these meetings alternate to sites in the two countries.  In Figure 3, we have a picture that 
was taken at the official banquet held at the Chateau D’Artigny near Tours in France.  Obviously it 
was a great scientific meeting and the banquet was extremely well received. See Figure 4 for another 
picture from that affair. 

5 N Division Advisory Committee 
I served as the leader of the Livermore division that was concerned with Nuclear Physics, Elementary 
Particle Physics and Accelerator Physics.  Some of the major projects during the time I was leader 
included: Building the SLAC-LBNL-LLNL B Factory; Accelerator Production of Tritium; Accelerator 
Transmutation of Waste; PEREGRINE – a program to improve the treatment of cancer; the Rare 
Isotope Accelerator; proton radiography; improved nuclear data; measurements of important nuclear 
cross sections such as Pu(n,2n); and a host of other efforts.   

During the 8 or 9 years that I served as leader, Arthur was always there to provide advice.  For 
example, he was a charter member of the N Division Advisory Committee that met annually to review 
all our programs.  A picture from one of those meetings is shown in Figure 5.  (Arthur was never shy 
about offering his advice and served on every committee that met during my tenure there.) 

6 “Arthur-isms” 
Having had the pleasure of working with him for many years, I have also had the chance to observe 
him up close and personal.  You might find some of these observations interesting. 

1. Despite the ubiquity of laptops, IPAD’s and Smart Phones, Arthur does not use the computer.  
He gets emails but only when he has someone print the message for him.  Perhaps not being tied to the 
Internet allows him to get so much done. 

2. He seems semi-indestructible.  He and I took an overnight “red-eye” flight from California to 
Boston for an all-day presentation to the MIT Nuclear Engineering Department regarding either the 
Accelerator Production of Tritium or Accelerator Transmutation of Waste Project.  We both had heavy 
loads consisting of briefcases and suitcases.  We arrived at location of the briefing early in the 
morning.  I struggled up the two flights of stairs hoping that some young graduate student would take 
pity on me and help (to no avail).  When I reached the landing, I turned around and to my surprise, I 
saw Arthur trotting up the same set of stairs with his luggage as though he were completely fresh and 
ten years younger than me. 
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3. That is not to say he hasn’t been ill.  A few years ago, Arthur was hospitalized and for that 
reason was forced to cancel some of his schedule.  In particular, he had been planning on joining the 
group that was going to France for a meeting regarding the International Agreement on Fundamental 
Science that was mentioned earlier.  That episode was quite serious – not for the medical reasons 
about which I am not expert—but for another factor that many thought was life threatening.  Arthur 
was hospitalized just a few weeks before the French meeting.  We assumed that he had bought an 
inexpensive non-refundable airline ticket.  We were sure that if he had to cancel his trip and as a result 
LOST the money on the ticket, that fact would kill him!  As it turns out, Arthur had been smart – as 
usual – and had not bought such a ticket and all ended well.  

4.  As a long-time consultant to Livermore, Arthur has – as you might expect—become an 
expert on how to enjoy his time in the Livermore valley.  On one of his visits, I offered to drive him 
from the lab to his residence near the lab.  I remind you that the laboratory treats its consultants very 
well – providing more than adequate per diem allowances so that one can stay in any of the many 
hotels within a 20-mile radius of the lab.  Eager to see what arrangements a senior consultant had 
made, I was unprepared to see that Arthur lived in a trailer park in a fairly old Airstream trailer (Figure 
6).  Somehow, it did not fit with my preconceptions. 

As it turns out, this trailer had some history and involved a battle between Arthur and the lab.  I 
believe Arthur wanted to park the trailer at the lab when he wasn’t visiting- moving it during those 
periods when it was occupied. The lab management (the budget folks) did not want that to happen.  
You’ll have to ask Arthur for all the details. 

5. When I retired from Livermore and when I went to Washington on assignment, I often was 
given a two-person office to use.  Almost invariably, my office partner turned out to be Arthur.  Since 
we each tend to have busy schedules, this never posed a problem – in fact I admit to enjoying the 
many discussions such close proximity encourages. 

6. I was fortunate enough to attend Arthur’s 80th birthday celebration at MIT, along with many 
of the country’s luminaries in science who took time to attend.  It was an impressive gathering. 

7. Arthur either knows everyone of importance or had them as students.  I continue to be 
amazed at his ability to get appointments with everyone in DOE or at the laboratories – Steve Chu, 
Steve Koonin as well as the laboratory directors.  If you want something done, convince Arthur and 
he’ll be an influential advocate.  

8. Finally, I leave you with one of Arthur’s many wise observations that I treasure.  We have 
often argued about which of the many scientific facility investments should be made by the U.S. 
government – through either the Department of Energy or the National Science Foundation.  In this 
era of tight budgets, one spends a great deal of effort making choices that are extremely difficult.  
Arthur’s constant argument – with which I completely agree – is that the United States now spends a 
smaller percentage of the Gross National Product on science than it did years ago.  If we want a robust 
economy in the future led by inventive bright young scientific minds, we should not be choosing 
which scientific endeavor to pursue from a menu – WE SHOULD BE DOING THEM ALL!! 

 

 

 

 

So, thank you Arthur and I look forward to many more years of interacting with you. 
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Fig.1: Arthur Kerman  

 

 
 
 
 
 
 
 
 
 

 
 

 National Academy of Sciences –Committee on Inertial Confinement Fusion 
 NIF Program Review Committee 
 Livermore Directorate Review Committee 
 Livermore/Los Alamos Division(s) Review Committee(s) 
 RHIC Policy Committee- Brookhaven 
 SLAC Scientific Policy Committee 
 Secretary of Energy Fusion Policy Advisory Committee 
 White House Science council Panel on Science and Technology in the Government 
 LANSCE Advisory Board 

 

Fig. 2: A few of the Advisory Committees on which he has served (away from MIT) 

  

Arthur Kerman
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Fig.3: General Meeting under the DOE/NNSA CEA/DAM Agreement Held in France. 

 

 

 

Fig. 4: Dinner at one of the General Meetings 
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Fig. 5:  Arthur (see arrow) served on every advisory panel for the LLNL 
Division on Nuclear Physics, Elementary Particle Physics and Accelerator Physics. 

 
 
 
 
 
 
 
 

 

Fig.6: Arthur’s Luxury Hotel near Livermore 
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Some Open Problems in the Statistical Theory of Nuclear Reactions

Hans A. Weidenmüller
Max-Planck-Institut für Kernphysik, Saupfercheckweg 1, D-69117 Heidelberg, Germany

Abstract
I address three important problems in the statistical theory of nuclear reactions
and in two cases sketch the solutions.

1 Introduction
The Varenna meeting honoured M. Kawai and A. Kerman for their contributions to the theory of nuclear
reactions. Much of the work of these authors relates to statistical properties of the scattering matrix.
For that reason, I chose to speak about three open problems in the statistical theory. For each of these
problems, a paper presenting a partial or complete solution has recently become available in the arXiv,
or will become available shortly. This is why I keep this summary very short. In the rst two cases I
include a description of the solution found.

2 Distribution of Neutron Widths and
Random–Matrix Theory

Random–Matrix theory (RMT) predicts that the reduced s–wave neutron widths Γ0
n follow the Porter–

Thomas distribution (PTD)

P (y) =
exp{−y/2}

(2πy)1/2
. (1)

Here y is the ratio Γ0
n/�Γ

0
n� where brackets denote the average value. Early analyses using the Nuclear

Data Ensemble (NDE) supported that prediction [1]. A recent test in the Pt isotopes (about 450 reso-
nances) rejected the PTD with 99.997 per cent signicance [2]. A recent re–analysis of the NDE (1245
widths) rejects the PTD with 98.17 per cent signicance [3]. These results are at variance with other
work: The analysis of amplitude and width correlations for 1117 amplitudes from inelastic proton scat-
tering at TUNL supports RMT [4]. So do large–scale shell model calculations in the 1p shell [5]. Still,
the results of Refs. [2, 3] question the validity of RMT in nuclei.

The method of analysis used in Refs. [2, 3] uses an energy–dependent cutoff on the magnitude
of the reduced neutron widths. That cutoff effectively removes p–wave reduced widths with their char-
acteristic linear dependence on resonance energy. Recent simulations [6] have shown that that method
introduces a heavy bias. For the NDE the bias is so strong that the conclusions of Ref. [2] cannot be
upheld. Consistency of the NDE with RMT is likely, in contrast to the claims in Ref. [2]. The case of the
Pt isotopes is special: Close to the mass numbers of these nuclei the s–wave neutron strength function
has a maximum. That maximum is caused by a single–particle threshold state (the 4s–state of the shell
model). Such a state modies the energy dependence of s–wave neutron widths. That modication is
the likely cause of the disagreement with the PTD in these isotopes [6]. In summary, the distribution of
neutron widths does not refute RMT.

3 Fluctuations of the Scattering Matrix and Quantum Chaos
In the RMT approach to the statistical theory of nuclear reactions [7], the statistical scattering matrix is
written as

Sab(E) = δab − 2iπ
∑

μν

WaμD
−1
μν Wνb (2)
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where
Dμν = Eδμν −Hμν + iπ

∑

c

WμcWcν . (3)

Here a, b, c, . . . denote the channels, μ, ν, . . . denote vectors in the Hilbert spaceH of quasibound states,
Waμ are real energy–independent coupling amplitudes, and H is the projection of the Hamiltonian onto
H. The matrix S is endowed with statistical properties by assuming that H is a member of the GOE,
the random–matrix ensemble of real symmetric matrices. Why is that assumption justied? There are
two arguments. (i) Spectral uctuations in nuclei agree with predictions of RMT. That was discussed in
Section 2. (ii) Nuclei are chaotic quantum systems. That takes a little more explanation.

The spectral uctuation properties of time–reversal invariant and rotationally symmetric bound
quantum systems that are fully chaotic in the classical limit, agree with those of the GOE. That fact,
conjectured in Ref. [8], was recently demonstrated for generic chaotic quantum systems [9] and proved
for the case of chaotic graphs [10]. In both cases, given the eigenvalues Eμ of the system, one considers
the level density ρ(E) =

∑
μ δ(E − Eμ) as a function of energy E and calculates the level correlation

function �ρ(E+ ε)ρ(E− ε)� as a function of ε. The brackets denote the energy average. The calculation
involves the semiclassical approximation and shows that both level correlation functions agree with the
GOE expression. Although the demonstration is conned to the level–level correlator, it is reasonable
to assume that equality holds also for all higher level correlation functions, and that chaotic quantum
systems generically have the same spectral uctuation properties as predicted by RMT. By implication
chaotic nuclear dynamics would then cause RMT spectral uctuations.

Scattering happens on open quantum systems and is characterized by the scattering matrix. In full
analogy to the case of bound chaotic quantum systems, we ask whether the S–matrix correlation function

�Sab(E + ε)S∗

cd(E − ε)� − �Sab��S
∗

cd� (4)

for scattering on chaotic quantum systems is the same as predicted in the framework of Eqs. (3, 4) with
H replaced by the GOE. The latter is known in the form of a triple integral [7]. That is an important
question: An afrmative answer would show that the RMT description of the scattering matrix in Eqs. (3,
4) and the results derived from it apply universally to chaotic quantum systems.

Little is known analytically about the S–matrix for quantum chaotic scattering in general, but
progress was made recently for chaotic scattering on quantum graphs [11]. The problem was extensively
studied in Refs. [12, 13] where a formal expression for the S–matrix was derived and used for extensive
numerical simulations. Using that expression and the supersymmetry approach of Ref. [10], the authors
of Ref. [11] showed that the S–matrix correlation function for chaotic scattering on graphs is identical to
the GOE expression of Ref. [7]. The authors also derived analytical expressions for all S–matrix correla-
tion functions in the Ericson regime and, thus, the complete distribution of the S–matrix in that regime.
Their result shows that the distribution of S–matrix elements is Gaussian only for strong absorption in
all channels (�Sab� = 0 for all a, b).

4 Nuclear Excitation by Lasers
Efforts are under way to generate a multi–MeV zeptosecond pulsed laser beam by coherent Compton
backscattering of laser light on a “sheet” of relativistic electrons [14]. That sheet is produced when the
pulse of a primary laser beam of very high intensity passes through a sufciently thin target foil. The
device is presently under construction at the Nuclear Physics Pillar of the Extreme Light Infrastructure
(ELI) in Romania [15]. These facts call for a theoretical exploration of the expected nuclear excitation
processes.

The characteristic energy scales are: Photon energy EL ≈ several MeV, number of photons per
laser pulse N ≈ 102 − 104, pulse width ≈ 50 keV, effective width for dipole photon absorption NΓdip

with Γdip ≈ several keV, spreading width for any simple nuclear mode of excitation Γ ≈ several MeV.
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These gures suggest the following three regimes for the nuclear excitation process. (i) In the pertur-
bative regime (basically dened by NΓdip << Γ, the nuclear giant dipole mode is excited once or
twice [16]. Coherent excitation of many close–lying states with spin/parity 1− carries a unique experi-
mental signal [17]. (ii) In the quasi–adiabatic regime where NΓdip ≈ Γ the compound nucleus equili-
brates about as fast as it gets excited by photon absorption. Excitation to several 100 MeV is possible,
accompanied by neutron emission with subsequent excitation of the daughter nuclei by further dipole
absorption. (iii) In the strongly non–adiabatic regime (NΓdip >> Γ) the nucleus evaporates by multiple
nucleon emission.

For the quasiadiabatic regime the theoretical approach developed for pre–equilibrium reactions
seems adequate. A set of coupled time–dependent master equations would describe photon absorption,
induced photon emission, internal nuclear equlibration, and neutron decay processes for a chain of nuclei.
To that end the densities of particle–hole states at high excitation energies (several 100 MeV) and large
particle-hole numbers are needed. In Ref. [18] we have developed an approach to calculate such densities.
That is described in the contribution by A. Palffy to this Conference.

In summary, laser–induced nuclear reactions promise to yield novel nuclear–physics information.
In the quasi–adiabatic regime, the population of compound–nucleus states far above the Yrast line will
make level densities at high excitation energies accessible for the rst time. Multiple neutron evaporation
may lead to proton–rich nuclei far from the valley of stability.
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Abstract
This article presents the theoretical foundation of the continuum discretized
coupled-channels method (CDCC). The validity of the Glauber model is also
shown by extending the multiple scattering theory for nucleon-nucleus scat-
tering to nucleus-nucleus scattering. The multiple scattering theory is applied
to the scattering of unstable nuclei. This presentation is based on the recent
review article on CDCC (arXiv:1203.5392[nucl-th]).

1 Introduction
Nuclear reaction is one of fundamental reactions in Nature and a good tool of understanding nucleon-
nucleon (NN), nucleon-nucleus (NA) and nucleus-nucleus (AA) interactions and eventually structures
of nuclei. One of the most important current subjects in nuclear physics is understanding of unstable
nuclei. Unstable nuclei have exotic properties such as the halo structure [1–3] and the loss of magicity in
the “island of inversion” [4–9]. The term “island of inversion” was introduced by Warburton [4] to the
region of unstable nuclei from 30Ne to 34Mg. In the island of inversion, the rst-excited states have low
excitation energies and large B(E2) values [5–9]. This indicates that the N = 20 magic number is not
valid. anymore. These novel quantum properties have inspired a lot of works.

Important experimental tools of analyzing properties of unstable nuclei are the reaction cross sec-
tion σR or the interaction cross section σI and the nucleon-removal cross section σ−n [1–3, 10]. The
experimental exploration of halo nuclei is moving from lighter nuclei such as He and C isotopes to
relatively heavier nuclei such as Ne isotopes. Very lately σI was measured by Takechi et al. [11] for
28−32Ne located near or in the island of inversion. Furthermore, a halo structure of 31Ne was reported by
Nakamura et al. [12] with the experiment on σ−n.

Understanding of unstable nuclei can be made by high-accuracy measurements and accurate the-
oretical analyses. The scattering of unstable nuclei have two features. The projectile is fragile and hence
the projectile breakup is important. Measurements of the elastic scattering are not easy because of weak
intensity of the secondary beam, and consequently, there is no reliable phenomenological optical poten-
tial. Therefore it is important to construct the microscopic reaction theory. This is a goal of the nuclear
reaction theory.

A pioneering work on the microscopic description of NA scattering was done by Watson [13].
Kerman, McManus and Thaler (KMT) reformulated the multiple scattering theory as a series expansion
in terms of an underlying NN t matrix [14]. The KMT theory was extended to AA scattering [15].
Another important microscopic model is the Glauber model [16]. This model is useful particularly for
inclusive reactions. The theoretical foundation of the model can be obtained by the theory of Ref. 15. We
show the details in Sec. 3.1. The Glauber model is based on the eikonal and the adiabatic approximation.
The adiabatic approximation makes the breakup cross section diverge when the Coulomb interaction
is included. Hence the Glauber model was mainly applied to lighter targets in which the Coulomb
interaction is negligible. A way of making Coulomb corrections to the model has been proposed [17,18].

The continuum discretized coupled-channels method (CDCC) [19–21] is a fully quantum-mechanical
method of treating the projectile breakup process in exclusive reactions such as elastic and inelastic scat-
tering, elastic-breakup reactions and transferred reactions. The theoretical foundation of CDCC is shown
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by clarifying the relation between the Faddeev method and CDCC [22–24]. We will show the detail in
Sec. 2. Recent development and applications of CDCC are shown in Ref. [21].

The microscopic optical potential can be constructed by the g-matrix folding model [25–33]. For
NA scattering, the folding model has succeeded in describing the elastic scattering systematically [32].
In general, the microscopic optical potential constructed is non-local, but it can be localized with the
Brieva-Rook method [27]. The validity of this localization is shown in Ref. 34. For AA scattering at
intermediate and high incident energies, the folding model is also successful in describing the scattering,
since the projectile breakup is weak. This is discussed in Sec. 3. One can use the microscopic optical
potential as an input of CDCC calculations.

2 Theoretical foundation
Following Refs. 22–24, We consider the projectile (P) that is composed of two particles b and c. In
this case, the scattering of P on a target (A) can be described by the A+b+c three-body system. The
three-body scattering is governed by the three-body Schrödinger equation

[H − E]Ψ = 0 (1)

with the Hamiltonian

H = Kr +KR + v(r) + Ub(rb) + Uc(rc), (2)

where Kr and KR are the kinetic energy operators associated with the relative coordinate r between b
and c and the relative coordinate R between P and A, respectively, and v(r) is the interaction between b
and c, while Ub (Uc) is an optical potential between b (c) on A.

In CDCC, the total wave function Ψ is expanded in terms of the complete set of eigenfunctions of
Hamiltonian h = Kr + v(r) [19, 20]. The eigenfunctions consist of bound and continuum states. The
continuum states are characterized by orbital angular momentum � and linear momentum k of the b+c
subsystem. They are truncated as

k ≤ kmax, � ≤ �max. (3)

After making the truncations, we further discretize the k contiuum. Hence the modelspace P ′ is described
as

P ′ =
N∑

i=0

|φi��φi|, (4)

where the φi represent the bound and discretized-continuum states of h and N is the number of the φi.
The total wave function Ψ is hence approximated into

Ψ ≈ ΨCDCC ≡ P ′Ψ =

N∑

i=0

φi(r)χi(R), (5)

where the coefcient χi(R) describes a motion of P in its state φi. The approximate total wave function
ΨCDCC is obtained by solving the three-body Schrödinger equation (1) in the modelspace P ′:

P ′[H − E]P ′ΨCDCC = 0. (6)

The S-matrix elements calculated with CDCC depend on the size of the modelspace P ′. This artifact
should be removed by conrming that the calculated S-matrix elements converge as the modelspace is
enlarged. Actually the convergence was rst shown in Refs. 19,20,35. The next question to be addressed
is whether the converged S-matrix elements are exact.
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CDCC is based on three approximations, the �-truncation, the k-truncation and the discretization
of k-continuum. The �-truncation is most essential among these approximations, as shown below. Now
we introduce the projection operator P that only selects � up to �max. Obviously, P � tends to P in the
limit of large kmax and small width of momentum bin. The component PΨ has no asymptotic amplitudes
in the rearrangement channels. For example, let us consider a simple case of �max = 0. In this case,
PUP is the average of U = Ub + Uc over the angle of vector r. Hence the potential PUP becomes a
function of r and R. Thus PUP is a three-body potential that vanishes at large R and/or large r, so that
it does not generate any rearrangement channel.

The insertion of three-body distorting potentials does not change the mathematical properties of
the Faddeev equations [36]. Now we consider PUP as such a distorting potential in order to obtain the
distorted Faddeev equations,

(E −Kr −KR − v −PUP)ψA = v(ψb + ψc), (7)
(E −Kr −KR − Ub)ψb = (Ub −PUbP)ψA + Ubψc, (8)
(E −Kr −KR − Uc)ψc = (Uc − PUcP)ψA + Ucψb, (9)

where ψA, ψb and ψc satisfy the relation Ψ = ψA + ψb + ψc. If Eqs. (7)-(9) are added, the original
three-body Schrödinger equqtion (1) is recovered. In an iterative approach to Eqs. (7)-(9), the zeroth
order solution for ψA is obtained by setting the right-hand side of (7) to zero. The zeroth order solution
is nothing but ΨCDCC. When ΨCDCC is inserted in Eqs. (8)-(9), the equations do not generate any dis-
connected diagram, since ΨCDCC has no rearrangement channel in the asymptotic region. Furthermore,
the subtractions, Ub − PUbP and Uc − PUcP, sizably weaken couplings of ΨCDCC with ψb and ψc.
Thus ΨCDCC is a good solution to the three-body Schrödinger equation (1), when �max is large enough.
Very lately, the CDCC solution was compared with the Faddeev solution through numerical calculations.
The two solutions agree with each other [24].

3 Microscopic reaction theory for AA scattering
The most fundamental equation to describe AA scattering is the many-body Schrödinger equation with
the realistic NN interaction vij :

(K + hP + hT +
∑

i∈P,j∈T

vij − E)Ψ̂(+) = 0 , (10)

where K is the kinetic-energy operator for the relative motion between P and T and hP (hA) is the
internal Hamiltonian of P (T). The scattering of P from T can be described with a series of multiple
scattering in terms of vij . In the series, one can rst take a summation of ladder diagrams between the
same NN pair. The summation can be described by an effective NN interaction τij in nuclear medium.
Taking a resummation of the series in terms of τij , one can get the many-body Schrödinger equation with
τij [15]:

(K + hP + hT +
∑

i∈P,j∈T

τij − E)Ψ̂(+) = 0 . (11)

Here the number of vij between P and T is assumed to be much larger than 1 and the antisymmetrization
between incident nucleons in P and target nucleons in T can be approximated by using τij that is properly
symmetrical with respect to the exchange of the colliding nucleons. The rst assumption is good for AA
scattering, and the second one is known to be accurate at intermediate and high incident energies [37,38].
This theory of Ref. 15 is an extension of the KMT theory [14] for NA scattering to AA scattering.

Since τij describes NN scattering in nuclear medium, the Brueckner g-matrix is commonly used
as τij in many applications; see for example Refs. 25–33. The g-matrix interaction does not include any
effect induced by nite nucleus, e.g. effects of target collective excitations, because the interaction is
evaluated in innite nuclear matter.
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3.1 Validity of the Glauber model
We show the validity of the Glauber model by using the many-body Schrödinger equation (11) with the
effective NN interaction, following Ref. 15. The Glauber model is based on the eikonal approximation
for NN scattering and the eikonal and adiabatic approximations for AA scattering. The condition for the
eikonal approximation to be good for NN collision in both free space and AA scattering is that

|v(r)/e| � 1, ka � 1 , (12)

where e (k) is a kinetic energy (wave number) of NN collision, r is the relative coordinate between
two nucleons and a is a range of the realistic NN interaction v. This condition is not well satised for
the realistic NN potential that has a strong short-ranged repulsive core; for example, v ∼ 2000 MeV at
r = 0 for AV18 [39]. In fact, the eikonal approximation is not good for NN scattering at intermediate
energies, as shown in the left panel of Fig. 1. To avoid this problem, a slowly-varying function such as
the Gaussian form has been used as a prole function in the Glauber model [40].

The usage of slowly-varying prole function and hence of slowing-varying NN interaction can be
justied by using the many-body Schrödinger equation (11). Applying the adiabtic and eikonal approxi-
mations to Eq. (11), one can obtain the S-matrix of AA scattering as

S = exp
[
−

i

�vrel

∑

ij

∫
∞

−∞

dzijτij

]
, (13)

where vrel stands for a velocity of P relative to A and zij is the z-component of the relative coordinate rij
between two nucleons. In general, τij has much milder r dependence than the bare NN potential vij [15].
In the case of large incident energies, for instance, τij is reduced to the t-matrix of NN scattering that is
a product of vij and the wave operator of NN scattering. When vij has a strong repulsive core at small r,
the wave operator is largely suppressed there. This leads to the fact that the t matrix is a slowly-varying
function of r [15]. The g matrix [26] proposed by Jeukenne, Lejeune and Mahaux (JLM) keeps this
property. The g matrix is thus more suitable than vij as an input of the Glauber model. In fact, as shown
in the right panel of Fig. 1, the eikonal approximation is quite good for NN scattering at intermediate
energies, say 150 MeV, when the JLM g matrix is used. The usage of the g-matrix interaction has another
merit in the sense that the effective interaction includes nuclear medium effects.
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Fig. 1: (Color online) The on-shell NN scattering amplitude fNN(q) at the laboratory energy ENN = 150 MeV
calculated with the bare NN potential AV18 in the left panel and with the JLM g matrix [26] in the right panel.
The solid (dashed) and dotted (dash-dotted) lines show, respectively, the real and imaginary parts of fNN(q) of the
exact (eikonal) calculation.
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3.2 Application of the g-matrix folding model to AA scattering
Following Refs. 41–43, we consider two types of effective NN interactions in the folding model: the
Love-Franey t-matrix interaction (tLF) [44], and the Melbourne interaction (gMB) [32] constructed from
the Bonn-B realistic NN interaction [45]. For stable nuclei, we take the phenomenological proton-
density [46] deduced from the electron scattering by unfolding the nite-size effect of the proton charge.
The neutron density is assumed to have the same geometry as the corresponding proton one, since in the
present case the proton RMS radius deviates from the neutron one only by less than 1% in the Hartree-
Fock (HF) calculation. For Ne isotopes, the densities are constructed by antisymmetrized molecular
dynamics (AMD) [47] with the Gogny D1S interaction [48, 49]

Figure 2 shows the results of the g- and t-matrix folding models for the angular distribution of
12C+12C elastic scattering at 135MeV/nucleon in the left panel and 74.25MeV in the right panel. In the
left panel, the g-matrix folding model (solid line) well reproduces the data [50] with no free parameter,
whereas the t-matrix folding model (dashed line) does not. Also for the low incident energy in the right
panel, the g-matrix folding model (solid line) yields better agreement with the data [51] than the t-matrix
folding model (dashed line). For scattering angles larger than 50 degree, the solid line does not reproduce
the data perfectly. The deviation may come from effects of collective projectile and target excitations
that are not included in the g-matrix. The g-matrix folding model is thus quite reliable particularly for
intermediate incident energies.
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Fig. 2: (Color online) Angular distributions of 12C+12C elastic cross sections at 135MeV/nucleon in the left panel
and 74.25 MeV in the right panel. The solid (dashed) line stands for the results of DFM calculations with gMB

(tLF). The data is taken from Ref. [50] in the left panel and from Ref. [51] in the right panel.

The left panel of Fig. 3 shows the reaction cross sections for the scattering of 12C from 12C, 20Ne,
23Na, and 27Al targets. The dotted and solid lines represent results of the g-folding calculations before
and after the normalization with F = 0.978, respectively. Before the normalization procedure, the dotted
line slightly overestimates the mean values of data for A = 20–27. After the normalization procedure,
the solid line agrees with the mean values of data for all the targets. The normalization procedure is thus
reliable. The dashed line corresponds to the results of the t-folding calculations with no normalization.
The medium effect reduces the theoretical reaction cross sections by about 15% for all the targets.

The right panel of Fig. 3 represents σR for 20−32Ne + 12C systems at 240 MeV/nucleon. The g-
matrix folding model with the AMD density (solid line) reproduces the data [11], whereas the spherical
Hatree-Fock (HF) calculation with the Gogny D1S interaction (dotted line) underestimates the data. It
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Fig. 3: (Color online) Reaction cross sections for the scattering of 12C on stable nuclei from A = 12 to 27 in the
left panel and for the scattering of Ne isotopes from a 12C target at 240 MeV/nucleon in the right panel. In the left
panel, the data at 250.8 MeV/nucleon for 12C and 27Al are taken from Ref. [52]. The data at 240 MeV/nucleon
for 20Ne and 23Na are deduced from measured σI at around 1 GeV/nucleon [53, 54] with the Glauber model [11].
The solid (dotted) line stands for the results of the g-matrix folding model after (before) the normalization with
F = 0.978, whereas the dashed line corresponds to results of the t-matrix folding model. In the right panel, the
solid (dotted) line represents the results of AMD (spherical HF) calculations. The dashed line with a closed square
is the result of the AMD calculation with the tail and breakup corrections. The closed square represents the result
of the AMD+RGM calculation with breakup correction. The experimental data for A = 28 − 32 are taken from
Ref. 11.

should be noted that the nuclei with A > 30 are unbound in the spherical calculations, where A is the
mass number of P. The enhancement from the dotted line to the solid line stems from the deformation of
P. The g-matrix folding model with the AMD density thus yields results consistent with the data except
31Ne. The underestimation of this model for 31Ne comes from the inaccuracy of the AMD density in its
tail region.

The tail correction to the AMD density can be made as below. The ground state of 31Ne is de-
scribed by the 30Ne+n cluster model with excitations of 30Ne. The cluster-model calculation can be done
with the resonating group method (RGM) in which the ground and excited states of 30Ne are constructed
with AMD. This AMD+RGM calculation is quite time consuming, but it is done for 31Ne. The tail
correction to σR is 35 mb. The reaction cross section with the tail correction (a square symbol) well re-
produces the experimental data [11] with no adjustable parameter. Consequently, 31Ne is a halo nucleus
with large deformation.

4 Summary
We have shown recent developments of CDCC and the microscopic reaction theory as an underlying
theory of CDCC. This talk is based on the recent review article of Ref. 21.

First we have shown the theoretical foundation of CDCC by comparing the Faddeev method and
CDCC. The primary approximation in CDCC is the �-truncation P . The �-truncation changes the two-
body potentials, Ub and Uc, to three-body ones. The theoretical foundation of the �-truncation is inves-
tigated with the distorted Faddeev equations where the three-body potentials PUbP and PUcP are in-
serted. The CDCC solution is the zeroth-order solution to the distorted Faddeev equations. The rst-order
solution is strongly weakened by the suppression of coupling potentials, Ub − PUbP and Uc − PUcP .
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The CDCC solution is thus a good solution to the three-body Schrödinger equation, when �max is large
enough. The theoretical statement based on the distorted Faddeev equations is numerically conrmed to
be true by a direct comparison between the CDCC and Faddeev solutions [24].

As an underlying theory of CDCC, we have constructed a microscopic reaction theory for AA
scattering, using the multiple scattering theory. This is an extension of the KMT theory for nucleon-
nucleus scattering to nucleus-nucleus scattering. The input of the theory is the g-matrix NN interaction
instead of the realistic one. The g-matrix has much milder r-dependence, so that the Glauber model
becomes reliable when the model starts from the microscopic reaction theory of Ref. 15. The Glauber
model is applicable for the scattering of lighter projectiles from lighter targets at intermediate and high
incident energies, since Coulomb breakup is weak there.

Using the g-matrix folding model, one can construct the microscopic optical potential with pro-
jectile and target densities calculated by fully microscopic structure theories such as AMD and HF. This
fully microscopic framework has been applied to the scattering of stable nuclei and unstable neutron-
rich Ne-isotopes at intermediate incident energies with success of reproducing the data. In “the Island
of inversion” region, the nuclei are strongly deformed, and 31Ne is a halo nucleus with strong defor-
mation. The reliable microscopic optical potential can be used as an input of CDCC calculations. This
microscopic version of CDCC is quite useful to analyze the scattering of unstable nuclei.
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Abstract  
The analytical abrasion-ablation model has been used for quantitative 
predictions of the neutron and light ion spectra from nucleus-nucleus and 
nucleon-nucleus collisions. The abrasion stage of the present model utilizes 
Glauber’s multiple scattering theory and applies a small angle 
approximation. However the validity of the small angle approximation for 
the current model is unclear for systems with three or more particles in the 
final state as well as for light ions and nucleons. In this work, we have re-
derived the phase shift operator, χ, for the calculation of nuclear cross-
sections in of the abrasion-ablation model using an approximation developed 
by Wallace based on converting the partial wave series to a Fourier Bessel 
expansion, using Legendre functions and thereby eliminating the small angle 
approximation. We have computed differential cross-sections for various 
projectile-target data sets at different energies and scattering angles, and 
compare our model results to results from the previous model and published 
experimental data. 

1 Introduction 
The ionizing space radiation environment is a major concern in planning for deep space, long duration 
exploratory missions. The space ionizing radiation environment is very complex in nature and consists 
of wide varieties of particles over a large energy range. Analytical models for quantitative prediction 
of neutrons and light ions spectra from high and intermediate energy interactions provide a basis for 
modelling of production and transport of ion fragments produced during such interactions, while also 
providing important insight in the assessment of radiation damage during long duration deep space 
missions [1],[2]. The analytical abrasion-ablation model, based on Eikonal approximations as derived 
in the Glauber multiple scattering theory, has been widely used to describe the physics of secondary 
particle production and transport during high energy nucleus-nucleus and nucleon-nucleus 
collisions[3],[4].  

The abrasion-ablation model is based on a fragmentation theory that describes the secondary 
particle production from high energy interactions as a two step process[4], [5]. In the first step, the 
abrasion or knockout process, an incoming projectile, P, moving with some initial velocity 
(momentum) collides with a relatively stationary target T. During collision their overlapping volumes 
get sheared off and produce light ion and nucleon clusters. After the collision the remaining parts of 
the projectile and target nuclei continue in their original trajectory with near pre-collision velocities. 
However, the projectile pre-fragment is now in excited state and emits nucleons, light ion clusters and 
gamma rays to decay to ground state. This second step is known as the ablation process. The abrasion-
ablation model usually takes into account only projectile fragmentation. Target fragmentation is 
generally accounted for by swapping the projectile and target in the model with appropriate frame 
transformations. Theoretical formulations of the abrasion process are often based on Glauber multiple 
scattering theory and apply the optical limit potential approximation to the nucleus-nucleus multiple 
scattering series expansion in terms of an Eikonal approximation [4],[6], while the ablation part of the 
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model is based on the classical evaporation model of Weiskopf and Ewing, which treats the particle 
emission as a statistical process [5],[7].  

The motivation behind this work is the inherent small angle approximation used in Eikonal 
expansions in the Glauber multiple scattering series, which serve as the foundation in the formulation 
of the abrasion model. The Eikonal expansions in the Glauber model are treated in terms of a high 
energy, small angle approximation, which assumes that the total Eikonal phase for the scattering is 
equal to the sum of individual phases for the scattering of the projectile by  the target and also confines 
the scattering to the plane of the incident momentum [3], [4]. While the Glauber model has been 
successfully used in many applications, the validity of the model for three or more particles in the final 
state is unclear and, since light ion transport (Z ≤ 2) is basically a three dimensional problem, it cannot 
be properly described by the Glauber model, which is limited to the plane of incident momentum 
[3],[8]. In this work, we have used the higher order correction terms to the phase shift operator in the 
calculation of the scattering amplitude in the Glauber model, as developed by Wallace who converted 
the partial wave series into a Fourier-Bessel expansion, based on expansion of the Legendre 
polynomials [9],[10], [11]. This creates an infinite series for the phase shift operator, where the 
leading term is same as the Glauber model and higher order terms are corrections to the phase shift 
operator. The expansion is exact in the sense that no small angle approximation is made. Based on 
Wallace’s approach, we have developed four higher order correction terms to the phase shift operator 
for use in the development of the abrasion model.  We have also used Gaussian approximations for the 
nuclear densities for the purpose of computational simplicity. A comparison of predictions 
incorporating two and four higher order terms to the phase shift with predictions from the previous 
model and experimental data [12] for various heavy ion data sets is presented. 

2 Abrasion-Ablation Formulation 

2.1 Abrasion Formalism  

During a nuclear interaction, the cross section for abrading ‘n’ projectile nucleons can be given as 
[13]: 

 

2 1 Fn AP
n

A
P b P b bdb

n
Fn AFFb bdbFb                                      (1) 

Where the binomial coefficient PA
n

 describes the number of possible combinations of nucleons that 

can be emitted from an ensemble of PA  identical nucleons with F PA A n .  

In the above Eq.(1),  ( )P b)  is the nucleon non-removal probability expressed as a function of impact 
parameter ‘b’ and can be expressed as: 

2 Im
exp

P

b
P b

A

b
b                                                                  (2) 

with the Eikonal phase function bb  given in terms of Glauber model by Eq.(3):  
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1b V r dz
v

1b 1 r dzV r
v

                                                                           (3) 

In the above Eq.(3),  V rr  is the optical potential and ‘v’ is the relative velocity of the incoming 
particle in the incident momentum plane ‘z’.  

Eq.(1) treats all nucleons as identical objects. To differentiate between protons and neutrons in the 
projectile nucleus, a simple approach of substituting the binomial in Eq.(1) for all nucleons with 
binomials for protons and neutrons can be used [14]. Thus substituting Eq.(2) into Eq.(1) and 
separating the binomials to account for nucleon species, we can rewrite Eq.(1) as  

 

2 Im 2Im
2 1 exp exp

Pn z A n z

P P
nz

P P

b bN Z
bdb

n z A A

Pn z A n zPz A nz A nPPn zn z

b b2I
z

                 (4) 

nz n PN z PZ

   1

PA

abs n
n

                                                                           (5) 

which is 

2 1 PA

abs P b bdbbdbPAPPb bbP
                                                     (6) 

The momentum distributions of the projectile fragments are derived using the work by Haneishi and 
Fujita [15] for the derivation of nucleon momentum distributions in the rest frame of the projectile and 
can be expressed as  

23

0 2
1

( ) exp
2

n
i

i i

pn n C
p

p                                                                   (7)  

where np is the momentum of the nucleon in the projectile rest frame, ip  is the momentum width 
parameter given in terms of the Fermi momentum Fk  and 0n  is the normalization constant. . The 
values for  iC   and  ip   are taken from Cucinotta et al. [3].  

For the abrasion process, the nucleon momentum distribution can now be given as 
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2.2 Ablation Formalism 

In the ablation process, the excited prefragment nuclei from the abrasion process give up their excess 
energy and decay to their ground states by evaporating nucleons, light ion clusters and gamma rays. 
The nucleon emission spectra from the ablation process are described by using the Weisskopf-Ewing 
statistical decay model, which describes the probability of emission as a competing process [14], [7]. 
The probability function for the emission of particles used herein is from the works by Cucinotta et al. 
[3] and Kikuchi and Kawai [16], and is given as 

*

*

0

0

( )

2 ( )
( , )

( , )
l j

i i CN j i
i i E S

l

ig w E E
P j E

P j E dE

E                                                    (9)  

3
*

3  , , ,abr j j j i
jabl

d A Z E P j
dp

k

3 3 3

3 3 3
total abr abl

d d d
dp dp dp

3 Derivation of the Phase Function Correction Terms 

Wallace obtains the higher order correction terms to the phase shift operator in the Glauber model by 
deriving a relationship between partial wave representation and impact parameter representation of the 
scattering amplitude using an expansion of Legendre polynomials in terms of zero order Bessel 
functions [9],[17]. In his work, Wallace formulates a relationship between the Eikonal phase factor 
and the phase shift, thus creating an infinite series, where the first term is same as the Glauber model 
and higher order terms are correction terms. The total Eikonal phase is the sum of the zero order term 
and higher order correction terms in Wallace’s model.  Each term can be expressed as [11], [18] 
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T zz P x y zx y zyy zz
,t e yt e y, y

(A≤ 20) and Wood-Saxon 
distribution for the heavier nuclei (A > 20). For the purpose of simplicity, in this work the densities 
have been assumed to have simple Gaussian distributionsl, given as 

2exp( )A i ir C D rr C exp  
with ,i P T  representing the projectile and target constituents respectively. A justification of this 
simplification is presented in more detail in [1].  
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4 Results and Conclusion 
The study showed that the contributions of the higher order terms in the calculation of total and 
abrasion cross sections were only significant for the first two correction terms, especially at the lower 
energy regions. The contributions of the correction terms became smaller with increasing energy and 
were not significant enough for the third and fourth order correction terms. Comparison to the 
experimental data [12] show that the neutron double differential cross section predictions improved 
with the addition of two higher order correction terms. At angles larger than 30 degrees, the current 
work under predicts the cross section, which is due to the lack of isobar formation and decay channel 
in the current model. Overall there was a significant improvement in cross section prediction with 
addition of two correction terms, while third and fourth order term contributions were not significant. 

The comparisons for two and four correction terms and the comparison to the experimental data are 
shown below:  

 
Energy 

(MeV/N ) 
 

1
i

i

 

(mb) 

1

0
i

i

 

(mb) 

2

0
i

i

 

(mb) 

3

0
i

i

 

(mb) 

4

0
i

i

 

(mb) 
100 784.32 1368.40 1640.73 1690.05 1688.81 
200 774.21 1074.81 1119.02 1122.45 1122.45 
300 773.91 1022.38 1050.22 1051.92 1051.92 
500 780.40 1035.56 1060.73 1062.08 1062.82 

1000 783.19 1004.09 1019.68 1020.28 1020.28 
3000 781.38 864.69 866.73 866.76 866.76 
5000 781.60 833.82 834.58 834.59 834.59 
10000 781.97 805.01 805.15 805.15 805.15 

Table 1: Total Abrasion Cross Section with Correction Terms for 12C on 27Al at 10 Degrees 

 

Fig.1: Comparison of neutron differential cross section from abrasion process for 400 MeV/nucleon 14N on 12C 
at 400 scattering angle for 0, 2 and 4 correction terms. 
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Fig. 2: Comparison to the experimental data for 400 MeV/nucleon 14N beam colliding on 12C Target 
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Abstract
We present an accurate method of treating neutron removal reactions and it’s
applications. According to the method, the nuclear and Coulomb breakup pro-
cesses are consistently treated by the method of the continuum discretized cou-
pled channels. This method is referred to as the eikonal reaction theory (ERT).
We analyze the two types of removal reactions of 31Ne and 6He with ERT.

1 Introduction
Unstable nuclei have exotic properties such as the halo structure [1–3] and the change of magicity for
nuclei in the region called “island of inversion” [4]. One of the important experimental tools for exploring
such exotic properties is the nucleon removal reaction; see for example Ref. [5]. Very recently, a halo
structure of 31Ne has been reported following the experiment on the one-neutron removal reaction σ−n

at 230 MeV/nucleon not only for a 12C target but also for a 208Pb target [6]. This is the heaviest halo
nucleus at the present stage conrmed experimentally, which also resides within the region of “island of
inversion”.

The nucleon removal reaction is composed of the exclusive elastic breakup component and the
inclusive nucleon-stripping component. For analyses of such exclusive and inclusive reactions, Glauber
model [7] is often used. This model, however, becomes breakdown for Coulomb breakup reactions
because of the adiabatic approximation. Meanwhile, the method of continuum discretized coupled chan-
nels (CDCC) [8, 9] is highly reliable for describing exclusive reactions but not applicable to inclusive
reactions. Both method have different demerits.

In this paper, we introduce an accurate method of treating the one-neutron removal reaction at
intermediate incident energies induced by both nuclear and Coulomb interactions. In the method, the
nuclear and Coulomb breakup processes are accurately treated using CDCCwithout making the adiabatic
approximation to the latter, so that the calculated cross section is reliable even in the presence of the
Coulomb interaction. Thus, this method called the eikonal reaction theory (ERT) [10] is an essential
extension of the Glauber model and CDCC. ERT is applied to the one-neutron removal from 31Ne and
the two-neutron removal from 6He for both light (12C) and heavy (208Pb) targets and we show that ERT
is useful for describing neutron removal reactions.

2 Eikonal reaction theory (ERT)
We consider as the scattering of a two-body projectile (P) composed of a core nucleus (c) and a valence
neutron (n). Including a target (A), we take the three-body (c+n+A) system shown as Fig. 1

The starting point is the three-body Schrödinger equation,
[
−
�
2

2μ
∇2

R + hP + U (Nucl)
c (rc) + U (Coul)

c (rc) + U (Nucl)
n (rn)− E

]
Ψ(R, r) = 0 , (1)

where μ is the reduced mass between P and A. The three-dimensional vector R = (b, Z) stands for the
coordinate between P and A, whereas rx (x = n or c) is the coordinate between x and A and r means
the coordinate between c and n. The operator hP is the internal Hamiltonian of the projectile. U

(Nucl)
n is

the nuclear part of the optical potential between n and A, and U (Nucl)
c and U (Coul)

c are, respectively, the
nuclear and Coulomb parts of the optical potential between c and A.

61



Fig. 1: The three-body model for a two-body projectile

First we make a product assumption for the total wave function so that it is devided into the plane
wave part Ô and the remainder ψ,

Ψ = Ôψ(R, r) , (2)

Ô ≡
1

√
�v̂

eiK̂·Z , K̂ ≡

√
2μ(E − hP)

�
, v̂ ≡

�K̂

μ
. (3)

we apply the eikonal approximation to the product form (2), namely, ∇2

R
ψ is neglected in the kinetic

energy term. It leads to the following equation,

i
dψ

dZ
= Ô†UÔψ. (4)

The scattering matrix as a formal solution to Eq.(4) is

S = exp
[
− iP

∫
∞

−∞

dZÔ†

(
U (Nucl)
c + U (Coul)

c + U (Nucl)
n

)
Ô
]
. (5)

Here, P is the “time” ordering (Z ordering) operator which describes the multistep scattering processes
accurately.

In the Glauber model, the adiabatic approximation is made, in which hP is replaced with the
ground-state energy of the projectile, and hence Ô†UÔ and P in Eq. 5 are reduced to U/(�v0) and 1,
respectively, where v0 is the velocity of P in the ground state relative to A. At intermediate energies, this
treatment is known to be valid for short-range nuclear interactions, but not for the long-range Coulomb
interactions. Therefore, we make the adiabatic approximation in the evaluation of only Ô†U

(Nucl)
n Ô, i.e.,

we use
Ô†U (Nucl)

n Ô → U (Nucl)
n /(�v0) . (6)

U
(Nucl)
n /(�v0) is just a number so that this term is commutable with the operators Ô and P . As a result,

S can be separated into the core part Sc and the neutron part Sn,

S ≈ ScSn (7)

with

Sc ≡ exp

[
− iP

∫
∞

−∞

dZÔ†

(
U (Nucl)
c + U (Coul)

c

)
Ô

]
, (8)

Sn ≡ exp

[
−

i

�v0

∫
∞

−∞

dZ U (Nucl)
n

]
. (9)
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This separation of S is the essence of ERT. It should be noted that one cannot evaluate Sc directly with
Eq. (8), since it includes the operators Ô and P.

The one-neutron removal cross section is composed of stripping (σn:str) and elastic breakup (σbu)
cross sections.

σ
−n = σn:str + σbu (10)

σn:str and are written by Sc, Sn and the projectile ground-state wave function ϕ0,

σn:str =

∫
d2b

〈
ϕ0

∣∣|Sc|
2(1− |Sn|

2)
∣∣ϕ0

〉

= [σR − σbu]− [σR(−n)− σbu(−n)], (11)

where σR, σbu are the total reaction and elastic breakup cross sections, respectively,

σR =

∫
d2b

[
1−

∣∣〈ϕ0

∣∣ScSn

∣∣ϕ0

〉∣∣2] , (12)

σbu =

∫
d2b

[〈
ϕ0

∣∣|ScSn|
2
∣∣ϕ0

〉
−

∣∣〈ϕ0

∣∣ScSn

∣∣ϕ0

〉∣∣2] , (13)

and σR(−n), σbu(−n) correspond to the total reaction and elastic breakup, respectively, in which ScSn

is replaced with Sc. They are solution to the following equation,
[
−
�
2

2μ
∇2

R + hP + U (Nucl)
c (rc) + U (Coul)

c (rc)−E

]
Ψ(R, r) = 0 . (14)

Eqs.(1) and (14) can be solved with CDCC. This means that ERT makes CDCC applicable to inclusive
reactions.

3 One-neutron removal from 31Ne
We apply ERT to the one-neutron removal reactions for the 31Ne+12C scattering at 230 MeV/nucleon
and the 31Ne+208Pb scattering at 234 MeV/nucleon with a three-body (30Ne+n+A) model. The optical
potentials for the n-target and 30Ne-target subsystems are obtained by folding the effective nucleon-
nucleon interaction [11] with one-body nuclear densities. The densities of P and A are constructed by
the same method as in Ref. [12]. We assume the ground state of 31Ne to be either the 30Ne(0+)⊗ 1p3/2
or the 30Ne(0+) ⊗ 0f7/2, with the one-neutron separation energy Sn = 0.33 MeV [13]. As for the
breakup states, we include s-, p-, d-, f-, and g-waves up to the relative momentum between 30Ne and n
of 0.8 fm−1. For more detailed numerical inputs, see Ref. [10].

Table 1 shows the elastic-breakup cross section σbu, the one-neutron stripping cross section σn:str,
the one-neutron removal cross section σ

−n, and the spectroscopic factor S = σexp
−n /σ

th
−n for 12C and

208Pb targets. S calculated with the 1p3/2 ground-state neutron conguration little depends on the target
and less than unity, but that with the 0f7/2 conguration does not satisfy these conditions. Therefore, we
can infer that the major component of the ground state of 31Ne is 30Ne(0+)⊗ 1p3/2 with S ∼ 0.69. We
adopt this conguration in the following.

Since the potential between 30Ne and n is not well known, we change each of the potential pa-
rameters by 30% and see how this ambiguity of the potential affects the resulting value of S . We obtain
S = 0.693 ± 0.133 ± 0.061 for a 12C target and S = 0.682 ± 0.133 ± 0.062 for a 208Pb target; the sec-
ond and third numbers following the mean value stand for the theoretical and experimental uncertainties,
respectively. Thus, S includes a sizable theoretical uncertainty. This situation completely changes if we
look at the asymptotic normalization coefcient CANC, i.e., CANC = 0.320 ± 0.010 ± 0.028 fm−1/2

for a 12C target and CANC = 0.318 ± 0.008 ± 0.029 fm−1/2 for a 208Pb target. Thus, CANC has a
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Table 1: Integrated cross sections and the spectroscopic factor for the 31Ne-12C scattering at 230 MeV/nucleon
and the 31Ne-208Pb scattering at 234 MeV/nucleon. The cross sections are presented in unit of mb and the data are
taken from Ref. 6.

12C target 208Pb target
p3/2 f7/2 Exp. p3/2 f7/2 Exp.

σEB 23.3 3.3 799.5 73.0 (540)
σn:str 90 29 244 53
σ
−n 114 32 79 1044 126 712
S 0.693 2.47 0.682 5.65

much smaller theoretical uncertainty than S . This means that the one-nucleon removal reaction is quite
peripheral.

The experimental value of Sn has a large error, Sn = 0.29 ± 1.64 MeV [13], so we also see
the Sn dependence of CANC and S When Sn = 0.1 MeV, CANC = 0.128 ± 0.003 ± 0.011 fm−1/2

and S = 0.530 ± 0.084 ± 0.047 for a 12C target, and CANC = 0.105 ± 0.004 ± 0.010 fm−1/2 and
S = 0.358 ± 0.057 ± 0.033 for a 208Pb target. These values are plotted in Fig. 2. CANC and S are
sensitive to the value of Sn. We can see from the Sn dependence of S for a 208Pb target that S < 1 when
Sn < 0.6 MeV. It is thus necessary to determine Sn experimentally in the future to evaluate CANC and
S properly. However, we can say at least that CANC has a smaller theoretical error and weaker target
dependence than S for any value of Sn.

C target

C target

Pb target

Pb target

Spectroscopic factor

ANC

 0

 0.2

 0.4

 0.6

 0.8

 1

 0

S
p
ec

tr
o
sc

o
p
ic

 f
ac

to
r 

an
d
 A

N
C

 0.2  0.4  0.6  0.8  1

Neutron  separation  energy (MeV)

Fig. 2:

4 Two-neutron removal from 6He
ERT could be easily extended to three-body projectile. Combining this four-body ERT with four-body
CDCC [14, 15], we can calculate two-neutron removal cross sections. ERT is applied to two-neutron
removal reactions of 6He on 12C and 208Pb targets at 240 MeV/nucleon. In this case, the projectile is
treated as a three-body (α+ n+ n) system and hence four-body CDCC is used.

We use the microscopic folding potentials obtained by folding the Melbourne nucleon-nucleon
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g-matrix interaction [16] with the densities obtained by the spherical Hartree-Fock calculation with the
Gogny D1S interaction. [17, 18] The present framework has no adjustable parameters. the three-body
calculation of 6He and the model space of the reaction calculation is the same as in Ref. [15], with which
good convergence is achieved.

Table 2: Integrated cross sections for two-neutron removal reaction of 6He on 12C and 208Pb targets at
240 MeV/nucleon. The cross sections are presented in unit of mb and the experimental data are taken from
Ref. [19].

12C target 208Pb target
Calc. Exp. Calc. Exp.

σn:str 153.4 127 ± 14 353.6 320 ± 90
σ2n:str 29.0 33 ± 23 148.9 180 ± 100
σ
−2n 198.5 190 ± 18 1016.6 1150 ± 90

Table 2 shows the one- and two-neutron stripping cross sections, σn:str and σ2n:str, respectively,
and the two-neutron removal cross section σ

−2n. The present framework well reproduces the exper-
imental data [19] with no adjustable parameters. Thus, we can clearly see the reliability of ERT for
two-neutron removal reactions on both light and heavy targets.

5 Summary
We have presented an accurate method, which called the eikonal reaction theory (ERT), of treating the
neutron removal reaction at intermediate energies. According to the method, the nuclear and Coulomb
breakup processes are accurately and consistently treated by the framework of CDCC. ERT is an exten-
tion of the Glauber model and CDCC.

CANC and S of the last neutron in 31Ne are evaluated from the measured one-neutron removal
reaction. For the 1p3/2 orbit, S and CANC have weak target dependence and S < 1. On the other hand,
for the 1f7/2 orbit, S and CANC have strong target dependence and S > 1. These results indicate that
the last neutron mainly occupy the 1p3/2 orbit. CANC has a smaller theoretical error and weaker target-
dependence than S . Thus, CANC is determined more accurately than S . This means that the one-neutron
removal reaction is quite peripheral. We could understand the one-neutron removal from 31Ne within the
naive shell model.

The application of ERT to two-neutron removal reactions of 6He is also shown. The present
framework well reproduces the experimental data with no adjustable parameters. It was clearly shown
that ERT is useful for describing neutron-removal reactions.
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Abstract
In recent years, signicant progress has been made in ab initio nuclear struc-
ture and reaction calculations based on input from QCD employing Hamilto-
nians constructed within chiral effective eld theory. In this contribution, we
present one of such promising techniques capable of describing simultaneously
both bound and scattering states in light nuclei. By combining the resonating-
group method (RGM) with the ab initio no-core shell model (NCSM), we com-
plement a microscopic cluster approach with the use of realistic interactions
and a microscopic and consistent description of the clusters. We discuss appli-
cations to light nuclei scattering, radiative capture and fusion reactions.

1 Introduction
Nuclei are quantum many-body systems with both bound and unbound states. One of the major chal-
lenges for theoretical nuclear physics is to provide a unied description of structural and reaction prop-
erties of nuclei that is based on the fundamental underlying physics: the constituent nucleons and the
QCD-based realistic interactions among them. A predictive theory of reactions of light nuclei is needed
for many reasons.

First, it would greatly help our understanding of nuclear reactions important for astrophysics.
Some of the outstanding light-nucleus uncertainty sources in astrophysics applications include: reactions
leading to the nucleosynthesis of 8B (and the production of the solar neutrinos measured in terrestrial ex-
periments) such as the 7Be(p,γ )8B and 3He(α,γ )7Be radiative capture rates; the thermonuclear reaction
rates of α capture on 8Be and 12C nuclei during the stellar helium burning.

Furthermore, nuclear reactions are one of the best tools for studying exotic nuclei, which have
become the focus of the next generation experiments with rare-isotope beams. These are nuclei for which
most low-lying states are unbound, so that a rigorous analysis requires scattering boundary conditions.
In addition, much of the information we have on the structure of these short-lived systems is inferred
from reactions with other nuclei.

Finally, low-energy fusion reactions represent the primary energy-generation mechanism in stars,
and could potentially be used for future energy generation on earth. Examples of these latter reactions
include the d+3H→ n+4He fusion used at ITER and at the National Ignition Facility (NIF). Even though
there have been many experimental investigations of the cross sections of this reaction, there are still open
issues. A rst-principles theory based on accurate two-nucleon (NN ) and three-nucleon (NNN ) forces
will provide the predictive power to reduce the uncertainty in the reaction rate at very low temperatures;
provide an understanding of the reaction rate dependence on the polarization induced by the strong
magnetic elds (characteristic of both inertial and magnetic connement); and clarify the inuence of
non-local thermal equilibrium in plasma environments.

In this contribution, we describe the recently introduced ab initiomany-body approach to reactions
on light nuclei [1] that combines the resonating-group method (RGM) [2] with the ab initio no-core shell
model (NCSM) [3]. We discuss examples of calculations relevant for nuclear astrophysics, 7Be(p,γ)8B
radiative capture, calculations of the d-3He and d-3H fusion reactions, and investigations of the ground-
state (g.s.) resonance of the exotic nucleus 7He.
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2 Ab initio NCSM/RGM
The ab initio nuclear reaction approach that we are developing is an extension of the ab initio no-core
shell model (NCSM) [3]. The innovation which allows us to go beyond bound states and treat reactions
is the use of cluster basis states in the spirit of the resonating-group method,

|ΦJπT
νr � =

[(
|A−aα1I

π1

1 T1� |aα2I
π2

2 T2�
)(sT )

Y� (r̂A−a,a)
](JπT ) δ(r − rA−a,a)

rrA−a,a
, (1)

in which each nucleon cluster is described within the NCSM. The above translational invariant cluster
basis states describe two nuclei (a target and a projectile composed ofA−a and a nucleons, respectively)
whose centers of mass are separated by the relative coordinate �rA−a,a and that are traveling in a 2s�J wave
or relative motion (with s the channel spin, � the relative momentum, and J the total angular momentum
of the system). Additional quantum numbers characterizing the basis states are parity π = π1π2(−1)�

and total isospin T . For the intrinsic (antisymmetric) wave functions of the two nuclei we employ the
eigenstates |A−aα1I

π1

1 T1� and |aα2I
π2

2 T2� of the (A − a)- and a-nucleon intrinsic Hamiltonians,
respectively, as obtained within the NCSM approach. These are characterized by the spin-parity, isospin
and energy labels Iπi

i , Ti, and αi, respectively, where i = 1, 2. In our notation, all these quantum
numbers are grouped into a cumulative index ν = {A−aα1I

π1

1 T1; aα2I
π2

2 T2; s�}. Finally, we note
that the channel states (1) are not antisymmetric with respect to exchanges of nucleons pertaining to
different clusters. Therefore, to preserve the Pauli principle one has to introduce the appropriate inter-
cluster antisymmetrizer, schematically Âν =

√
(A−a)!a!

A!

(
1 +

∑
P �=id(−)pP

)
, where the sum runs over

all possible permutations of nucleons P different from the identical one that can be carried out between
two different clusters and p is the number of interchanges characterizing them.

The channel states (1), fully antisimmetrized by the action of the antisymmetrization operator Âν ,
are used as a continuous basis set to expand the many-body wave function,

|ΨJπT � =
∑

ν

∫
drr2 Âν |Φ

JπT
νr �

[N−1/2χ]J
πT

ν (r)

r
, (2)

where χJπT
ν (r) represent continuous amplitudes determined by solving the orthogonalized RGM equa-

tions:
∑

ν′

∫
dr�r� 2[N−

1

2HN−
1

2 ]J
πT

νν′ (r, r�)
χJπT
ν′ (r�)

r�
= E

χJπT
ν (r)

r
. (3)

Here N JπT
νν′ (r, r�) and HJπT

νν′ (r, r�), commonly referred to as integration kernels, are respectively the
overlap (or norm) and Hamiltonian matrix elements over the antisymmetrized basis (1), i.e.:

N JπT
ν′ν (r�, r) =

〈
ΦJπT
ν′r′

∣∣ Âν′Âν

∣∣ΦJπT
νr

〉
, HJπT

ν′ν (r�, r) =
〈
ΦJπT
ν′r′

∣∣ Âν′HÂν

∣∣ΦJπT
νr

〉
(4)

where H is the microscopic A−nucleon Hamiltonian and E is the total energy in the center of mass
(c.m.) frame. The calculation of the above many-body matrix elements, which contain all the nuclear
structure and antisymmetrization properties of the system under consideration, represents the main task
in performing RGM calculations. Further details are given in Refs. [4, 5]. In the applications presented
in Sec. 3 and 4 we employ SRG-evolved [6, 7] chiral N3LO [8] NN potentials (SRG-N3LO).

3 Applications
3.1 The 7Be(p,γ)8B radiative capture
The 7Be(p,γ )8B radiative capture is the nal step in the nucleosynthetic chain leading to 8B and one of
the main inputs of the standard model of solar neutrinos. Recently, we have performed the rst ab initio
many-body calculation [9], of this reaction starting from the SRG-N3LONN interaction with Λ = 1.86
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fm−1. Using p-7Be channel states including the ve lowest Nmax = 10 eigenstates of 7Be (the 3
2

−

ground and the 1
2

−,7
2

−, and rst and second 5
2

− excited states), we solved Eq. (3) rst with bound-state
boundary conditions to nd the bound state of 8B, and then with scattering boundary conditions to nd
the p-7Be scattering wave functions. Former and latter wave functions were later used to calculate the
capture cross section, which, at solar energies, is dominated by non-resonant E1 transitions from p-7Be
S- and D-waves into the weakly-bound ground state of 8B. All stages of the calculation were based on
the same harmonic oscillator (HO) frequency of �Ω = 18 MeV, which minimizes the g.s. energy of 7Be.
The largest model space achievable for the present calculation within the full NCSM basis is Nmax = 10.
At this basis size, the 7Be g.s. energy is very close to convergence as indicated by a fairly at frequency
dependence in the range 16 ≤ �Ω ≤ 20 MeV, and the vicinity to the Nmax = 12 result obtained within
the importance-truncated NCSM [10, 11]. The choice of Λ = 1.86 fm−1 in the SRG evolution of the
N3LO NN interaction leads to a single 2+ bound state for 8B with a separation energy of 136 keV
quite close to the observed one (137 keV). This is very important for the description of the low-energy
behavior of the 7Be(p,γ )8B astrophysical S-factor, known as S17. We note that the NNN interaction
induced by the SRG evolution of the NN potential is repulsive in the Λ-range ∼ 1.8-2.1 fm−1, and, in
very light nuclei, its contributions are canceled to a good extent by those of the initial attractive chiral
NNN force (which is also SRG evolved) [12, 13].

The resulting S17 astrophysical factor is compared to several experimental data sets in Figure 1.
Energy dependence and absolute magnitude follow closely the trend of the indirect Coulomb breakup
measurements of Shümann et al. [14, 15], while somewhat underestimating the direct data of Junghans
et al. [16]. The resonance, particularly evident in these and Filippone’s data, is due to the M1 capture,
which does not contribute to a theoretical calculation outside of the narrow 8B 1+ resonance and is
negligible at astrophysical energies [17, 18]. The M1 operator, for which any dependence upon two-
body currents needs to be included explicitly, poses more uncertainties than the Siegert’s E1 operator.
We plan to calculate its contribution in the future. The shape is also quite similar to that obtained within
the microscopic three-cluster model [19] (see the dashed line in Fig. 1 (a)) used, after scaling to the data,
in the most recent S17 evaluation [18]. The contributions from the initial 1−, 2− and 3− partial waves
are shown in panel (b) of Fig. 1.

The convergence of our results with respect to the size of the HO model space was assessed by
means of calculations up to Nmax = 12 within the importance-truncation NCSM scheme [10, 11] with
(due to computational limitations) only the rst three eigenstates of 7Be. The Nmax = 10 and 12 S-
factors are very close. As for the convergence in the number of 7Be states, we explored it by means of
calculations including up to 8 7Be eigenstates in a Nmax = 8 basis (larger Nmax values are currently
out of reach with more then ve 7Be states). Based on this analysis, we conclude that the use of an
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considered. Initial-state partial wave contributions are shown in panel (b). Calculation as described in the text.
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Nmax = 10 HO model space is justied and the limitation to ve 7Be eigenstates is quite reasonable.
Finally, our calculated S17(0) = 19.4(7) MeV b is on the lower side, but consistent with the latest
evaluation 20.8 ± 0.7(expt)±1.4(theory) [18].

3.2 The 3H(d, n)4He and 3He(d, p)4He fusion reactions
The 3H(d, n)4He and 3He(d, p)4He fusion reactions have important implications rst and foremost for
fusion energy generation, but also for nuclear astrophysics, and atomic physics. Indeed, the deuterium-
tritium fusion is the easiest reaction to achieve on earth and is pursued by research facilities directed
at reaching fusion power by either inertial (e.g., NIF) or magnetic (e.g., ITER) connement. Both
3H(d, n)4He and 3He(d, p)4He affect the predictions of Big Bang nuclosynthesis for light-nucleus abun-
dances. In addition, the deuterium-3He fusion is also an object of interest for atomic physics, due to the
substantial electron-screening effects presented by this reaction.

In the following we present the rst ab initio many-body calculations [20] of these reactions start-
ing from the SRG-N3LO NN interaction with Λ = 1.5 fm−1, for which we reproduce the experimental
Q-value of both reactions within 1%. We adopted HO model spaces up to Nmax = 13 with a fre-
quency of �Ω = 14 MeV. The channel basis includes n-4He (p-4He), d-3H (d-3He), d∗-3H (d∗-3He)
and d�∗-3H (d�∗-3He) binary cluster states, where d∗ and d�∗ denote 3S1-3D1 and 3D2 deuterium excited
pseudostates, respectively, and the 3H (3He) and 4He nuclei are in their ground state.

Figure 2 (left) presents the results obtained for the 3He(d, p)4He S-factor. The deuteron deforma-
tion and its virtual breakup, approximated by means of d pseudostates, play a crucial role. The S-factor
increases dramatically with the number of pseudostates until convergence is reached for 9d∗ +5d�∗. The
dependence upon the HO basis size is illustrated by the 3H(d, n)4He results of Fig. 2 (right). The con-
vergence is satisfactory and we expect that an Nmax=15 calculation, which is currently out of reach,
would not yield signicantly different results. The experimental position of the 3He(d, p)4He S-factor is
reproduced within few tens of keV. Correspondingly, we nd an overall fair agreement with experiment
for this reaction, if we exclude the region at very low energy, where the accelerator data are enhanced
by laboratory electron screening. The 3H(d, n)4He S-factor is not described as well with Λ=1.5 fm−1.
Due to the very low activation energy of this reaction, the S-factor (particularly peak position and height)
is extremely sensitive to higher-order effects in the nuclear interaction, such as three-nucleon force (not
yet included in the calculation) and missing isospin-breaking effects in the integration kernels (which are
obtained in the isospin formalism). To compensate for these missing higher-order effects in the interac-
tion and reproduce the position of the 3H(d, n)4He S-factor, we performed additional calculations using
lower Λ values. This led to the theoretical S-factor of Fig. 2 (right) (obtained for Λ=1.45 fm−1), that is in
overall better agreement with data, although it presents a slightly narrower and somewhat overestimated
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peak. This calculation would suggest that some electron-screening enhancement could also be present in
the 3H(d, n)4He measured S factor below 10 keV c.m. energy. However, these results cannot be consid-
ered conclusive until more accurate calculations using a complete nuclear interaction (that includes the
three-nucleon force) are performed. Work in this direction is under way.

4 No-core shell model with continuum: Application to unbound 7He
We can improve on the NCSM/RGM formalism with a more general unied approach, the no-core shell
model with continuum (NCSMC), based on the coupling of the A-nucleon NCSM eigenstates with the
NCSM/RGM binary-cluster states. We augment the NCSM/RGM ansatz for the A-body wave function
by means of an expansion over A-body NCSM eigenstates |AλJπT � according to:

|ΨJπT
A �=

∑

λ

cλ|AλJ
πT �+

∑

ν

∫
dr r2

[N−1/2χ]ν(r)

r
Âν|Φ

JπT
νr �, (5)

The NCSM sector of the basis provides an effective description of the short- to medium-range A-body
structure, while the NCSM/RGM cluster states make the theory able to handle the scattering physics
of the system. The discrete, cλ, and the continuous, χν(r) (see Eq. 2) unknowns of the NCSMC wave
functions are obtained as solutions of coupled equations that generalize Eq. 3.

This formalism can be applied successfully even to exotic unbound systems like 7He. The ground
state of this nucleus is a 3/2− resonance at 0.43 MeV above the neutron and 6He threshold. In Fig. 3,
we present the dependence of the 3/2− g.s. phase shifts on the number of 6He eigenstates included
in the NCSM/RGM (blue lines) and NCSMC (red lines) calculations. The NCSM/RGM calculation
with the 6He target restricted to its g.s. does not produce a 7He 3/2− resonance (the phase shift does
not reach 90 degrees). A 2P3/2 resonance does appear once the 2+1 state of 6He is coupled, and the
resonance position further moves to lower energy with the inclusion of the second 2+ state of 6He. On
the contrary, the 2P3/2 resonance is already present in the NCSMC calculation that includes four 3/2−

NCSM 7He eignestates with only the g.s. of 6He. Adding the 2+1 state of 6He generates a modest shift of
the resonance to a still lower energy while the second 2+ state of 6He has no signicant inuence. We
further observe that the resonance position in the NCSMC calculation is lower than the NCSM/RGM one
by about 0.7 MeV. This difference is due to the additional correlations brought by the 7He eigenstates that
are coupled to the n+6He binary-cluster states in the NCSMC and that compensate for higher excited
states of the 6He target omitted in the NCSM/RGM sector of the basis. While NCSM/RGM calculations
with a large number of cluster excited states can become prohibitively expensive, the coupling of a few
NCSM eigenstates of the composite system is straightforward. More details can be found in Ref. [21].
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5 Conclusions and Outlook
We gave an overview of the NCSM/RGM, an ab initio many-body approach capable of providing a
unied description of structural and reaction properties of light nuclei, by combining the RGM with
the use of realistic interactions, and a microscopic and consistent description of the nucleon clusters,
achieved via the ab initio NCSM. Since the publication of the rst results [1,4,22], obtained for nucleon-
nucleus collisions, the NSCM/RGM has grown into a powerful approach for the description of light-ion
fusion reactions. The formalism has been extended to include two-nucleon (deuteron) projectiles [5],
as well as complex reactions with both nucleon-nucleus and deuteron-nucleus channels [20], based on
realistic NN interactions. Further extensions of the approach to include the three-nucleon components
of the nuclear interaction and three-cluster channel states are under way.
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Importance of nal-state uctuations in radiative capture reactions and
applications to surrogate reaction measurements

F. S. Dietrich
Lawrence Livermore National Laboratory, Livermore, CA 94551, USA

Abstract
Fluctuation effects in the nal state of a direct reaction leading to unbound
states were studied by Kerman and McVoy (KM). A simplied form of the KM
theory has provided the key to the interpretation of a 89Y(�p,γ ) 90Zr∗ measure-
ment in which the residual 90Zr∗ nucleus was formed at excitation energies
up to ≈28 MeV, well above the proton separation energy in 90Zr. The same
modied KM theory can be applied to other processes, such as the use of the
(d, p) reaction to insert a neutron into a target to form a compound nucleus, as
an alternative to direct formation by neutron bombardment. This is an example
of the surrogate reaction mechanism, currently being developed for the indi-
rect measurement of reactions on unstable targets. Leakage of the nal-state
neutron into the continuum invalidates the mechanism and thus its magnitude
must be estimated. We use the modied KM theory to estimate this effect.

1 Introduction
A treatment of uctuation effects in the nal state of a direct reaction leading to highly-excited states
in the residual nucleus was given by Kerman and McVoy (KM) [1], using an extension of the reaction
framework developed by Kawai, Kerman and McVoy (KKM) [2]. The KM theory provides a basis
for understanding the formation and subsequent decay of a compound nucleus B∗ resulting from direct
reactions such as A(d, p)B∗.

We will show how a simplied form of the KM theory provided the key to the interpretation of the
89Y(�p,γ ) 90Zr∗ reaction measurement [3] with 19.6-MeV polarized protons, in which the residual 90Zr∗
nucleus was formed at excitation energies up to ≈28 MeV, well above the proton separation energy
in 90Zr. A straightforward extension of the direct-semidirect capture theory to unbound nal states
completely failed to explain the observed gamma spectra and angular distributions, but the addition of an
absorptive term for the nal-state proton obtained from the modied KM theory solved the problem and
yielded an excellent reproduction of the observed gamma spectra, angular distributions, and analyzing
powers [3].

The same modied KM theory can be applied to other direct reactions forming an unstable nal
state. A case of contemporary interest is the use of the (d, p) reaction to insert a neutron into a target
to form an unstable compound nucleus, as an alternative to direct formation of the compound system
by neutron bombardment. This is an example of the surrogate reaction mechanism, which is being
developed for the indirect measurement of statistical reactions on rare or unstable targets. This topic has
been covered in a recent review article [4]. Since it is assumed in applications of the surrogate reaction
technique that the nal-state neutron damps into a compound nucleus, leakage of the captured neutron
into the continuum invalidates the surrogate mechanism, and thus its magnitude must be estimated. The
modied KM theory (as well as closely related approaches [5, 6]) can estimate the leakage fraction, and
preliminary estimates have been made [4]. Since the direct-semidirect (n,γ ) radiative-capture reaction
deposits a neutron into a nucleus in a manner similar to the (d, p) stripping reaction, we can use the
capture reaction to get an estimate of the leakage. We show estimates of the leakage probability as a
function of the orbital angular momentum of the deposited neutron, and conclude that it is signicant (of
the order of 50% for low angular momenta).
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It has so far been assumed that the surrogate compound nucleus decays according to simple
Hauser-Feshbach branching ratios, but this ignores possible correlations between the decay channels
and the direct-reaction formation process. This part of the problem will require application of the full
KM theory.

We now show a few of the key results from the KKM, KM, and direct-semidirect capture theories
that will be relevant to the following discussion.

In KKM [2], the S matrix element connecting entrance channel c and exit channel c� is written as
an optical-potential background term plus a sum over resonances identied by q,

Scc′(E) = Scc′(E) − i
∑

q

gqcgqc′

E − Eq
, (1)

where gqc is an amplitude for decay from the state q into the channel c, and Eq is the (complex) energy of
q. By construction, the energy average over an interval containing many states q is zero. The uctuation
(compound) cross section in the large width-to-spacing limit, Γ/D � 1, is dened in terms of certain
averages over the resonance parameters,

Xcc′ =

(
2π

DΓ

)1/2

�gqcg
∗

qc′�q. (2)

In KM [1], it was recognized that population of resonances q in a 2-body entrance channel c could
be accomplished via a direct transfer reaction as well. An example would be the replacement of the
absorption reaction n+A → B∗ by the stripping reaction A(d, p)B∗. The expression in KM analogous
to Eq. 1 is for the T matrix,

TRc = TRc +
∑

q

MRqgqc
E − Eq

, (3)

where TRc is the usual direct amplitude (calculated, e.g., in DWBA) and MRq is the replacement for
the KKM amplitude gqc. The factor MRq is dened in terms of an amplitude mRc1(r) for nding the
deposited particle at position r in channel c1,

mRc1(r) =
1

2π

∑

c0

∫
dr�MR

c0(r
�)G (+)

c0c1(r
�, r), (4)

whereMR
c0(r

�) is the direct-reaction amplitude for depositing the particle at spatial position r� in channel
c0, which is then propagated to position r in channel c1 by the Green’s function G (+). ThenMRq is

MRq =
∑

c1

∫
drVqc1(r)mRc1(r), (5)

where Vqc1(r) is the interaction that captures the particle at r in channel c1 into the resonant state q. The
main result from KM that is relevant to the present work was obtained by calculating the inclusive cross
section, i.e., the sum over all nal channels c. After several approximations, KM found the expression

∑

c

�σfl
Rc� ≈ −4π

∑

c1

∫
dr |mRc1(r)|

2 Wc1(r), (6)

where Wc1(r) is the imaginary part of the optical potential acting on the captured particle after the
transfer reaction.

Direct-semidirect capture (DSD) is a well-known process that may be regarded as the DWBA
theory for radiative capture, mainly useful for nucleons. One calculates matrix elements of an effective
radial operator, which for electric radiation of multipolarity L is

QL = qLr
L +

(
1

Eγ − Eres + iΓ/2
−

1

Eγ + Eres

)
h�L(r), (7)
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where the rst term represents direct capture and qL is a kinematic effective charge. The second (semidi-
rect) term describes capture through excitation and subsequent gamma emission of a giant resonance at
excitation energy Eres with width Γ; h′L(r) is a radial form factor describing the excitation. The sec-
ond part of the semidirect term represents excitation by the particle in the nal state (core polarization).
Nearly all calculations preceding the work described here [3], such as that described in Ref. [7], were for
capture of a continuum nucleon into a bound nal state.

2 Radiative capture to unbound states

Fig. 1: Gamma spectra at 125o from the 89Y(�p,γ ) reaction with protons protons polarized up and down along an
axis perpendicular to the reaction plane.

We describe the work on radiative capture in chronological order to emphasize the important con-
tributions of Prof. Arthur Kerman to this project. Before this work, several candidate mechanisms were
proposed to explain the spectra of nucleon-induced gamma spectra populating both bound and unbound
nal states. These included equilibrium statistical emission, preequilibrium or multistep reactions (e.g.,
intermediate nucleon emission preceding the gamma), and DSD (although this had been implemented
only for direct capture in light nuclei [8]).

To clarify this problem, we carried out measurements of the angular distributions and analyzing
power of gammas emitted in the 89Y(�p,γ ) reaction with 19.6 MeV polarized protons [3]. Spectra were
measured at 5 angles between 30o and 150o with both signs of the proton polarization along an axis
perpendicular to the reaction plane. The spectra at 125o, shown in Fig. 1, exhibit signicant polarization
effects above ≈17 MeV. Gammas above 19.6 MeV correspond to bound nal states in the residual 90Zr;
those below, to states in which the captured proton is unbound and may be emitted into the continuum.

To explain the results, we rst implemented a straightforward DSD capture calculation with a con-
tinuum (optical-model) nal state wave function, similar to what was done in Ref. [8]. This calculation
underestimated the magnitude of the cross section by 7 orders of magnitude. We soon realized that this
discrepancy was due to the fact that the emission of the captured proton was suppressed by the Coulomb
barrier, and that instead the proton was absorbed.

At this point Prof. Kerman pointed out that the KM paper could be applied to this problem. We im-
plemented Eqs. 4 and 6 shown above, using an on-shell approximation for the Green’s function in Eq. 4,
and found that the discrepancy in the magnitude was reduced to a mere 2 orders of magnitude! We then
calculated the full Green’s function and obtained an excellent reproduction of the angular distributions
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and analyzing powers as well as the spectral shapes. During this last stage we re-examined the theory
and found that the inclusive cross section, which is all that is needed for the present case, can be derived
more easily by applying closure to the nal states, without requiring the approximations used to get the
KM expression of Eq. 6. The resultant expressions are given in Ref. [3], in which the double-differential
cross section for the full extended DSD theory can be expressed as a sum of two components,

dσ

dEγdΩγ
= σ1 + σ2, (8)

where σ1 is identical to the KM expression of Eq. 6 (in a slightly different notation) and represents
compound-nucleus absorption in the nal state. σ2 is the direct escape contribution, which is the straight-
forward extension of DSD using a continuum nal state wave function. This term is negligible in the
present case as noted above, but, as will be seen below, it is signicant for neutron capture since there is
no Coulomb barrier.

Fig. 2: 90o spectrum of the gammas from the 89Y(p,γ ) reaction, together with the full DSD and Hauser-Feshbach
calculations.

Figure 2 shows the gamma spectrum at 90o, together with the extended DSD calculations and
equilibrium statistical (Hauser-Feshbach) calculations of the spectra using two commonly used models
for the gamma strength function. We see that there is no apparent need for reaction mechanisms other
than those shown in the gure, at least up to ≈20 MeV incident energy. In carrying out this calculation,
we have included direct E1, E2, and E3 radiation as well as semidirect E1.

3 Application to surrogate reactions
The compound nuclear reaction, illustrated in the top portion of Fig. 3, may be difcult or impossible to
measure if the target A is rare or unstable. An alternative approach, the surrogate reaction technique [4],
involves forming the same compound nucleus in a direct reaction on a different target, as shown in the
bottom portion of the gure. Corrections using nuclear reaction theory are required, since the spin-
parity distribution of the compound system is different in the two cases, and the nal state of the direct
reaction may emit particles before an equilibrium compound nucleus is formed (i.e., incomplete or partial
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Fig. 3: Schematic picture of the formation of a compound nucleusB∗ via either an absorption reaction a+ A →

B∗, or a direct interaction D(d, b)B∗. In both cases, the compound nucleus subsequently decays into the various
open channels.

fusion). Note that the relation between the desired and surrogate reactions is exactly the same as between
the KKM and KM theories.

A particularly interesting case is the use of a (d, p) reaction as a surrogate for neutron absorption on
an unstable target, since it may be useful for the determination of astrophysical neutron capture reactions.
Since the (n,γ ) process described by the extended DSD theory and the (d, p) reaction deposit a neutron
onto a target in a similar manner, we can use a DSD calculation to give relevant estimates of both the
spin distributions and the compound formation probability. The compound formation probability is easily
obtainable since the calculation separately identies the compound formation and the neutron escape (σ1
and σ2, respectively, in Eq. 8).

In Fig. 4 we show calculations of the cross sections and compound formation probabilities for the
89Y(n,γ ) reaction at 19.6 MeV incident energy. These quantities are shown as a function of the orbital
angular momentum L of the captured neutron, for three values of the energy available for neutron escape,
1, 5, and 11 MeV.

The upper panels of the graph show a striking odd-even effect in the dependence of the cross
section on L. This is a consequence of the single-particle spectroscopy of the captured neutron in the
potential well of the 89Y target, and can be associated with the alternation of even and odd parities in
the major shells in a harmonic oscillator potential. The lower panels show that for low L and low escape
energies the compound formation probability is rather low, of the order of 0.5. For increasing L, the
angular momentum barrier increases and eventually becomes large enough to inhibit escape, so that the
formation probability approaches unity. Both of these effects are large enough that they will need to
be carefully taken into account in the analysis of (d, p) surrogate reactions. Some preliminary escape
calculations for (d, p) surrogate reactions using a similar reaction theory [5, 6] have been reported in
Ref. [4].

4 Conclusions
The extended DSD theory, supplemented by Hauser-Feshbach, describes capture to both bound and
unbound regions. Together with further work not shown here, there is no evident need for multistep
contributions up to approximately 33 MeV. The theoretical result for inclusive reactions agrees with the
expression in KM, but obtaining it does not require detailed treatment of resonance structure as in KM.
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Fig. 4: Cross section and compound-nucleus formation probability for radiative capture to unbound nal states in
the 89Y(n,γ ) reaction at 19.6 MeV incident energy, as a function of the orbital angular momentum of the neutron
following capture. Results are shown for nal-state neutron escape energies of 1, 5, and 11 MeV. The upper graphs
show the cross sections, which are the angle-integrated values calculated from the extended DSD theory. The lower
graphs show the probability that a compound nucleus is formed.

The theory predicts the ratio of compound formation to direct escape of the particle after capture.
In comparing 89Y(p,γ ) and 89Y(n,γ ), we nd that for protons the compound formation dominates
hugely because of the Coulomb barrier. However, for neutrons, the neutron escapes a signicant fraction
of the time.

The calculation of escape vs. compound formation for neutron capture has been useful in under-
standing and quantifying the challenges in using (d, p) as a surrogate reaction to form the same compound
nucleus as in neutron absorption.

It is important to realize that the treatment of inclusive reactions discussed here is not sufcient to
understand possible correlations between compound decay channels and the formation of the compound
nucleus by a direct reaction. If these are important, the statistical properties of the full KM theory will
be required. As a pertinent example, the cross sections for formation of the compound resonances in the
(d, p) reaction may very well be correlated with the neutron decay widths of these resonances.
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Abstract 

The calculation of the neutron double differential cross sections for p+9Be 
reaction is performed. The secondary outgoing neutrons only coming from 
the (n,np2α) reaction channel through four different emission processes, are 
illustrated in detail. Since two predicted levels of 9Be, i.e., 
E(Jπ)Г=9(5/2+)1000 and 10(5/2+)1000 have been proposed in 2009, in this 
work those two predicted levels are analyzed further based on the neutron 
double differential cross sections at Ep=18 MeV. The calculated results 
indicate that the fittings would be improved obviously while the predicted 
levels have been employed. 

 

1 Introduction 
9Be has been selected as the material for controlled thermonuclear reactors for a long time. For 
improving neutron economy in thermal and fast-fission reactors and in the design of accelerator-driven 
spallation neutron sources, 9Be is still a very useful material[1], because of the relatively large (n,2n) 
cross section, low mass and low neutron-capture cross section.  

A model for description of light particles induced light nucleus reaction was proposed in 
1999[2] and improved in 2009 by Jingshang Zhang[3]. The key point of this model is that the angular 
momentum and parity conservation is taken into account properly in the emission process from a 
compound nucleus to the discrete levels of the residual nuclei with pre-equilibrium mechanism. The 
double-differential cross sections of total outgoing neutrons for a series of light nucleus reactions, such 
as 6,7Li[4,5], 10,11B[6,7], 12C[2], 14N[8], 16O[9] and 19F[10], have been analyzed successfully by using 
this model. Furthermore, in 2009[11], the calculation and analysis of the double-differential cross 
sections from neutron induced 9Be reactions had been performed based on the updated level 
schemes[12]. The model calculations are very sensitive to the level schemes, because all of the 
residual states are discrete levels in light nucleus reactions. Although the updated level scheme of 9Be 
had been employed in the calculation, there were still some deficiencies between contributions from 
the 9th and 10th levels. In view of the much higher energy interval, we predicted that there were two 
new levels between the 9th level 7.94(5/2-) and the 10th level 11.238(7/2+). The calculated results 
indicted the fittings would be improved obviously, while the predicted levels 9.0(5/2+) and 10.0(5/2+) 
had been employed in the calculation[11]. Now, in this work, the calculation and analysis of the 
double-differential cross sections from p+9Be reactions are performed to verify the validity of those 
two predicted levels. The level scheme of 9Be employed in this calculation has been listed in Table I 
including those two predicted levels.  
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Energy(MeV) Spin and parity Energy width (keV) 

g.s. 3/2- stable 

1.684 1/2+ 217 

2.4294 5/2- 0.78 

2.78 1/2- 1080 

3.049 5/2+ 282 

4.704 3/2+ 743 

5.59 3/2- 1330 

6.38 7/2- 1210 

6.76 9/2+ 1330 

7.94 5/2- 1000 

*9.0 5/2+ 1000 

*10.0 5/2+ 1000 

11.283 7/2- 575 

11.81 5/2- 400 

13.79 ?- 590 

14.3922 3/2- 0.381 

14.48 5/2- 800 

15.10 ? 350 

15.97 ? 300 

16.671 5/2- 41 

16.9752 1/2- 0.389 

17.298 5/2- 200 

17.493 7/2+ 47 

Table 1. The level scheme of 9Be taken from Ref[12] 

*Labels the predicted levels; g.s. =ground state; ? indictes the abcent data 
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The emitted neutron of p+9Be reactions only come from the (p,np2α) channel with four different 
reaction approaches. On the basis of the statistical theory[3], we calculate the total outgoing neutron 
double differential cross sections at 18 MeV incident proton energies using updated levels, while two 
predicted levels are (or not) employed. The results show that two predicted levels, i.e., 
E(Jπ)Г=9.0(5/2+)1000 and 10.0(5/2+)1000, as labeled asterisk in Table I, obviously improve the 
agreement with the experimental data[13]. 

This article proceeds as follow. In Sec.II, the opened channels of p+9Be reaction are analyzed in 
detail. The comparisons are performed between the model calculation and the experimental data in 
next section, while the two predicted levels are (or not) employed. In the last section a brief summary 
is given. 

2  Reaction channels 
In view of p+9Be reactions with incident proton energy Ep≤20MeV, the opened reaction channels, the 
corresponding reaction Q-values and the threshold energy Eth in unit of MeV are listed as follows 

(1) 

 

After the neutron is emitted from the compound nucleus 10B, the residual nucleus is 9B which 
could emit the proton continuously with the residual nucleus 8Be. 8Be is unstable and can be separated 
into two alpha particles. Thus, this reaction is one of decay modes to the (p, np2 ) reaction channel. 
The residual nucleus 9Be* is yielded through proton emission. Of course the proton emission leaving 
9Be in the ground belongs to (n, p) channel. In fact, neutron can be emitted from 9Be* in first three 
levels with unstable residual nucleus 8Be, which belongs to (n, pn2 ) channel. Furthermore, the alpha 
particles emission will appear above the fourth level of 9Be with unstable residual nucleus 5He which 
can be separated into neutron and alpha spontaneously, therefore this decay mode also belongs to (n, 
pn2 ) channel. In this calculation 5He emission is taken into account with unstable residual nucleus 
5Li, as well known, which can be separated into proton and alpha particle. Hence, this reaction also is 
one of decay modes to the (p, np2 ) reaction channel. The reaction mechanisms to 9Be(p,np2 ) 
channel involved in the model calculation are shown as follows 

  

9303.4        434.4       
4342.13       082.12         

0000.0         559.0         
4558.12       202.11       

0000.0         127.2         
0000.0          00.0         
0571.2         85.1          
0000.0         586.6          
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(2) 

The symbol k refers to the order number of the excited level of the 9Be.

 3 Calculated results and analysis 
The LUNF code[8] based on the light nucleus reaction model for p+9Be reactions has been developed 
and used for calculating all kinds of the reaction cross sections, the angular distributions and the 
double-differential cross sections of all kinds of outgoing particles from each partial reaction channel. 

The calculation of the double-differential cross sections of total outgoing neutron from each 
reaction channels has been performed. The comparisons of the calculated results, which the predicted 
levels have been employed (red solid line) or not been employed (black dash line), with the 
experimental data measured by V.V. Verbinski[13] in 1969 are shown in Fig.1 and Fig.2 at Ep=18 
MeV for outgoing angles of 00, 200, 400, 600, 800, 1000, 1200, 1450 and 1700, respectively. As shown in 
the two figures, all of the fittings agree very well with the measurements after the predicted levels 
9.0(5/2+)1000 and 10.0(5/2+)1000 have been added to the level scheme of 9Be, otherwise the 
calculated results would deviate obviously from the experimental measurements. 

Fig.1: The energy-angular spectra of 00, 200, 400,600 and 800 at Ep=18MeV. The red solid lines and the black 
dash lines correspond to the results that the predicted levels have or not been added, respectively. The 
experimental data are taken from Ref[13]. 
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Fig.2: The same as FIG.1 but for outgoing angles of 1000, 1200, 1450 and 1700. 

 
In p+9Be reaction, the total outgoing neutron energy angular spectrum mainly comes from the 

contribution of the (p, np2α) reaction, as given by Eq.(2), which include four reaction mechanisms. 
Actually, the mechanisms related to the predicted levels are (p, pn)8Be* and (p, pα)5He* reaction 
modes. As an example, for ѲL=600 at Ep=18 MeV, the partial spectra of the emitted neutron from (p, 
pn)8Be* and (p, pα)5He* are shown in Fig.3 and Fig.4. Obviously, the predicted levels 9.0(5/2+) and 
10.0(5/2+) can emit the secondary neutron and α particle from (p,pn)8Be* and (p, pα)5He*, respectively, 
so each level could give two neutron spectra. Therefore, four new outgoing neutron partial spectra are 
added. From Fig.3 and Fig.4, one can see that there are obvious contributions coming from the 
predicted levels to the total spectrum. And if they were absent in the model calculation, the results of 
total double-differential cross sections would deviate obviously from the experimental measurements 
in the outgoing neutron region 5 – 10 MeV. 
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Fig.3:The comparison between the calculated results, which the predicted levels have been employed(red solid 
line) or not been employed (black dash line), and experimental data with Outgoing angle of 600 at Ep=18 MeV. 
The red dot lines correspond to the partial spectra of predicted levels through (p,pn)8Be* reaction. 

 

Fig.4:The same as FIG.3 but for (p,pα)5He* reaction. 

 

4 Summary 
The total outgoing neutron energy-angular spectra for p+9Be reactions have been calculated and 
analyzed by the statistical theory for light nucleus reactions. In p+9Be reactions, the total outgoing 
neutron energy-angular spectra mainly come from (p,pn2α) reaction channel with four different 
reaction processes. 
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The calculated results indicate the fittings would be improved obviously, while the predicted 
levels 9.0(5/2+) and 10.0(5/2+) have been employed both for the situation of neutron or proton 
inducing. In this calculation we further verified the validity of the predicted levels. Although the same 
spins, parities and energy width with the situation of neutron inducing have been adopted in this 
calculation, they are not precise enough. At last, we hope the two predicted levels could be validated 
by experiment. 
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Nucleon elastic scattering off doubly closed-shell nuclei within HF+RPA
with Gogny force

G. Blanchon, M. Dupuis, H. Arellano and N. Vinh Mau.
CEA, DAM, DIF F-91297 Arpajon, France

Abstract
The nucleon-nucleus optical potential is determined within the Hartree-Fock
(HF) approximation and the Random Phase Approximation (RPA) using the
Gogny D1S force consistently. The scattering problem is solved for the calcu-
lated non-local potential without any localization procedure. An application is
presented for proton scattering off 40Ca and 208Pb.

1 Introduction
Nucleon elastic scattering has been studied with several microscopic approaches, among them we can
cite the nuclear structure method: HF+RPA [1, 2], the nuclear matter method [3], the Faddeev RPA [4],
the coupled channels method [5] and the coupled-cluster theory [6]. The nuclear matter method provides
a satisfactory description of nucleon elastic scattering at incident energies above approximately 50 MeV,
but an accurate description at lower energy has not yet been completed. In this work, we use the nuclear
structure method without some of the approximations used in a previous work [2] and with a better
description of the target spectroscopic information. We couple the elastic channel to all the excitations
in the target predicted by the RPA method [7]. We use the Gogny D1S force [8] consistently to generate
both the HF and the RPA contributions to the optical potential. In particular we do not approximate
the intermediate propagator by a Coulomb wave and we generate the HF propagator in the continuum
(including resonances). We show the effect of a RPA treatment of the target’s excitations compared to a
particle-hole treatment on the reaction cross section. We also study the impact of the correct treatment
of the intermediate propagator on the reaction cross section.

2 Formalism
The nuclear structure approach is exposed in Ref. [1]. At the HF+RPA approximation, the optical poten-
tial reads,

V = VHF + VRPA − Vph. (1)

The HF contribution is

VHF (r, r’) =
∫

dr1v(r, r1)ρ(r1)δ(r − r’)− v(r, r’)ρ(r, r’), (2)

where ρ(r) and ρ(r, r�) are respectively the local and non-local matter densities of the target’s ground
state. VHF is obtained in coordinate space [9] in order to get the correct asymptotic behavior of the wave
functions. The rst term in the right hand of Eq. 2 is the direct term which is local. The second term, the
exchange term, is non-local because of the nite range of the Gogny interaction v. The Gogny interaction
is real, so is VHF .
The RPA contribution is

VRPA(r, r
�, E) = lim

η→0+

∑

N �=0,ijkl

∫∑

λ

χ
(N)

ij χ
(N)

kl

(
nλ

E − �λ +EN − iη
+

1− nλ

E − �λ −EN + iη

)

× Fijλ(r)F ∗

klλ(r�), (3)
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where there is a summation over discrete λ states and an integration over continuum λ states. nλ is the
occupation number of λ state. We couple the elastic channel to all the excitations in the target predicted
by the RPA/D1S method [7]. We consider excitations with total angular momentum J from 0 to 14 for
all parities. χ(N)

ij and EN are respectively the RPA amplitudes and the energy of the N th excited state.
In Eqs. 3 and 5,

Fijλ(r) =
∫

d3r1φ∗

i (r1)v(r, r1)[1− P ]φλ(r)φj(r1), (4)

where P is an operator exchanging two particles. The φ’s are solutions of (T + VHF )φ = �φ. Spin of
the particles is taken into account but not explicitly written in the present equations for simplicity.
The particle-hole potential Vph accounting for double counting in VRPA in Eq. 1 reads,

Vph(r, r
�, E) = lim

η→0+

∑

N �=0,ijkl

∫∑

λ

nj(1− ni)δikδjl

(
nλ

E − �λ + �i − �j − iη
+

1− nλ

E − �λ − �i + �j + iη

)

× Fijλ(r)F ∗

klλ(r�). (5)

The potential V in Eq. 1 is non-local, complex and energy dependent. In conguration space, it reads

�r|V |r’� = V (r, r’) = V (r, r�, cos(r, r’)). (6)

The partial wave expansion of the potential is

V (r, r’) =
∑

jlm

Ym
jl1/2(r̂)νjl(r, r

�)Ym†

jl1/2(r̂
�). (7)

The integro-differential Schrödinger equation,

−
�
2

2μ

[
f ��

jl(r)−
l(l + 1)

r2
fjl(r)

]
+ r

∫
νjl(r, r

�)fjl(r
�)r�dr� = Efjl(r), (8)

is solved for each partial wave (j, l), where fjl(r) = rφjl(r) andE is the incident beam energy. Solutions
of these equations are obtained following R. H. Hooverman’s method for discrete states [10] and J.
Raynal’s method for continuum states [11].

3 Results
The phase-shifts for a proton scattered off 40Ca in HF approximation are shown in Fig. 1. We observe
several resonances for different partial waves when the phase-shift δ increases rapidly through an odd
multiple of π/2. The Levinson theorem, that relates the value of the phase-shift at zero energy to the
number, Njl, of bound states for a given (j, l) is veried thus δjl(0)(rad/π) = Njl. The φλ’s are then
used to determine VRPA and Vph, Eqs. 3 and 5.

In Figs. 2 and 3, we look at the contribution of the imaginary part of the RPA potential summed over all
partial waves that reads,

W (R, s) =
∑

lj

2j + 1

4π
Im(νljRPA(r, r

�)) (9)

with R = 1
2
(r + r�) and s = r − r�. In particular we consider the diagonal contribution, W (R, 0) for

protons scattered off 208Pb at several incident energies. By convention, the imaginary part of the RPA
potential is positive for an absorptive potential. We only consider the coupling to the rst 3− excitation
at 3.4 MeV in 208Pb. W (R, 0) is picked at the surface of the nucleus due to collectivity of the rst
3− excitation. Indeed the potential qualitatively behaves as the square of the radial transition density
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Fig. 1: p + 40Ca HF phase-shift for different partial waves (j, l) vs. incident energy.

for a given RPA excited state. The radial transition density is well known to be surface-peaked in the
case of a vibrational collective state such as the rst 3− excitation in 208Pb. In Fig. 3, we see that the
contribution to the potential increases from zero incident energy to about 30 MeV then decreases as the
incident energy increases. This behavior is dictated by two factors. (i) For E < 3.4 MeV the channel is
not open so ImVRPA = 0. At E = 3.4 MeV and above the channel is open and give a contribution to
ImVRPA. (ii) The intermediate wave φλ oscillates more and more as E increases, since the intermediate
wave energy, that is �λ = E−ERPA, increases as well. Slow as well as rapid oscillations kill ImVRPA.
Consequently, W (R, 0) increases between E = 3.4 MeV and 30 MeV and then decreases for higher
incident energies.

Fig. 2: W (R, 0), Eq. 9, for p+208Pb scattering for
several incident energies. Coupling to the rst 3−

excited state at Eexc =3.4 MeV.

Fig. 3: Same as Fig. 2 but with the maximum value
of W(R,0) vs. proton incident energy, E.

In Figs. 4 and 5, we display the imaginary part of the RPA potential for p + 208Pb at E = 3.5 MeV. We
consider the rst partial wave j = 1/2 and l = 0 and couple to the rst 3− state. The two lines in red
and blue in Fig. 4 indicate the two R values for which we show the non-locality in Fig. 5. The potential
non-locality is almost Gaussian, but with a small emissive part (negative potential) at s ≈ 1.5 fm. Our
results conrm that the choice of a Gaussian non-locality by Perey and Buck for their phenomenological
non-local optical potential [12] is a good approximation.
In Figs. 6 and 7, we present some reaction cross section calculations, σR, for p+40Ca and for several
incident energies. We see that the contribution of the RPA potential to the absorption is null for small
incident energies as no inelastic channel is open. The contribution increases as inelastic channels open. In
Fig. 6, we compare the reaction cross section obtained from VHF +ImVRPA (rpa) without removing the
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Fig. 4: ImνRPA(r, r) for p+208Pb scattering for
j = 1/2 and l = 0. Coupling to the rst 3− ex-
cited state Eexc =3.4 MeV.

Fig. 5: Non-locality for the two values of R dened
in Fig. 4 in red (R ≈ 5.5 fm) and in blue (R ≈ 6.2
fm).

double counting term Vph and the one from VHF +2ImVph (2ph). In both cases we use distorted waves
in the HF eld (DW) to estimate φλ. Below 40 MeV incident energy, VHF + ImVRPA provides more
absorption than VHF + 2ImVph due to collectivity. Above 40 MeV, both cross sections are equivalent
because in the RPA description of the target high energy excited states are near from being pure ph
excitations and the ph contribution is double counted in RPA.
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Fig. 6: Reaction cross sections for p+40Ca for
VHF + ImVRPA and VHF + 2ImVph with φλ a
distorted wave.
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Fig. 7: Reaction cross sections for p+40Ca for
VHF + ImVRPA with φλ a distorted wave (DW)
and a Coulomb wave (Coul).

In Fig. 7, we compare the reaction cross sections for VHF + ImVRPA calculated with φλ treated as a
Coulomb wave (Coul) or as a distorted wave (DW). The DW treatment of the intermediate wave increases
the absorption. It is explained by the action of the HF eld that concentrates the φλ wave function at
small radii and by the inclusion of resonances as depicted in Fig. 1. To illustrate this last feature, we
show on Fig. 8 the effect of resonances on the reaction cross section σR calculated considering only the
coupling to the rst 1− state in 40Ca. We compare σR obtained with a distorted wave (DW) or a Coulomb
wave (Coul) for φλ. The effect of resonances is important and considerably increases the absorption. We
indicate to which resonance each of the bumps corresponds.
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Fig. 8: Reaction cross section vs. incident proton energy with V = VHF + ImVRPA. Coupling to the rst 1− in
40Ca (Eexc=9.7 MeV). Comparison between φλ treated as a Coulomb wave (Coul) or a wave distorted by the HF
potential (DW).

4 Conclusion
We have presented a calculation of nucleon-nucleus scattering within the nuclear structure approach.
The optical potential is determined within the HF+RPA approximation. The Gogny D1S force is used
consistently to generate the HF and the RPA contributions to the optical potential. As expected, we nd
that the RPA treatment increases the absorption compared to a particle-hole treatment of the target’s exci-
tations. Moreover, calculations performed with correct DW intermediate waves increases the absorption
compared to the one obtained with Coulomb functions. Calculations taking into account the real part
of VRPA and damping widths in the intermediate propagator, are under progress. Preliminary results
already show the importance of the real part of VRPA in the determination of reaction cross section. In
further calculations, we plan to take into account phenomena such as the coupling to excited states not
described by RPA, the formation of an intermediate deuteron and the double charge exchange process.
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Impact of collective excitations on direct pre-equilibrium emission:
axially-symmetric-deformed nuclei

M. Dupuis, S.Péru, E. Bauge and T. Kawano∗
CEA, DAM, DIF

Abstract
A microscopic calculation of the rst order of direct pre-equilibrium neutron
emission for 10-20 MeV neutron scattering off 238U is presented. Cross sec-
tions are obtained solving coupled channel equations. The JLM folding model
is used to calculate the relevant coupling potentials. Spectroscopic informa-
tion are calculated from the QRPA model with the Gogny D1S interaction. No
arbitrary renormalization process enters our analyzes. Predictions are in good
agreement with the data at high emission energy and illustrate the importance
of the collective excitations in the modeling of the pre-equilibrium reaction
mechanism for a deformed target.

1 Introduction
Pre-equilibrium models usually use adjustable parameters, so predictions cannot be easily extrapolated to
domains where data are missing. Furthermore, some measurements have not yet been well explained: the
high energy part of the neutron emission spectrum for neutron scattering on 238U was only understood
using a very empirical approach [1,2], that consists in adding ctitious collective levels in the low energy
spectrum to describe the measured cross section. To improve the modeling of direct pre-equilibrium
emission, we developed reaction models that only rely on a microscopic description of the target states,
and that use realistic two-body interactions between the projectile and the target nucleons. In [3], a
microscopic calculation of the direct pre-equilibrium neutron emission at rst order was performed for
neutron scattering off 90Zr and 208Pb. In this previous work, target excited states were described as one
phonon excitations of the correlated Ground State (GS) predicted by the Random Phase Approximation
(RPA) model. This approach, that describes on an equal footing direct inelastic scattering and direct pre-
equilibrium emission (rst step), provided an accurate description of the high energy neutron emission
without any arbitrary normalization. It also demonstrated the importance of collective excitations for
this reaction mechanism. In this work, we extend this approach to treat the case of axially deformed
targets. Inelastic scattering cross sections are obtained solving coupled channel (CC) equations. The
JLM convolution model [4] is used to calculate the diagonal potentials and the transition potentials
corresponding to one phonon excitations. A Quasi-particle RPA (QRPA) calculation [5, 6] with the
Gogny D1S interaction [7] has been performed to obtain the relevant spectroscopic information.

The theoretical description of direct pre-equilibrium emission is explained in Sec.2. In Sec. 3
we present the QRPA description of the target excitations. In Sec. 4, we explain the coupling scheme
adopted in CC calculations and how coupling potentials are calculated, then we present and discuss the
results obtained for 238U. We give the conclusions and perspectives of this work in Sec.5.

2 Reaction theory
In the case of inelastic nucleon scattering, the double differential cross section for direct pre-equilibrium
emission of a nucleon at the outgoing energy Ef in the range [Ef, Ef +ΔE] reads

d2σ(ki,kf )

dΩfdEf
=

1

ΔE

∫ Ef+ΔE

Ef

dE
∑

n

fn(Ei − E − En)
dσn(ki,k)

dΩf
, (1)
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where Ei =
k2
i

2μ is the nucleon incident energy, and E = k2

2μ . The differential cross section
dσn

dΩ corre-
sponds to the inelastic scattering to a discrete state of excitation energy En in the target nucleus. The
distribution fn(E) accounts for the nite width (damping and escape) of this excitation. In [3], these in-
dividual cross sections were calculated within the DWBA approximation. For strongly deformed nuclei,
it becomes necessary to use a coupled channel approach as very collective states lie at low energy.

To obtain the coupled channels equations for direct inelastic scattering to discrete states, one starts
from the Schrödinger equation

(H − E)|Ψ� = 0 , H = HA + T + V , (2)

where V is a two-body interaction acting between the projectile and the target nucleons, HA the target
Hamiltonian, and T the kinetic energy operator. We develop |Ψ� on the solutions |n� of HA, namely
|Ψ� =

∑
∞

n=0 un|n�, where un include the relative movement of the projectile and the target, and the
spin+isospin wave functions of the projectile nucleon. We introduce the Feshbach projection operators

P = |0��0| +
k∑

n=1

|n��n| , Q = 1̂− P =
∑

m>k

|m��m| , (3)

where the sum over n represents a nite set of target excited states, and |0� is the target GS. The denition
of this set will be discussed later on. Applying these projection operators on (2), one gets the equation
for P |Ψ�:

(T + Veff)P |Ψ� = EP |Ψ� , Veff = P

(
V + V Q

1

E −QHQ+ iη
QV

)
P . (4)

Projecting Eq.(4) on the GS |0� and the excited states {|n�} for n ≤ k, one gets the set of coupled
equations

(Ei − T0 − U00) |u0� =

k∑

i=1

U0n|un� and (Ef − T0 − Unn) |un� =

k∑

n′
�=n

Unn′ |un′� ∀n ≤ 4 , (5)

where Ef = Ei − En. The coupling potentials Unn′ are the matrix elements of the effective interaction
between the target states, namely Unn′ = (n|Veff|n

�). The parentheses mean integration over all the
coordinates of the target nucleons. Individual cross sections for each inelastic channel are calculated
from the solutions |un� of these equations.

3 QRPA description of the target excitations
A detailed presentation of the QRPA method and its implementation with the Gogny force is provided in
[5]. We just remind here that axially-symmetric-deformed Hartree-Fock-Bogoliubov (HFB) calculations
are performed imposing T, TP2, axial and left-right symmetry. Then the projection K of the angular
momentum J on the symmetry axis and the parity π are good quantum numbers. In the QRPA formalism,
the intrinsic excitations of the target are described as one phonon excitation of the correlated ground state
|0I�, namely

|αKπ� = Θ+
αKπ |0I� =

1

2

∑

ij∈(Kπ)

(
XαKπ

ij η+ipiΩi
η+jpjΩj

− (−)KY αKπ

ij ηipi−Ωi
ηjpj−Ωj

)
|0I� , (6)

with ΘαKπ |0I� = 0. For an even-even nucleus, the GS is such as Kπ = 0+. Two-quasiparticles
(2-qp) unperturbed excitations of the uncorrelated HFB mean eld |HFB� are dened as |βKπ� =
η+ipiΩi

η+jphΩj
|HFB�, where the projections Ω and the parities π of the quasi-particle creation operators
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η+ are such as Ωi + Ωj = K and pipj = π. Target states in the laboratory frame are obtained after
projection over the total angular momentum

|αJMKπ� = N

∫
dΩDJ

MK
∗

(Ω)R(Ω)|αKπ�+ (−)J+KDJ
M−K

∗

(Ω)R(Ω)| ¯αKπ� , (7)

where N is a normalization factor, the DJ
MK ’s are rotation matrix elements, and R(Ω) is the rotation

operator. For the GS and each excitation (6), we obtain a rotational band in the laboratory frame with
total angular momenta and parities Jπ ≥ Kπ if K > 0, Jπ = 0+, 2+, 4+ ... if Kπ = 0+, and
Jπ = 1−, 3−, 5− ... if Kπ = 0−. Excitation energies of the states |αJMKπ� are given by the
approximation EαKJπ = EαKπ + J(J+1)−K2

2I
, where the energies EαKπ are the QRPA equations

solutions, and I is the moment of inertia of the target in its GS.
We introduce the deformed radial GS density ρ0I ,αKπ

(r) and transition densities ρ0I ,αKπ

(r)

ρ0I (r) = �0I |

A∑

i=1

δ(r− ri)|0I� , ρ0I ,αK
π

(r) = �αKπ|

A∑

i=1

δ(r − ri)|0I� . (8)

where ri is the coordinate of one of the target nucleons. The reduced transition probability of multipo-
larity L ≥ K, associated to a transition between a state belonging to the GS band and a state belonging
to a rotational band built on an intrinsic excitation of projection K and parity π, reads

B(EL) ∼

∫
ρ0I ,αK

π

L (r)rL+2dr for L > 2 , with ρ0I ,αK
π

L (r) =

∫
dΩρ0I ,αK

π

(r)Y L
K (Ω) . (9)

This relation holds in the case of a well deformed target for which the rotational approximation, dened
as

∫
dΩdΩ� ≡

∫
dΩδ(Ω − Ω�), applies.

QRPA calculations with the D1S interaction were performed for 238U in a 13 harmonic oscillator
major shells basis (see details in [6]). To characterize the collective content of the target spectrum
predicted by the QRPA model, we compare the response functions (9) calculated with unperturbed 2-qp
excitations, Fig. 1-(a), to those obtained with QRPA excitations, Fig. 1(b). The displayed L = 3 response
functions correspond to all intrinsic excitations with total angular momentum projections K ≤ 3. The
QRPA response is considerably stronger than the unperturbed one for En < 7 MeV. It includes very
collective transitions below 3 MeV, and two large peaks at 4.5 and 6.5 MeV that forms the Low Energy
Octupole Resonance. Those differences between collective and unperturbed responses are also observed
for the other angular momentum transfers up to L=8. As we will see, these collective excitations will
strongly impact on the inelastic scattering predictions.
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Fig. 1: (a) 2-qp and (b) QRPA L = 3 reduced transition probabilities in 238U. Response functions have been
folded with a 2 MeV-width Lorentz distribution. The differentK components are labeled on the plots. Full black
curves correspond to the sum over theK components. (c) Direct pre-equilibrium contribution to the (n,n’) double
differential cross-section at the outgoing angle θc.m. = 30◦, calculated with QRPA excitations (full curve) or 2-qp
excitations (dashed curve), for 14.1 MeV neutron scattering on 238U. The (n,xn) data are from [11].
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4 Direct pre-equilibrium emission model for an axially-symmetric deformed target
4.1 Transition potentials and coupling scheme
In our approach, we represent the target spectrum with all the rotational bands built on each intrinsic
excitation predicted by the QRPA model. All discrete inelastic scattering cross sections in (1) that cor-
respond to the excitation of each of these states need to be calculated. Coupled channels calculations
are performed coupling the rotational band built on the GS (GS band) to the rotational band built on a
single intrinsic excitation (excited band). This calculation is repeated for each intrinsic excitation. The
coupling potentials Unn′ in Eq. (5) are calculated folding the QRPA radial densities (8) with a two-body
effective interaction (4). In our applications, we use the folding method described in [4]. The JLM inter-
action as dened in [8] as been selected to represent the effective interaction. We precise that only direct
potentials are used. As the JLM interaction was adjusted without considering knock-out exchange, its
energy dependence is expected to approximately account for exchange effects.

The JLM interaction accounts for couplings to all non-elastic channels. Consequently, care should
be taken when performing CC calculation. First, the imaginary part of the JLM interaction is reduced, as
explained in [4], in order to compensate for the ux lost by the elastic channel when it is coupled to the
inelastic channels of the GS band. Moreover, as this effective interaction is now adjusted to t elastic and
inelastic scattering to the GS band, it already includes, in principle, the couplings to all channels outside
the GS band. Consequently, the couplings between excited bands are not included in our calculations.
We remark that when we couple the GS band to one excited band, the effective interaction should also be
renormalized to compensate for the additional absorption. However, as the ux in a single excited band
remains small compared to the one in the GS band, we did not apply any additional renormalization.

The approximation of the present model, that limits the coupling to a single excited band, may be
discussed as opening the couplings to more excitations may perturb the angular distributions calculated
for the different inelastic channels. Note that if such a calculation was performed, the effective interaction
should be renormalized each time the coupling scheme is extended. However, as we are interested in the
direct pre-equilibrium emission cross-section that corresponds to a sum of many contributions, results
should not be too sensitive to the details of individual inelastic channels.

4.2 Results for 238U
We present the direct pre-equilibrium cross-sections (1) calculated with the model described in the previ-
ous section. All the intrinsic excitations withK± = 0± to 8± predicted by the QRPAmodel are included
in the calculations. The coupled equations (5) are solved with the the code ECIS [9]. Rotational band
states (7) are considered up to a total angular momentum J = 8, and the coupling potentials in Eq. (5)
up to an orbital angular momentum transfer L = 8. These truncations ensure a good convergence of the
calculations. The spreading functions fn(E) in Eq. (1) are obtained with the method used in Ref. [3].

Figure 1(c) displays the neutron spectrum for 14.1 MeV neutron scattering off 238U at the emission
angle θc.m. = 30◦. On this plot, the direct pre-equilibrium (n,n’) cross-sections calculated with QRPA
excitations and 2-qp excitations are compared. The cross-section obtained with QRPA excitations is
considerably larger, following the behavior of response functions discussed in Sec.3. This illustrates the
impact of collective transitions that are not described with 2-qp excitations.

We display on Fig. 2 the QRPA pre-equilibrium emission along with contributions to the (n,xn)
cross sections arising from other reaction mechanisms, namely elastic scattering and inelastic scattering
to the GS band states, evaporation from the Compound Nucleus (CN) and from the ssion fragments.
These other contributions are calculated following the method described in [10]. Predictions are com-
pared to (n,xn) experimental data for the three incident energies 11.8 MeV, 14.1 MeV and 18 MeV,
and the three outgoing angles θc.m. = 30◦, 90◦ and 120◦. We discuss the displayed spectra in term of
excitation energies, namely E∗ = Ei − Ef. We rst focus on the high energy part of the spectra that
corresponds to E∗ < 4 MeV. At the three displayed incident energies, the predicted cross sections are
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almost always in good agreement with the data. In previous analyzes [1, 2], the high energy emission
was always underestimated by the pre-equilibrium calculations, and empirical collective states were in-
troduced to obtain a good t of the experimental cross sections. The present result proves what was
postulated in these empirical analyzes: collective transitions, which are now predicted from a well es-
tablished nuclear structure model, have to be included to describe correctly the direct neutron emission.
Exceptions to this good agreement are observed at Ei = 11.8 and 14.1 MeV for θc.m. = 30◦. In the rst
case, data are largely underestimated only for E∗ = 1 − 2 MeV. The shape of the experimental elastic
peak suggests that a distribution broader than the Gaussian shape assumed in the present calculation
should be used. This may improve agreement with the data at high emission energy. In the second case,
predictions lie 20% below the data for E∗ = 1 − 4 MeV This discrepancy is hard to interpret. Studies
with other targets at the same incident energy should be perform to test if the same discrepancy remains.
At energies E∗ =4-9 MeV for Ei = 14.1, and E∗ =4-12 MeV for Ei = 18MeV, our predictions clearly
underestimate the data. This is discussed in the next section.

4.3 Discussion
In neutron induced reactions, the high energy neutron emission is known to come from a direct inelastic
scattering process that excites discrete states in the target. Moreover, the most part of this contribution
comes from vibrational collective states which are well described with one phonon excitations predicted
by the (Q)RPA model. The good agreement with the data at high emission energy conrms that the
excitation of one phonon states, limited to natural parity transitions, is correctly described in the present
approach. Thus, as our model does not involve any arbitrary renormalization process, we can state that
the discrepancy between our calculations and the data observed a lower emission energy comes from
other important reaction mechanisms that are either missing in the present analysis or not well described.
First, non-natural parity excitations, that produce up to 20% of the direct pre-equilibrium cross-section
for neutron scattering on 208Pb (see [3]), are not yet included. The excitation of two-phonons states
via a one or a two-steps process could also provide a non negligible contribution. A good treatment
of these two mechanisms could reduced the discrepancy with the data. As seen on Fig.2, evaporation
from ssion fragments provides non-negligible neutron emission cross sections in the same energy range
than the direct pre-equilibrium emission. As this contribution is calculated from a phenomenological
model, different parameters set and/or approximations could eventually improve the agreement with the
data. In our analysis, we have neglected the Multi-Step Compound (MSC) pre-equilibrium emission
mechanism. However, the magnitude of the calculated cross-section varies greatly between different
MSC model implementations. A careful study of this process, based on microscopic ingredients, should
be performed to measure its actual contribution to the neutron emission.

5 Conclusions
We have presented a microscopic calculation of direct pre-equilibrium emission for 10-20 MeV neutron
scattering off the axially deformed nucleus 238U. Our model is based on a microscopic description of
the target states, limited to one phonon excitations, provided by the QRPA model implemented with the
Gogny D1S interaction. We demonstrate that the large collective content of the target spectrum predicted
by the QRPA model allows us to explain the direct neutron emission observed a high energy. Our model
does not include any arbitrary renormalization process. However, discrepancies between the predicted
cross sections and data appear at lower emission energy and need to be understood. First, the present
study is being extended to other targets to provide a better overview of the present model qualities.
Non-natural-parity transitions will soon be included in the calculation and effect of two-phonons transi-
tions on the direct pre-equilibrium cross section will also be studied. The description of other reaction
mechanisms, such as MSC and evaporation from ssion fragments, should also be improved.
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Fig. 2: Double differential (n,xn) cross sections for a 238U target. Incident energies Ei and outgoing angles θc.m.

are given on each plot. Thin full curves correspond to the direct pre-equilibrium emission calculated with QRPA
excitations, dashed curves to the evaporation from ssion fragments, dotted curves to the evaporation from the CN,
dashed-dotted curves to the elastic scattering and inelastic scattering to the GS band states, and thick full curves to
the sum of these contributions. Open circles represent data from [11–13].
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Abstract
We have analyzed the energy dependence of the coupling effect in the mi-
croscopic coupled channel (MCC) method and its relation to the elastic and
inelastic-scattering angular distributions in detail in the case of the 12C + 12C
system in the energy range of E = 100 – 400 MeV/u. The large channel cou-
pling effect is clearly seen in the elastic cross section although the incident
energies are high enough. The dynamical polarization potential is derived to
investigate the channel coupling effect. We also analyze the role of the imagi-
nary part of the coupling potential on the elastic and inelastic cross sections.

1 Introduction
The collective excitation of nuclei is known to play an important role in heavy-ion (HI) reactions. The
strong coupling among the ground and low-lying collective states of colliding nuclei requires a non-
perturbative treatment to properly account for the coupling effects on the elastic and inelastic scatterings.
The coupled-channel (CC) method is one of the most reliable and established reaction theory to study
the role of nuclear excitations in HI reactions and to extract nuclear-structure information through the
CC analyses of the experimental data [1]. For the last several decades, the CC calculation technique
has been developed from the microscopic view point. That is so-called as microscopic coupled-channels
(MCC) method, which have been proposed on the basis of microscopic optical potential models [2]. In
the MCC method, the diagonal and coupling potentials used in the CC calculations are constructed by
the double-folding model (DFM) with the use of an effective nucleon-nucleon (NN ) interaction.

On the early stage of the MCC studies of HI reactions, the effective NN interactions called the
M3Y interaction or its density-dependent version called DDM3Y (including its modied versions) have
been used in constructing the diagonal and coupling potentials [2, 3]. These interactions, especially the
density-dependent versions, have been prove to give a good account of the strength and shape of the inter-
nuclear potentials. However, all these effective NN interactions have real part only and, therefore, one
has to add an phenomenological imaginary part by hand to the diagonal and coupling potentials obtained
by the DFM calculations with the real NN interactions, which makes the results of CC calculations still
ambiguous. It is of particular importance to note that the channel-coupling effects largely depend on the
real to imaginary ratio of the coupling potentials [4, 5].

Recently, a microscopic interaction model that predicts complex optical potentials for HI systems
has been proposed and successfully applied to HI elastic scattering over the wide range of incident
energies [6–8]. In this model, a new type of complex effective NN interaction called CEG07 was
constructed on the basis of the Breuckner G-matrix theory and the CEG07 interaction is doubly folded
with the nucleon density distributions of the colliding nuclei giving a complex optical potential for the
HI system. It is rather straightforward to generalize the successful microscopic theory for complex HI
optical potential to the study of inelastic scattering of HI system that excites low-lying collective excited
states. Namely, it is just to replace the real effective NN interaction (such as the DDM3Y one) by the
complex one (CEG07) in the DFM calculation of the diagonal and coupling potentials within the MCC
framework. This kind of MCC method based on the complex NN interaction was rst applied to the
elastic and inelastic scattering of 16O + 16O system at medium energies [9].
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Here, it should be noted that the microscopic HI optical potentials predicted by the DFM with
CEG07 shows a characteristic energy dependence. The real part of the HI optical potential becomes
shallower as the increase of the incident energy and changes its sign from negative (attractive) to positive
(repulsive) at the incident energy per nucleon around 300 MeV/u region, whereas the imaginary part
of the optical potential gradually increase with the increase of the incident energy [8]. Although the
precise energy region where the attractive to repulsive transition occurs is still to be examined through
experimental conrmation [10], there is no doubt that the real to imaginary ratio of the optical potentials
must drastically change in such medium to high energy region.

This kind of characteristic behavior of the microscopic optical potential will manifest itself also
in the complex coupling potentials calculated with the CEG07 interaction within the MCC framework.
In the present paper, we study the energy dependence of the real and imaginary part of the coupling
potentials derived from the CEG07 interaction and investigate its relation to the channel-coupling effects
on the elastic and inelastic scattering of the 12C + 12C system in the MCC framework. Particular attention
will be paid to the characteristic energy dependence of the so-called dynamical polarization potential
(DPP) and its relation to the energy dependence of the real to imaginary ratio of the coupling potential
predicted by the microscopic interaction model with the CEG07 interaction.

2 Formalism
We apply the complex G-matrix interaction CEG07 to analyze the channel-coupling effect on elastic
cross section and the energy dependence of the inelastic cross section through the MCC calculation
based on the double-folding model. The detail of the MCC calculation for the heavy-ion system is
presented in Refs. [3, 11, 12]. The effective NN interaction used in the present MCC calculation is the
CEG07b interactions [6,13]. The CEG07b includes the three-body force (TBF) effect that is found to be
essentially important to predict proper shape and strength of the nucleus-nucleus interaction consistent
with the observed elastic scattering data [6–8].

The imaginary part of the calculated potential in the MCC method is multiplied by a renormal-
ization factor NW , the value of which is the only free parameter in the CEG07 folding model. In the
previous analyses [6, 7, 9], its values were determined so as to reproduce the experimental data on the
elastic and inelastic-scattering cross sections to be compared with the calculated ones. However, there
exist no experimental data to be compared with the calculations in the high energy region E = 100 – 400
MeV/u and we x the NW value to unity unless otherwise mentioned as in Ref. [8].

We discuss the channel-coupling effect not only in the calculated cross sections but also in terms
of the wavefunction-equivalent dynamical polarization potential (DPP), U (J)

DPP, that is J-dependent and
dened in Ref. [11] in the framework of the coupled-channel method.

3 Results
We apply the MCC with the CEG07G-matrix interaction to the 12C + 12C elastic and inelastic scattering
at four incident energies, E = 100, 200, 300, and 400 MeV/u and rst analyze the energy dependence of
the channel coupling effect in the elastic cross sections. In the present MCC calculation, the single and
mutual excitations to the 2+1 (4.44 MeV), 0

+
2 (7.65 MeV), 3

−

1 (9.64 MeV), and 2
+
2 (10.3 MeV) excited

states of 12C are taken into account. The diagonal and transition densities among the ground state and
those excited states are taken from Ref. [14] obtained by the 3α-RGM calculation. In this paper, we call
the CC calculation that takes account of the full combination of excited states of the projectile and target
nuclei as the full-CC calculation. However, the single and mutual excitations to the 2+1 state are found to
play a dominant role in the elastic and inelastic scattering discussed here.

First, we plot the energy dependence of the real and imaginary part of the coupling potential
between the elastic channel and the 2+1 single-excitation channel (Fig. 1). Here, the real and imaginary
parts of the coupling potential have similar strength at E = 100 MeV/u. In the energy evolution, the
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real part of the coupling potential changes its sign between 200 and 300 MeV/u in the same manner
as in the case of the diagonal potential [8], while the strength of the imaginary part gradually increases
monotonically.

Figure 2 shows the angular distributions of the 12C + 12C elastic-scattering cross sections calcu-
lated at the four incident energies. The relativistic-kinematics correction has been made in all the CC
calculations presented in this paper. The dotted and solid curves are the results of the single-channel and
full-CC calculations, respectively. The sizable channel coupling effect is clearly seen in the elastic cross
sections at all incident energies including the highest one. It is found that the dominant contribution
to the channel-coupling effects on the elastic scattering comes from the 2+1 single-excitation channel.
In the comparison of the single channel calculation with the full-CC one, it is seen that the diffraction
pattern of the cross sections slightly shifts backward and the cross sections decreases at large angles by
the channel-coupling effect. Although the effect on the cross sections looks similar to all the incident
energies, the contents of the effect are very different as shown below in terms of the DPP.

Figures 3 to 6 show the complex DPP for J = 20, 40, 60 and 80 at all incident energies. The
oscillation of the DPP is mainly due to the oscillation of the elastic-channel wave function that appears in
the denominator in the denition of the DPP [5]. The oscillation, however, does not lead to any anomaly
in the calculated cross sections because the DPP multiplied by the elastic-channel wave function in the
CC equations is a smooth function of the radial valiable R. It should be noted that the DPP at short
distances less than about 3 fm plays little role in the scattering because of the strong absorption in this
region [8] and we here discuss the DPP outside the strong absorption region (R ≥ 3 fm). In this region,
the J dependence of DPP is rather small at all energies. The real part of the DPP shows the transition
from positive (repulsive) to negative (attractive) around 200 MeV/u, whereas the imaginary part changes
its sign from negative to positive at the surface region.
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The sign and the strength of the DPP have a close relation to the relative sign and the strength of
the real and imaginary parts of the coupling potential [5]. Therefore, the characteristic energy evolution
of the DPP can be easily understood through the energy dependence of the complex coupling potential
shown in Fig, 1. For example, the negative (attractive) sign of the real part of DPP at 300 and 400 MeV/u
is the result of the different sign of the real and imaginary parts of the coupling potential at those energies,
whereas the positive sign of the imaginary part of DPP at 200 and 300 MeV/u can be understood by the
dominance of the imaginary coupling at the sensitive region (R ≥ 3 fm) at these energies [5].

Next, we discuss the role of the real and imaginary parts of the complex coupling potentials on the
elastic and inelastic cross sections. As we have shown in Fig, 1, the real part of the coupling potentials
drastically changes with energy and so does the real to imaginary ratio of the coupling potentials. There-
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fore, both the real and imaginary parts of the coupling potentials play an important role in the elastic
scattering and the complex coupling gives rise to the large channel-coupling effects. In fact, if we switch
off either the real part or the imaginary part from the coupling potentials, the channel coupling effect
becomes small and very different from that with the complex coupling as shown in Figure 7.

The complexness of the coupling potentials has more essential importance in the inelastic scatter-
ing. Figure 8 compares the inelastic-scattering cross sections for the single excitation to the 2+1 state.
The solid curves are the full-CC calculation with the complex coupling (solid) which are compared with
the CC calculations without the imaginary coupling (dashed curves) and those without the real coupling
(dot-dashed curves). At 100 MeV/u, both the real and imaginary coupling play comparable roles in the
inelastic cross section. In the cases of 200–400 MeV/u, the drastic difference between the solid and the
dashed curves indicates the decisive role of the imaginary coupling that dominate the whole strength of
the inelastic cross sections, especially at forward angles .

These can be understood with the relative strength of the real and imaginary part of the coupling
potential around the nuclear surface region shown in Fig. 1, namely by notifying the similar strength of
the real and imaginary parts at 100 MeV/u and the large strength of the imaginary part relative to the real
one around the nuclear surface region at 200–400 MeV/u. For the highest energy, 400 MeV, the strength
of the real part grows up again and its effect is visible in the cross section although the imaginary part
still has a dominant role at this energy.

These results suggest that the measurement of the strength of inelastic cross sections at forward
angles would provide a crucial test of the validity of the present microscopic interaction model to be used
for generating the complex coupling potentials for inelastic excitations of colliding nuclei [15]. Such an
experimental test will add another evidence of the validity of the present DFM based on the complex

77

105What is imaginary part of  coupling potential in coupled channel calculation?



G-matrix interaction CEG07, which has already been established in the construction of the microscopic
optical potentials for heavy ions [6–8]. In addition, the observation of the inelastic cross section at those
high energies will be a start to answer for the question "What is imaginary part of coupling potential in
coupled channel calculation?", which is the tile of this paper.

4 Summary
The channel coupling effect on the elastic cross section is investigated with the microscopic coupled
channel (MCC) method using the complexG-matrix interaction CEG07 for the 12C + 12C system atE =
100, 200, 300, and 400 MeV/u. The channel coupling effect is clearly seen at all the incident energies.
The dynamical polarization potential (DPP) has been derived to investigate the channel coupling effect
in detail. The real part of the DPP shows the transition from repulsion to attraction as the increase of
the incident energy, whereas the imaginary part of the DPP changes its sign from negative to positive.
These characteristic energy dependence of the DPP can be understand by the drastic energy dependence
of the real and imaginary parts of the coupling potential predicted by the DFMwith the CEG07G-matrix
interaction that is successful in the analyses of elastic scattering of heavy ions [6–8].

We also investigate the effect of the real and imaginary coupling potentials on the elastic and in-
elastic cross sections. Both the real and imaginary parts of the complex coupling potential have large
channel coupling effects on elastic scattering. The imaginary part of the coupling potential dominate
the whole strength of the inelastic cross sections at forward angles at higher energies, 200–400 MeV/u,
which is also understood from the energy evolution of the real and imaginary parts of the coupling po-
tential predicted by the DFM. Since the magnitude of the inelastic cross section at forward angle at these
energies are very sensitive to the strength of the imaginary part of the coupling potential, the experimental
measurement of the forward-angle cross sections will remove the ambiguity of the imaginary-coupling
strength in the theoretical models.
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Abstract
Rare isotopes are often studied through nuclear reactions. Reliable reaction
theory is needed to be able to extract the desired information from data. In
these proceedings we briefly summarize some of the advances in reactions
theory, including tests on exisiting models to better understand their range of
validity and accuracy. We focus on deuteron induced reactions for which a
number of important benchmarks have been recently performed.

1 Motivation
Low energy nuclear physics has seen for the last couple of decades important investments toward more
powerful accelerators. Laboratories such as RIKEN (Japan), GSI (Germany) and NSCL/FRIB (USA)
have either completed or are in the process of building new facilities with increased capabilities. This
means that one can explore new isotopes, but also it represents increased particle production rates which
then allows for more detailed reaction studies.

Nuclear reactions are the most diverse tool for studying the properties of nuclei. Through the wide
range of kinematic choices, one can probe the surface, the asymptotic behavior, excitations, deforma-
tions, etc, etc. It is thus of paramount importance for the low energy programs to have reliable reaction
theory that enables a meaningful analysis of the data.

The study of reactions with rare isotopes can provide critical information for structure many-body
theories, which in turn will test assumptions made on the effective nucleon-nucleon interaction. This
is ultimately the big goal of our field, to understand the force that binds nucleons together to make the
matter that surrounds us. Studying rare isotopes provides a level of sensitivity to parts of the nuclear
force which is otherwise hidden, for example the isospin dependence, the density dependence and role of
many-body forces. To have a many-body structure theory with predictable power, one needs to include
reactions with rare isotopes in the study.

One of the most important physics questions in our time, is to know how and where the heavy
elements were formed. Although we do not fully have an answer to this question, we certainly know
that part of the elements were formed in hot explosive environments and involved neutron rich isotopes,
many nucleons away from stability (the so-called r-process). Neutron capture reactions relevant for the
r-process may never be measured in the laboratory because they involve species that decay quickly, but
there are indirect methods involving nuclear reactions from which one can extract the information of
astrophysical interest [1]. Here again, reactions with rare isotopes play an important role.

With reactions playing such an important role, both for understanding the nuclear force, and the
origin of the elements, it is critical to have reliable reaction theory. Here we briefly summarize some ad-
vances made in benchmarking existing theories, and present some ongoing efforts to advance the methods
used today. We focus on deuteron induced reactions, and mostly on one nucleon transfer A(d,p)B. For
closed shell targets, this problem can be addressed within a three-body model n+ p+A and the ingredi-
ents of the theory are effective interactions which can be constrained by elastic scattering thus reducing
ambiguities. In Section II we discuss some of the existing theories and the underlying assumptions, in
Section III we summarize some of the results obtained in the comparisons, and in Section IV an overview
of current and future work is presented.
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2 General aspects of theories for A(d,p)B reactions
Most of us learned about the distorted wave Born approximation (DWBA) in our graduate studies [1].
This method, in its common implementation, assumes the transfer proceeds through a single step, and
takes an effective d-A interaction to represent the incoming wave and a p-B interaction for the outgoing
wave. DWBA continues to be the most popular method to analyse (d,p) transfer angular distributions [2].
DWBA neglects deuteron breakup, beyond what might be included in the d-A potential, an assumption
that has been long questioned given the loosely bound nature of the deuteron (2.2 MeV).

Specifically to address this drawback of DWBA, the adiabatic wave method (ADWA) was devel-
oped. In this method the deuteron continuum is explicitly included, although in a simplified form [3–5].
The approximations in ADWA work best if np are close together and thus should be adequate to compute
transfer cross sections in post-form.

To include deuteron breakup in a more detailed manner, the continuum discretized coupled channel
(CDCC) method [6, 7] was constructed. In CDCC, the three-body wavefunction is expanded in the full
set of eigenstates of the n − p subsystem. Given the necessary truncations of the basis, this method is
not exact, particularly when rearrangment channels are involved.

In order to solve the three-body problem n + p + A exactly, it is best to include explicitly in the
basis the rearrangement channels. The Faddeev method [8] starts then from this overcomplete basis,
includes all Jacobi components providing additional flexibility to describe what happens not only when
the neutron and proton are close and correlated, but also when the n − p subsystem has absorbed a
large part of the energy of the system and are no longer spatially correlated. The Faddeev-AGS method
[9, 10] transcribes the problem into a T-matrix integral equation in momentum space and together with
techniques specifically developed to handle Coulomb, can provide exact solutions to d + A → d + A,
d+A → p+B, d+A → n+B′ and d+A → n+ p+A.

3 Comparing methods for A(d,p)B reactions
3.1 DWBA versus ADWA
Recent work [11] analysed angular distributions resulting from the reaction 10Be(d,p)11Be for a wide
range of energies. Spectroscopic factors for the ground state and the first excited state of 11Be were ex-
tracted using DWBA and subsequently finite range ADWA. Three important conclusions can be drawn
from the study: i) the spectroscopic factors extracted show a large dependence on beam energy for
DWBA while virtually no dependence is observed for ADWA, ii) the spectrosopic factors depend strongly
on the choice of the optical potentials in DWBA but a much weaker dependence is found in ADWA and
iii) the overall magnitude of the spectroscopic factors obtained with ADWA is systematically smaller
than with DWBA.

The first point can be understood based on the fact that DWBA leaves out important physics in the
dynamics, namely deuteron breakup. By including it, ADWA is able to capture the dependence on beam
energy reliably. The second point is related to this fact that ADWA is constructed solely on nucleon-
optical potentials which are better understood. We will come back to the dependence on optical potentials
in 4.1. Finally, the last aspect is criticial for the interpretation of the results obtained through (d,p)
experiments. When reduction factors are discussed (e.g. [12]) and interpreted as missing correlations in
the many-body structure theory, one needs to consider deuteron breakup in the analysis.

In Fig.1 we compare DWBA and ADWA for another reaction of interest 132Sn(d,p)133Sn(g.s.) at
Ed = 9.5 MeV [13]. This reaction was recently measured and offers an excellent example of the sort
of reactions one needs to describe. Shown are the angular distribution as a function of the center of
mass angle and the interactions included in the DWBA and ADWA calculations are the same as those
in [13]. ADWA predicts a cross section around 20% larger than DWBA and consequently the extracted
spectroscopic factor is 20% smaller.
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Fig. 1: Comparing methods for 132Sn(d,p)133Sn(g.s.) at Ed = 9.5 MeV. Angular distributions as a function of the
center of mass angle for DWBA (black dashed), ADWA (blue long-dashed), CDCC (red solid) and experiment
(black circles) [13].

3.2 Zero range versus finite range ADWA
The study of Nguyen et al. [14] compares, in a systematic manner, the zero-range ADWA [3] and the
finite-range ADWA [4]. A large number of cases were chosen with the condition that data exist and
ADWA provides a good description of the angular distribution. Results show that the zero-range approx-
imation introduces an error of the order of 10% for low energy (d,p), and this value increases to 50%
or more for higher energies. Although the work in [14] concentrates on the ground state, recent work
developed by Liu et al. for (d,p) reactions populating excited states [15] show similar trends. In [15] a
comparison with DWBA was also made but for many cases the standard optical potential parameteriza-
tions did not provide an adequate description of the angular distribution, confirming the strong sensitivity
to the details of the optical potential found in [11]. Since it is not computationally demanding, results
in [14, 15] provide a clear preference for the use of the finite-range ADWA in the analysis of (d,p), over
its zero-range counterpart or the traditional DWBA. From now on we will use ADWA to refer to the
finite-range version only.

3.3 ADWA versus Faddeev
Since ADWA provides a practical way in which to analyse (d,p) data, if one is to replace DWBA by
ADWA as the working tool for experimentalists, it is necessary to better understand the validity of the
approximations and the type of precision obtained in ADWA. After all, it does assume a Sturmian ex-
pansion truncated to one term [4]. From its formalism one expects ADWA to do better for low energy,
but it was unclear at what beam energy would it breakup down.1 With this motivation in mind, a com-
parison of ADWA with Faddeev was performed in [16]. Results for a number of reactions, at a wide
range of energies, demonstrate that ADWA compares very well with the exact Faddeev-AGS transfer
cross sections for reactions at around 10 MeV/u. Indeed for s-wave final states the agreement was close

1Unfortunately the name ADWA is misleading because adiabatic usually refers to a high energy approximation. This is not
the case for the method introduced in [4].
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Fig. 2: Optical potential dependence of the angular distribution of 208Pb(d,p)209Pb at Ed = 20 MeV. We compare
CH89 [18] with KD [19] and BG [20]. All calculations performed within CDCC.

to perfect. However the agreement deteriorates with beam energy and with increasing angular momen-
tum transfer. Both these points can be well understood given that in ADWA one assumes that the full
three-body deuteron wave has the same radial behaviour as the first term of the Sturmian expansion and
that would naturally apply to low energy and zero angular momentum. We also found in [16] a larger
sensitivity to the energy at which the optical potential parameters were obtained for reactions at higher
beam energies. Note that global parameterizations of optical potentials are always energy dependent and
the Faddeev-AGS formulation in [16] uses a fixed energy independent Hamiltonian.

3.4 CDCC versus Faddeev and ADWA
Most recently, a detailed comparison between CDCC and Faddeev has been completed [17]. In this
work, all relevant channels (elastic, breakup and transfer) are studied. Given the difficulties in obtaining
convergence for breakup channels, the comparison was performed neglecting the spin of the nucleons.
Here we focus on the results for transfer. As for ADWA, very good agreement is found for reactions
around 10 MeV/u, where most experiments in ISOL facilties take place. However that agreement is
somewhat lost at the higher energies, where a larger dependence on the interactions is present. One can
therefore unambiguously validate CDCC and ADWA against the exact calculations only for the lower
energies.

ADWA can be thought of as a simplified CDCC calculation. One would then expect that CDCC
remains valid in regions where ADWA is not. Particularly, since CDCC takes the expansion in n − p
partial waves explicitly up to convergence, we expected it would do much better than ADWA in cases
where the angular momentum transfer is not zero. Results for (d,p) reactions on 12C or 48Ca do not show
this trend. The examples studied in [17] suggest a similar level of agreement of ADWA and CDCC with
the exact Faddeev calculations.
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Fig. 3: Coulomb effects on the breakup cross sections for 132Sn(d,p)133Sn(g.s.) at (a) Ed = 9.5 MeV and (b) Ed =
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4 Outlook
4.1 Better constraints on the optical potential
Given the interest in neutron-rich heavy isotopes in connection to the r-process, it is important to under-
stand the dependence on the nucleon optical potential. We performed CDCC calculations for a number
of cases, exploring different nucleon-nucleus parameterizations [18–20]. In Fig.2 we present results for
the angular distributions following 208Pb(d,p)209Pb at Ed = 20 MeV. While all these potentials provide
identical p − Pb elastic angular distributions at 10 MeV, the corresponding (d,p) transfer distributions
differ considerably. Even constraining the optical potential with elastic is not sufficient to obtain the
desired accuracy. This result suggests that one does need to combine data with microscopic theory to
reduce the ambiguities in the optical potential.

One aspect of the optical potentials that arises naturally from microscopic theories and is most
often neglected in reaction calculations is non-locality. The connection of the optical potentials with
many-body structure models, including non-locality, requires additional efforts in the future.

4.2 The Coulomb problem
One interesting outcomes from these comparative studies [16, 17] was a better understanding of the
limitations of the present implementation of Faddeev-AGS [10]. Of particular relevance is the Coulomb
force which is well known to create problems in three-body reactions models. The development of
Coulomb screening and renormalization techniques were essential to enable the application of the method
to nuclear reactions [10]. However only light to medium nuclei can be tackled, while much of the interest
in the future lies in nuclei with Z > 20. 132Sn is a cornerstone example since it is one of the only bound
doubly magic nuclei, far from stability, and accessible to experimental studies. In Fig.1 we show the
angular distribution for the transfer 132Sn(d,p)133Sn(g.s.) at Ed = 9.5 MeV computed in DWBA, ADWA
and CDCC (multiplied by the appropriate statistical factor to correct for neglecting spin). No Faddeev
solution could be obtained for this case.

Since Coulomb represents large technical difficulties, it is fair to ask to what extent is it important
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in transfer reactions, and in the analysis of (d,p) angular distributions. We performed CDCC calculations
in the energy range where it was demonstrated to be valid, for a number of cases, to explore this aspect.
For light systems A ≈ 12 Coulomb has a small effect in the transfer cross section and could be safely
neglected or approximated. Fig.3 shows the effect on heavy systems. At sub-Coulomb energies, the
reaction dynamics is dictated by the Coulomb force and therefore one cannot expect any sensible answer
when ignoring the Coulomb interactions (Fig3(c)). The other panels in Fig. 3 show clearly that the
Coulomb effect in (d,p) reactions above the Coulomb barrier is still very important for these heavier
systems. Thus, it is critical to treat the Coulomb force in the three-body problem accurately.

This problem is being addressed by the TORUS collaboration [21]. A new method that does not
rely on Coulomb screening, has recently been suggested to enable the treatment of Coulomb for any
case [22]. Work along these lines is in progress.
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Abstract
In this short letter we briefly address two important points of two–neutron
transfer reactions, namely the successive nature of the process and the role
of pairing correlations during this sequential transfer. The discussion is made
within the 2–step DWBA formalism. The calculations were carried out mak-
ing use of software specifically developed for this purpose, which includes
successive, simultaneous and non–orthogonality contributions to the process.
Microscopic form factors are used which take into account the relevant struc-
ture aspects of the process, such as the nature of the single–particle wavefunc-
tions, the spectroscopic factors, and the interaction potential responsible for
the transfer.

1 Introduction
The specific probe to study the superconducting state is Cooper pair tunneling. Therefore, important
progress in the understanding of pairing in atomic nuclei may arise from the systematic study of two–
particle transfer reactions. Although this subject of research started about the time of the BCS papers,
the quantitative calculation of absolute cross sections taking properly into account the full non–locality
of the Cooper pairs (correlation length much larger than nuclear dimensions) is still an open question,
which we address here within the 2–step DWBA reaction mechanism (see, for example, [1,5,7,10]). This
method have been successfully applied to obtain absolute values of the two–neutron transfer differential
cross sections without free parameters [1, 7–9].

In the two following sections we will stress the sequential nature of two–neutron transfer pro-
cesses, and how the pairing correlations are kept during the whole process despite the separation of the
two neutrons forming the correlated Cooper pair. We will do so in the context of the study of the reaction
A + a(= b + 2) → B(= A + 2) + b, which will virtually populate several states of the intermediate
nuclei f(= b+ 1) and F (= A+ 1).

2 Successive process
Let us consider the exact eigenfunction

∣∣Ψ(+)(ξb, ξA, rb1, rb2,R)
〉
, with energy E, of the Hamiltonian

H = Ha(ξb, rb1, rb2) +HA(ξA) + TaA(R) + V (ξb, ξA, rb1, rb2,R), (1)

written in the prior representation. In the above expression, ξb, ξA stand for the spatial coordinates of
the nucleons in the cores b, A, while rb1, rb2 are the coordinates of neutrons 1, 2 with respect to core b
and R is the relative coordinate between the cores. Spin degrees of freedom are not explicitly taken into
account for the sake of simplicity. Since we are interested in the two–neutron transfer process from core
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b (i.e., nucleus a) to core A (nucleus B), we need to evaluate the transition amplitude

T2NT =
〈
χβ(R)φb(ξb)ψB(ξA, rA1, rA2)

∣∣∣ [V (ξb, ξA, rb1, rb2,R)− U(R)]
∣∣∣Ψ(+)(ξb, ξA, rb1, rb2,R)

〉
,

(2)

where the wavefunction |χβ(R)φb(ξb)ψB(ξA, rA1, rA2)� corresponds to the final channel, in the sense
that, when R → ∞ so that the residual nucleus can be collected in the detector, it describes a state in
which the two transferred neutrons are bounded to the core A to form the nucleus B. The distorted wave
|χβ(R)� is the solution of the Scrhödinger equation with the optical potential U(R), and we schemati-
cally write the structure part as

|ψB(ξA, rA1, rA2))� = |φA(ξA)�
∑
n

Sn(B)|ϕA
n (rA1)ϕ

A
n (rA2)�. (3)

Similarly, the asymptotic form of the wavefunction of the entrance channel is |χα(R)ψa(ξb, rb1, rb2)φA(ξA)�,
with

|ψa(ξb, rb1, rb2))� = |φb(ξb)�
∑
m

Sm(a)|ϕb
m(rb1)ϕ

b
m(rb2)�. (4)

We could of course be more general in our description by coupling the two–neutron states to different
configurations of the cores b and A, but this would not change the conclusions of the present letter and
we can safely avoid the extra complication.

The 2–step DWBA consists in approximating
∣∣Ψ(+)(ξb, ξA, rb1, rb2,R)

〉
by a state containing the

entrance channel and the one–neutron transfer channels,
∣∣∣Ψ(+)

〉
≈ |χα(R)ψa(ξb, rb1, rb2)ψA(ξA)�

+
∑
n

|χn(R)ψfn(ξb, rb1)ψFn(ξA, rA2)�, (5)

with

|ψfn(ξb, rb1)� = |φb(ξb)�|ϕb
n(rb1)�,

|ψFn(ξA, rA2)� = |φA(ξA)�|ϕA
n (rA2)�. (6)

We can split in four terms the interaction V defined in (1) and write it as

V = VbA(ξb, ξA,R) + V1(rA1) + V2(rA2) + Vres(ξb, ξA, rb1, rb2,R), (7)

where we expect the residual term Vres(ξb, ξA, rb1, rb2,R) to be small. If, in addition, we define the
optical potential such as

U(R) = �φb(ξb)φA(ξA)|VbA(ξb, ξA,R)|φb(ξb)φA(ξA)�, (8)

we are left with just the single–particle term V1(rA1) + V2(rA2) as the interaction potential responsible
for the transfer. The substitution of (5) in (2) gives rise to three terms, corresponding to the simultaneous,
non–orthogonality and successive contributions [5, 10]. The simultaneous and non–orthogonality terms
arise because of the finite overlap between the wavefunctions ϕb(r) and ϕA(r). In fact, as a two–
particle transfer reaction is a process in which two nucleon change state, it is of (at least) second order
in the single–particle interaction potential V1(rA1) + V2(rA2). It is then not surprising that the non–
orthogonal amplitude tend to cancel the simultaneous transfer contribution, which is only a spurious
consequence of the fact that the initial and final states are described with non–orthogonal wavefunctions.
This cancellation is exact if the number of intermediate states form a complete basis of the two–particle
Hilbert space, and the two–neutron transfer reaction is a pure successive, two–step process. In Fig. 1 we

86

114 G. Potel, A. Idini, F. Barranco, E. Vigezzi, R. A. Broglia



show an actual numerical realization of this cancellation. To further emphasize this important point, let
us consider the following complete set of orthogonal wavefunctions:

|ϕ̃b
0(rb)� = |ϕb

0(rb)�,
|ϕ̃A

0 (rA)� = |ϕA
0 (rA)� − �ϕ̃b

0(rb)|ϕA
0 (rA)� |ϕ̃b

0(rb)�,
|ϕ̃b

1(rb)� = |ϕb
1(rb)� − �ϕ̃b

0(rb)|ϕb
1(rb)� |ϕ̃b

0(rb)� − �ϕ̃A
0 (rA)|ϕb

1(rb)� |ϕ̃A
0 (rA)�,

|ϕ̃A
1 (rA)� = |ϕA

1 (rA)� − �ϕ̃b
0(rb)|ϕA

1 (rA)� |ϕ̃b
0(rb)�

− �ϕ̃A
0 (rA)|ϕA

1 (rA)� |ϕ̃A
0 (rA)� − �ϕ̃b

1(rb)|ϕA
1 (rA)� |ϕ̃b

1(rb)�,
...

|ϕ̃b
k(rb)� = |ϕb

k(rb)� −
k−1∑
n=0

�ϕ̃b
n(rb)|ϕb

k(rb)� |ϕ̃b
n(rb)�

−
k−1∑
m=0

�ϕ̃A
m(rA)|ϕb

k(rb)� |ϕ̃A
m(rA)�,

|ϕ̃A
k (rA)� = |ϕA

k (rA)� −
k∑

n=0

�ϕ̃b
n(rb)|ϕA

k (rA)� |ϕ̃b
n(rb)�

−
k−1∑
m=0

�ϕ̃A
m(rA)|ϕA

k (rA)� |ϕ̃A
m(rA)�.

(9)

Noting that all the overlaps in the above expressions tend to zero as R → ∞, it is clear that |ϕ̃n(r)� →
|ϕn(r)� when R → ∞, and we can use the channel states

|ψa(ξb, rb1, rb2))� = |φb(ξb)�
∑
m

Sm(a)|ϕ̃b
m(rb1)ϕ̃

b
m(rb2)�, (10)

|ψB(ξA, rA1, rA2))� = |φA(ξA)�
∑
n

Sn(B)|ϕ̃A
n (rA1)ϕ̃

A
n (rA2)� (11)

instead of (3) and (4), as they are asymptotically identical. When we express the transition amplitude in
terms of the new set, the first term of (5) gives no contribution. We turn our attention to the contribution to
the transition amplitude (2) of the second term, for which we need the distorted waves in the intermediate
channels χn(R), that is

χn(R) = −2μ

�2

∫
dR�Gn(R,R�)�ϕ̃A

n (rA2)|V2(rA2)|ϕ̃b
n(rb2)�, (12)

where the Green function Gn(R,R�) is the solution of
(
−∇2

R − k2n +
2μ

�2
U(R)

)
Gn(R,R�) = δ(R−R�). (13)

The Green function Gn(R,R�) propagates each virtual intermediate state with a kinetic energy

�2k2n
2μ

= E − εfn − εFn, (14)

where εfn, εFn are the internal energies of nuclei f, F in the intermediate channel n. We thus obtain an
expression for the transition amplitude
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Fig. 1: Contributions to the total two–neutron transfer cross section of the different amplitudes (simultaneous,
successive and non–orthogonal), for the 112Sn(p,t)110Sn reaction at a laboratory energy of 26 MeV. Note that the
simultaneous and non–orthogonal contributions are in anti–phase, so that the contribution corresponding to the
coherent superposition of these two amplitudes tend to cancel. The calculated total cross section thus essentially
coincides with the successive contribution.

Fig. 2: Depiction of one of the successive single–particle orbital transfer processes contributing to
the total successive amplitude in the 112Sn(p,t)110Sn reaction. All five contributions (arising from the
(1g7/2)

2, (2d5/2)
2, (3s1/2)

2, (2d3/2)
2, (1h11/2)

2 configurations) contribute coherently to the total cross section.

T2NT = Tsucc = −4μ

�2
∑
n

�ϕ̃A
n (rA1)|V1(rA1)|ϕ̃b

n(rb1)�

×
∫

dR′Gn(R,R′)�ϕ̃A
n (rA2)|V2(rA2)|ϕ̃b

n(rb2)� (15)

which only contains a successive, two–step term. This is clearly a direct consequence of neglecting
the residual interaction Vres in (7), which should be much smaller than the mean field single particle
potential V1(r), V2(r). This is in general the case, but the validity of this approximation can break down
in particular cases. For example, if some relevant intermediate states are strongly off shell (i.e. the kinetic
energy (14) becomes negative), their contribution is significantly quenched. An interesting case can arise
when this situation becomes operative for all possible intermediate states, in which case they can only be
virtually populated, thus emphasizing the role of simultaneous transfer through the residual interaction
Vres.
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Fig. 3: In the left figure we show the contributions to the total 112Sn(p,t)110Sn cross section of each (nlj)
2

configuration. The figure in the right–hand side compares the coherent (σ) with the incoherent (σinc, see text)
cross sections for the same reaction, together with the experimental data [6].

3 Coherence of the successive transfer
We wish to emphasize that the fact that the transfer process arises through the successive migration of
the neutrons from one core to the other by no means imply any correlation loss. The two nucleons are
correlated over a distance ξ = �vF /Ecorr, where vF is the Fermi velocity and Ecorr plays the role of
the pairing gap for open shell, super- fluid, nuclei. In the case of, e.g., 210Pb, Ecorr ≈ 1.2 MeV. Thus
ξ = 25 fm. Of course, if the two nucleons are subject to an external field (the central potential generated
by, e.g., the 208Pb core), they cannot move away from each other more than 14 fm, in keeping with the
fact that the radius of 208Pb is ≈ 7 fm. On the other hand, in a heavy ion reaction with e.g. impact
parameter 17 fm, the central single–particle potential acting on one of the two nucleons to be transferred
is much stronger than typical values of the pairing field Vres. It will thus be this potential responsible
for the transfer of one partner of the Cooper pair, and this two–step process will take place without loose
of (pairing) correlation between the two nucleons, because the Cooper pair is equally well formed in the
intermediate states, where the relative distance between the two neutrons is always less than 15 fm.

To illustrate this point, we present the results of the 2–step DWBA formalism applied to the
212Sn(p, t)210Sn reaction with a proton beam of energy Ep = 26 MeV. The 212Sn is a superfluid nucleus,
and in its ground state the valence neutrons form a Cooper pair condensate. This state of correlated pairs
of neutrons can be described by mixing single-particle configurations corresponding to the outer shell,
namely the 1g7/2, 2d5/2, 3s1/2, 2d3/2, 1h11/2 orbitals. Being a collective mode, this state is characterized
by an enhanced absolute value of the two-nucleon differential cross section, measured in terms of the
average pure two-particle units [2–4]. As we have exemplified in Fig.1, each single–particle orbital con-
tribution T (nlj) to the total transition amplitude (see Fig. 2) arise essentially from a successive process.
Despite that, they all contribute coherently to the total cross section σ, so

σ ∼ |T (1g7/2) + T (2d5/2) + T (3s1/2) + T (2d3/2) + T (1h11/2)|2. (16)

In Fig.3 we compare this two–neutron transfer cross section, together with the experimental points, with
the uncorrelated result σunc obtained by combining incoherently the transition amplitudes, schematically

σinc ∼ |T (1g7/2)|2 + |T (2d5/2)|2 + |T (3s1/2)|2 + |T (2d3/2)|2 + |T (1h11/2)|2. (17)

That the uncorrelated cross section fall well below the data while the correlated cross section reproduce
the experimental findings testifies to the fact that the pairing correlations among the two transferred
neutrons is not lost during the two–step process.
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4 Conclusions
It is well established that single Cooper pair transfer is the specific tool to probe pairing correlations in
nuclei. The reaction formalism of 2–step DWBA have proved to be successful in predicting the abso-
lute values of the differential transfer cross sections in a number of scenarios [1, 7–9], thus allowing to
quantitatively assess the nature of such correlations through two–neutron transfer reaction experiments.
In this paper we emphasize that, under most circumstances, these reactions consist in the successive
transfer of the pair of nucleons. This is a consequence of neglecting the residual interaction Vres which,
as a rule, is considerably smaller than the mean field potential. However, we also point out that, due
to Q–value effects, the intermediate channels could be closed in some cases, a situation in which the
successive transfer would be significantly quenched. Financial support from the Ministry of Science and
Innovation of Spain grants FPA2009–07653 and ACI2009–1056 are acknowledged by FB and GP and
by FB respectively.
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Abstract
Semiclassical transport simulation of heavy-ion reactions (HIR) between about
the Fermi energy and 100A MeV reveals a perfect linear correlation between
the maximal excitation energy put into a nuclear system and the incident en-
ergy. This scaling feature becomes a universal property of HIR independent
of reaction entrance channel parameters (system size, asymmetry and energy)
when these excitation maxima are expressed in units of the system available
energy. The constancy of the excitation energy fraction in the system available
energy is on the best corroborate by those analysis of experimental data which
do not presume a reaction mechanism dominating the collision process.

1 Introduction
For central HIR at low energies system undergoes fusion and fusion-like slow, essentially mean-eld–
transformation processes. With increasing incident energy Ein a much faster and considerably more
violent reaction mechanism sets in and reaction becomes dominated by elementary nucleon-nucleon
(NN) collisions. In fusion the entire available energy of the reaction is deposited via thermal excitation,
whereas at higher energy a considerable fraction of the available energy is deposited into system via
compression. By increasing Ein one expects that only a fraction of the available energy is effectively
deposited into the reaction system and becomes dissipated during the reaction course. It is commonly
admitted that this fraction should monotonically decrease with the increase of Ein.

For Ein from about the Fermi energy EF to sev-
eral 100A MeV, the energy transformation is determined
by those processes which govern heating and compres-
sion of a reacting system. The time scales involved are of
the order of time which reaction partners need to bypass
each other [1, 2]. Projectile energy per nucleon Ein and
reaction geometry (impact parameter and system mass
asymmetry) determine the dominant reaction mechanism.
Consequently, the course of a HIR is "decided" in the very
rst instances of a collision [3,4]. In central, the most vi-
olent collisions the largest fraction of the entrance chan-
nel energy is converted into internal degrees of freedom.
Thus, the central collisions are of our greatest interest.

Table 1: Systems and energies studied for cen-
tral collisions.

System Incident energy (AMeV)
40Ar+27Al 25, 41, 53, 65, 77, 99
36Ar+58Ni 52, 74, 95
40Ar+107Ag 20, 30, 40, 45, 50, 75, 100
40Ar+197Au 50, 75, 100
36Ar+36Ar 32, 40, 52, 74
58Ni+58Ni 52, 74, 90
129Xe+120Sn 25, 32, 39, 45, 50, 75, 100
197Au+197Au 20, 30, 40, 60, 80, 100

We have shown theoretically that an intermediate energy HIR follows a two-stage scenario, a
prompt rst compact-stage and a second after-breakup one [4]. The emission pattern of central collisions
is characterized by a copious and prompt dynamical emission occurring during the compact and prior-to-
scission reaction phase [4–6]. This is the main system-cooling component and the amount of deposited
energy into the compact system linearly increases with the projectile energy [7]. These results witness
the above conclusion that global characteristics of HIR exit channel are determined in the rst prompt
reaction stage underlying the interest in studying the rst instances of nuclear collisions.

∗basrak@irb.hr
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In this work we theoretically examine how much of the system energy may be temporarily stocked
into the reaction system in the form of excitation energy as a function of Ein, system size Asys and
system mass asymmetry. Four mass symmetric and four mass asymmetric central reactions were studied
at several energies (see Tab. 1 for a review). Comparison with the pertinent results deduced from HIR
experiments is presented too.

2 Transport model
Simulation was carried out within a semiclassical microscopic transport approach of Boltzmann’s type
using the Landau-Vlasov (LV) model [8]. The highly nonlinear LV equation ∂f

∂t + {f,H} = Icoll(f)
is solved by the test-particle method. f(r,p; t) is the one-body density distribution function describing
the spatio-temporal evolution of the system governed by the effective Hamiltonian H consisting of the
self-consistent nuclear and Coulomb elds. The D1-G1 momentum-dependent interaction due to Gogny
(the incompressibility module K∞=228 MeV and the effective mass m∗/m=0.67) [9] was used to de-
scribe the nuclear mean-eld potential. { , } stands for the Poisson brackets and Icoll is the collision
integral. The effects of the Pauli-suppressed two-body residual NN collisions are treated on average in
the Uehling-Uhlenbeck approximation taking the isospin- and energy-dependent free-scattering value for
the NN cross section. Such an approach is very successful in reproducing a variety of global experimen-
tal dynamical observables because they are adequately described by the time evolution of the one-body
density. Thus, the LV model is especially appropriate for describing the early stages of HIR, when the
system is hot and compressed.

The observable studied is the thermal component (heat), i.e. one of the two main intrinsic-energy
deposition components of the early-reaction-stage energy transformation. Heat is stocked into the com-
pact system predominantly by NN collisions which occurs in the overlap zone. In the most of cases under
study the time is too short for the full relaxation of the pressure tensor and establishment of a global equi-
librium in momentum space. Therefore, it is more correct to name this component the excitation energy
Ex. Detailed denition of the transformation of the (system) available energy Ec.m.

avail into intrinsic and
collective degrees of freedom may be found elsewhere [7,10,11]. Ec.m.

avail is dened as the center-of-mass
system energy per nucleon Ec.m.

avail =
EP

AP

APAT

(AP+AT)2
, where EP/AP = Ein and AP(AT) is the projectile

(target) number of nucleons.

3 Excitation energy versus incident energy
As an example of the time evolution of excitation energy per nucleon the inset of Fig. 1 shows Ex/A for
the Au+Au reaction at six energies studied. Within a laps of time of merely 40–75 fm/c after the contact
of colliding nuclei occurring at 0 fm/c the excitation energy per nucleon Ex/A reaches a maximum and
then its value decreases almost as rapidly as it increased. The maxima are reached earlier and their height
increases and width decreases with increasing Ein. The regular and nearly symmetric rise and decrease
of Ex/A with the reaction time is a common behavior for all reactions studied. The observed regularity
suggests that maxima of Ex/A are proportional to the total energy deposited during HIR.

We are examining the maximal energy that may be dissipated in HIR. Thus, we take the maxima of
Ex/A which we denote by (Ex/A)max. The value of (Ex/A)max can readily and accurately be extracted
from the simulation results. Figure 1 depicts how these maxima depends on Ec.m.

avail for all studied HIR.
Abscissa value is shifted for the threshold, the Coulomb barrier energy. With this correction the linear
t over all data points crosses abscissa axis closer to the origin of the graph. All data points lie very
close to the t line. One is facing a peculiar universal linear rise which is independent of Asys and mass
asymmetry in the full and a rather large span of Ein covered in this study.

An important question is whether the existing central HIR experimental data support our simu-
lation results and in particular whether Ex linearly depends on Ein. Most of the energy put into the
system during the early reaction phase is released by the emission of particles and light and interme-
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Fig. 1: (Color online.) Simulation results of the thermal
excitation energy per nucleon Ex/A for central collisions.
Inset : Time evolution of Ex/A for the Au+Au reaction
at the indicated energies. At each time step considered are
particles that are bound in large fragments, in fact the early
compact system.
Main gure : Excitation maxima (Ex/A)max as a func-
tion of the system available energy Ec.m.
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asymmetric (open symbols) and the mass symmetric (lled
symbols) systems studied. The thick grey line is due to the
best linear t to all data points.

diate mass fragments owing to the thermal excitation component Ex. At energies below 100A MeV
the compression-decompression process contributes a little in the total (kinetic) energy dissipation in
HIR [12]. At the instant at which the maximum (Ex/A)max is reached a negligible emission occurs and
at energies of our interest it amounts at most 3–5% of the total system mass [7]. Thus, conjunction of
the (Ex/A)max with the total (kinetic) energy released in HIR seems to be a natural assumption. One
must keep in mind, however, that a simulation maximum is reached prior to although very close (of the
order of ∼5–10 fm/c) to the time at which the total momentum distribution becomes locally spherical,
i.e., the instant at which the local equilibrium has been reached in each part of the compact subsystem
of bound particles [10]. Nevertheless, the system is far from a global equilibrium [7] and comparison
with experimental Ex/A is not straightforward. Consequently, one must bear in mind that one should
limit the comparison to general trend of experimental data, i.e. to the degree of linearity of (Ex/A) as
a function of Ec.m.

avail without seeking to reproduce the simulation absolute value. (Ex/A)max is reached
during the very rst reaction phase and if experimental data would display the same slope that could not
but be a fortuitous result. Indeed, experimental data is registered at an innite time. Hence, it reects
an integral of the full reaction history. Anyway, the simulation maxima (Ex/A)max should be compared
with either the maximal value of Ex/A obtained in an experiment or with the most probable value of
Ex/A depending on the nature of the distribution.

Figure 2 displays a collection of experimental data on Ex/A and total energy dissipated in central
HIR published in periodics during the last two decades [13–26]. Because energy dependence is crucial
for our comparison from the gure are dropped all single-energy results. Each reaction system is depicted
by its symbol while the different measurements of the same system are distinguished by color (on line).
To avoid of entirely spoiling the gure the error bars, typically of 5–15%, are not displayed. To guide
the eye, points belonging to the same system and the same analysis are connected and they mostly
display close-to-linear dependence on Ec.m.

avail. Unlike the simulation result on (Ex/A)max (cf. the thick
grey line in Fig. 2) the experimental data points span a large domain of the Ex/A vs. Ec.m.

avail plane:
The extracted excitations per nucleon lie between one third and almost the full accessible system energy
Ec.m.

avail. One may speculate that the different approaches used in extracting from experiments the pertinent
information on the global energy deposition in HIR might be at the origin of these much more scattered
results. Indeed, in a HIR experiment one does not have a direct access to the excitation energies involved.
To obtain Ex/A one needs to reconstruct from detected reaction products the total excitation Ex of an
assumed primary emission source but also the source mass A. There is an evident difculty to restore
the break-up stage using exclusively asymptotic experimental information which is further obscured
by an important role played by primary fragments internal excitation causing the in-ight emission. To
overcome these uncontrolled issues one has to resort to certain more or less justied physical assumptions
or/and to use theoretical predictions as a guide for data analysis. Anyhow, data analyzed on a same
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Fig. 2: (Color online.) Experimentally evaluated to-
tal excitation energy per nucleon or total dissipated en-
ergy per nucleon as a function of system available en-
ergy. Each reaction is represented by its own symbol
and by color are distinguished different analyses of the
same reaction. The thick full line corresponds to the
Ec.m.

avail
and displays the upper energy limit which may

be reached in HIR while the thick dash-dotted line de-
picts 30% of this limit. The only data on the total
Ex/A above 100AMeV are for the Au+Au reaction at
Ein=150A, 250A and 400AMeV [26]. They are shown
in the inset. The axes aspect ratio of both the inset and
the main diagram is the same so that the slope in both
is the same. The very thick grey line is due to the best
linear t to the simulation results of Fig. 1.

footing seems to fall into much narrower zones of the Ec.m.
avail vs. Ex/A plane.

4 Excitation share in the system available energy
A universal linear dependence of (Ex/A)max on Ec.m.

avail as well as its nearly exact crossing of the origin
in Fig. 1 has an important and remarkable consequence: Expressing the value of maximal excitation
in percentage of the system available energy one obtains that the relative fraction of (Ex/A)max in
Ec.m.

avail has an almost constant value as can be seen in Fig. 3a). The exception to this constancy is for
symmetric systems at Ein < EF which occurs because when Ein decreases below EF

1 the value of
the maximum (Ex/A)max decreases faster than Ec.m.

avail itself is decreasing. This is a consequence of an
ever slower and slower the early compact system energy transformation as Ein decreases with an ever
more broadened maximum (cf. inset in Fig. 1). Therefore, at these lower Ein the maximum (Ex/A)max

is no more proportional on the same manner to the total energy deposited in HIR as for Ein � EF:
These simulation (Ex/A)max cannot be compared with an experimental Ex/A of fusion reaction, i.e.
of adiabatic-like processes. With this restriction in mind, from Fig. 3a) one infers that share of Ex/A
in Ec.m.

avail weekly depends on either reaction system or incident energy Ein and amounts 0.39±0.03 of
Ec.m.

avail. In other words, during the early energy transformation in HIR the maximal excitation energy that
may be deposited in the system is a constant which amounts about 40% of the system available energy.
Let us underline that this constancy of the maximum-of-excitation-energy share in available energy is
evidenced in the fairly broad range of Ein (quotient of the highest and the lowest Ec.m.

avail covered in the
simulation is ∼ 9) and it is nearly independent of system size (studied is the range of 60�Asys � 400
nucleons) and mass asymmetry (AP :AT is varied between 1:1 and 1:5).

Linear dependence of Ex/A on Ec.m.
avail is not sufcient to obtain a constancy of its fraction in

available energy: The line passing through data points should also pass close to the origin of the Ec.m.
avail

vs. Ex/A plane. As an example in Fig. 3b) are shown results for the Xe+Sn system which have been
1For mass symmetric systems EF corresponds to Ec.m.

avail≈ 8AMeV.

94

122 Z. Basrak, Ph. Eudes, M. Zori   and F. Sébille



0

0.2

0.4

0.6

5 10 15 20 25

Au+Au
Xe+Sn
Ni+Ni
Ar+Ar

Ar+Au
Ar+Ag
Ar+Ni
Ar+Al

CENTRAL  COLLISIONSa)

0.6

0.8

5 10 15 20 25

DISSIPATED  E [14]
ENERGY  LOSS [15]

QUASIFUSION
[18], [23], [24]

b)

0.4

0.6

0.8

5 10 15 20 25

FR
A

C
TI

O
N

  O
F 

 A
VA

IL
A

B
LE

  E
N

ER
G

Y

DISSIPATED  E [14]
ENERGY  LOSS [15]

c)

0

0.2

0.4

0.6

5 10 15 20 25

AVAILABLE  ENERGY  (A MeV)

ETHERMAL = EAVAIL - ECOLLECTIVE  [26]

DYNAMICAL  EMISS.  ACCOUNTED
Ar+Al [27], Ni+Ni [28], Ar+Ni [29]

d)

0

0.2

0.4

0.620 40 60 80 100

Fig. 3: (Color online.) Ratio of the excitation energy
per nucleon and the corresponding Ec.m.

avail
as a function

of this same available energy Ec.m.

avail
. Symbols used to

distinguish different systems are the same as in Fig. 2.
Panel a) : Simulation results of Fig. 1.
Panel b) : Five different analysis of the Xe+Sn reaction
for 25A≤Ein≤ 50AMeV.
Panel c) : Ratio values reported in the analyses based
on the pure kinematical considerations.
Panel d) : Ratio values reported in analyses which
thoroughly accounted for the pre-equilibrium emission
component as well as the results on the total thermal
energy reported above 100A MeV and for which the
abscissae labels above the panel frame are relative to.

extensively studied by the INDRA collaboration. Displayed are ve analyses of apparently the same data
set for 25A≤Ein≤ 50A MeV [14, 15, 18, 23, 24]. Each analysis has used its own approach in selecting
data by centrality and its own philosophy in extracting the total excitation Ex and the primary source
mass A. Reported Ex/A differ substantially among them: The absolute value at the same Ein differs up
to 80%. Moreover, some of presumed single-source (quasifusion) analyses display a rising fraction of
Ex/A in Ec.m.

avail as Ein increases [18, 23], other falling fraction as Ein increases [24], whereas the most
probable dissipated energy [14] and the total energy loss [15] displays a weak if any dependence on Ein.

Dissipated energy and total energy loss are the analyses inspired by the kinematical arguments and
do not require presumption on the dominant reaction mechanism. Their drawback is in their applicability
to the mass-symmetric systems only. Figure 3c) displays results for all systems studied by these two
approaches in a fairly broad range of Ein. The total energy loss within the error bars gives the same
constant value for all four systems studied. The results of Figure 3c) are rather weekly depending on
Ein and may be considered constant. Another example of cases with the constant fraction of Ex/A in
Ec.m.

avail is shown in Fig. 3d). Displayed are three single-energy studies that carefully accounted for the
copious midrapidity emission [27–29] which occurs during the compact and prior-to-scission reaction
phase discussed in Sect. 1 as well as the only Ex/A result reported so far above 100AMeV. Within blast
model extracted is the total thermal energy for the Au+Au reaction from 150A to 400AMeV [26]. These
Au+Au data have recently been revised [30] but a strict linearity of the studied ratio as a function of Ein

did not change so that the value of our fraction should merely be slightly increased.

5 Conclusions
In conclusion, a semiclassical transport model study of the early reaction phase of central heavy-ion
collisions at intermediate energies has been carried out for a variety of system masses, mass asymmetries,
and energies below 100AMeV. It has been found that the maxima of the excitation energy Ex deposited
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at this early reaction stage into the reaction system represents a constant fraction of about 40% of the total
center-of-mass available energy of the system Ec.m.

avail. In heavy-ion experiments extracted total dissipated
energy per nucleon and total energy loss deduced on kinematical arguments display a similar constancy
of their share in the system available energy. A similar result may be found in total excitation energy
extracted from experimental observations under condition that the pre-equilibrium emission is properly
accounted for. This indicates that the stopping power of nuclear matter is signicant even below the
threshold of nucleon excitation and that it does not change appreciably over a wide range of incident
energies, a result corroborated experimentally [31].
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Scaling in nuclear reaction studies is found when two or more experimental observables can be 
combined into a single variable that permits comparison of a range of data.  The most familiar 
example combines inclusive scattering doubly differential cross section data points with three-
momentum transfer q and energy transfer  to a single nucleon within a complex nuclear target to 
form the scaling variable1 

( ( 2 )) ,y m q  

with M the struck nucleon mass.   This variable is the least internal nucleon momentum that can 
scatter a beam particle with q and .  Nuclear responses measured by scattering experiments that 
measure doubly differential cross sections to the continuum are presented in this variable as 

2 2 2( ) / * / ( / * * (( ( )) )).effF y d d d q d d A M q y  

These responses yield patterns for electron scattering 1 which do not vary with q or , or with 
beam energy and scattering angle.  An industry now uses these responses to understand the dynamics 
of nucleons within nuclei. 

  Can the same procedure yield scaling for continuum spectra measured with hadron beams, 
both scattering and charge exchange?  The answer is not obvious, since one of the conditions for 
scaling to apply is that the beam interacts with each bound nucleon once and only once, incoherently 
and following the impulse approximation.  The large cross sections with hadrons make multiple 
collisions common, violating the impulse approximation, and experimental conditions may not be 
consistent with the quasifree condition.  If scaling is found with hadrons, there can be new 
opportunities to understand nucleon dynamics, since hadron beams offer access to all six spin/isospin 
single nucleon responses of nuclei.  Moreover, the measured responses are not just of the bound 
nucleons, but measures of their interactions with another hadron within the nuclear medium. 

  The richest array of hadron continuum data at intermediate energies is found for a carbon 
sample.  There are scaling systems other than the y-scaling used here, but several of these scale as well 
as y-scaling.  See Ref. 2 for a recent comparison of carbon data in several scaling formats. 

  Care is needed with the parameters entering F(y).  The singly-differential cross sections for the 
hadron striking a nucleon off the mass shell are taken in the optimum frame method.3  The number of 
nucleons struck one and only once (Aeff) is calculated in a Glauber expression4, using in-medium 
hadron-nucleon total cross sections at 70% of their free space values.  The energy transfer  to the one 
struck nucleon is taken from the beam energy loss, a binding energy of 20 MeV for carbon, a Coulomb 
energy for charge changing reactions, and the recoil of the A=11 system.  Details are found in Ref. 2. 

  ‘Scaling of the first kind’ is defined as invariance of the responses for a given beam and target 
as the scattering angle is changed.  Figure 1 shows data for 795 MeV (p,px)5 and 950 MeV/c ( -, -x)6. 
The line at y=0 denotes free scattering, with negative y for lower energy losses .  For both reactions 
the responses rise with larger scattering angle, more so with protons, but the responses at very negative 
y agree.  The curve represents the expectation of a non relativisitic Fermi gas (NRFG) with kF=228 
MeV/c.  Responses at negative y exceed this curve, since they arise from interactions or correlations 
among the bound nucleons.  This is the region where responses are of greatest interest. 
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Fig.1: Proton and pion continuum spectra are displayed in the y-scaling format at proton angles of 13, 15, 20, 25, 
30 deg5 and pion q=350, 450, 550, 650 MeV/c.6  Responses all rise with q, but agree closely for y<0.  The curves 
show the expectations for a NRFG. 

 

 

  Data for scattering without charge exchange (NCX) with three hadron beams are shown in Fig. 
2, all with q near 500 MeV/c.  This q is consistent with the quasifree conditions.  The agreement 
among the data from three beams and several beam energies demonstrates a new ‘scaling of the third 
kind’ with invariance among hadron species.  The role of correlations at negative y is found to agree 
for all, above the NRFG curve and the dashed curve that represents a ‘universal’ fit to electron 
scattering responses.7 

  Charge exchange (SCX) data from (p,nx)8 and ( -, 0x)9 reactions with q near 500 MeV/c are 
shown in Fig. 3.  Less agreement among the results is noted, with these SCX responses showing a 
stronger rise at positive y than was noted for NCX.  This rise is due to isovector pion production, and 
NCX reactions have much less coupling to isovector responses.  Again, the responses for SCX are 
stronger at negative y than would be expected for the simple NRFG. 
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Fig.2: A collection of hadron y-scaling responses with q near 500 MeV/c is compared with the NRFG 
expectation and a curve from high energy electron scattering.7  Longitudinal electron responses are also shown at 
q=550 MeV/c.10 

 

 

 

 

Fig.3:  As Fig.2, but for hadronic charge exchange data.  Transverse electron responses are also shown.10 

 

  Scaling of the first kind, independent of q, is found for all hadron NCX reactions over a useful 
range of momentum transfers, as shown in Fig. 4.  Values of the responses were interpolated to be 
shown at fixed values of y=-170 and -300 MeV/c.  Over a range of q from 400 to 600 MeV/c  the 
responses are constant to within 2.7% (4.1%) at y=-170(-300) MeV/c.  The 30 data points in this range 
at y=-170 MeV/c come from eight experiments, each with a systematic uncertainty near 10 %, 
implying a scatter of 3.9% in their average.  The data agree with one another within the expected 
accuracy, for scaling of the first kind.   Electron scattering from proton charge in carbon10 
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(’longitudinal’) at y=-170 (-300) MeV/c and q=550 MeV/c gives a response of 2.37 (0.69) GeV-1, 
compared with 2.76 (1.25)GeV-1 for hadrons with q from 400 to 600 MeV/c.  The hadronic responses 
are stronger because NCX scattering is more strongly isoscalar than is electron scattering, gaining 
more from nuclear collectivity. 

 

 

 

Fig.4: Hadronic y-scaling responses interpolated for fixed values of y are shown.  The solid curve is the 
expectation of a Pauli-blocked NRFG, and the dashed curve arises from a slab model.  The text demonstrates 
that ‘scaling of the first kind’ is found for q= 400-600 MeV/c. 

 

 

 

  The similar average of SCX responses of carbon for q=400 to 600 MeV/c and y=-170 (-300) 
MeV/c is 3.17 (1.26) GeV-1, with a scatter of 5.6(10)% from 18(16) data points from five experiments.  
Scaling is not followed as well for isovector charge exchange as it is for NCX.  The isovector 
(‘transverse’) electron scattering10 response at q=550 MeV/c for y=-170(-300) MeV/c is  5.13(1.83) 
GeV-1.  Hadronic responses are weaker than those for electrons in the isovector channel. 

  The quasifree condition requires that incident and exiting nucleon kinetic energies be much 
larger than internal nucleon energies.  Figure 5 shows interpolated NCX responses at y=-170 and -300 
MeV/c for three hadron beams over a range of incident kinetic energies.    The results change only 
slowly with higher beam energies, demonstrating that the quasifree condition is met surprisingly well. 
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Fig.5:  Hadronic NCX responses at fixed y are shown for a range of beam energies, demonstrating that the 
quasifree condition is met for these data. 

 

  These results are encouraging, indicating that the wealth of possible experiments with hadron 
beams can be used to infer universal nuclear responses for at least one nucleus.  With the opportunities 
for spin transfer studies, hadron experiments  can be expected to yield new insights into the spin and 
isospin single nucleon responses of nuclei, giving new insights into the dynamics of nucleons within 
nuclei. 

This work was supported in part by the USDOE and the Chancellor of the University of 
Colorado at Boulder. 
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Our theoretical understanding of the behaviour of nucleon single-particle states in the most highly-
asymmetric nuclei has prospered from quantitative information derived from direct knockout (nucleon
removal) and transfer reactions. Recent reaction studies propose both more quantitative assessments and
links to microscopic structure models, e.g. [1], and probes of developments in shell-model effective in-
teractions. Of particular value at intermediate energies have been the fast one- and two-nucleon removal
mechanisms and transfer reactions. In particular, studies of well-bound and loosely-bound nucleon re-
moval and the fast two-nucleon removal mechanism are now available, e.g. [2], providing quantitative
predictions and experimental tests for both ab initio and truncated-basis structure models and of their
inclusion of two-nucleon correlation effects [3,4]. Fast nucleon pickup reactions have also recently been
suggested [5] as a probe for the migration/fragmentation of high-L intruder states, e.g. near traditional
closed shells. This talk will review recent analyses and future possibilities for both spectroscopy and as
probes of wave functions calculated with modern many-body methods.
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175Lu(n,n’γ) gamma-ray production cross section measurements
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Abstract
Neutron inelastic scattering cross section on Lutetium 175 have recently been
measured at various energies between 0.4 and 1.7 MeV using the 4 MV accel-
erator at CEA DAM-DIF. A High Purity Germanium detector has been used
in order to measure the gamma-rays following the (n,n’) reaction and thus ex-
tract the gamma-rays production cross-sections for low-lying levels transitions.
These results have been compared to a TALYS calculation and are generally
in good agreement. Results and calculations will be fully discussed for one of
the gamma-ray transition at 396.3 keV .

1 Introduction
Fundamental nuclear physics and applications in reactor physics and astrophysics require accurate neutron-
induced radiative capture cross section data. CEA DAM-DIF has started in 2007 a program aiming at
measuring neutron-induced cross-sections for many Lu isotopes [1]. Because of target radioactivity, di-
rect measurements for short-lived nuclei, such as the 173Lu nucleus, are very challenging and does not
allow to extract cross sections above a few hundred of keV . Therefore, complementary measurements,
using indirect way of determining information for cross sections, are needed.

In the 70�s, Britt and Cramer proposed the surrogate method [3] for the indirect measurement of
actinide’s ssion cross section. In this method, the cross section is determined using an alternate reaction
(or surrogate reaction) which proceed through the same compound nucleus as the direct reaction. In
2010, ssion cross sections of 242,243Cm and 241Am have been measured by Kessedjian et al. [4] using
the surrogate method. From 1 to 6MeV, the results are consistent with the neutron induced ssion cross
section measurements, but these results are still discussed [2].

The validity of the surrogate method when applied to the neutron-induced radiative capture has
not been demonstrated yet. In this context, the 174Y b(3He, p) reaction has been studied in 2010 at Or-
say [5]. This reaction is the surrogate of the well know 175Lu(n,γ ) reaction. The surrogate data present
large discrepancies with respect to the neutron-induced data. Indeed, the average spins obtained for the
surrogate reaction is 3 to 4 � higher than in the neutron-induced reaction [5]. In order to conrm these
results we performed a new experiment in April 2012 using the K150 cyclotron at Texas A&M Univer-
sity which aims to study the 174Y b(p, d) reaction as a surrogate of the 172Y b(n,γ ).

The Orsay experiment results have been interpreted using optical model calculations. These cal-
culations have been performed at CEADAM-DIF using the TALYS code [6]. TALYS is a computer code
developed by NRG-Petten and CEA DAM-DIF for analysis and evaluation of nuclear reactions which
uses a parameter library including ENSDF data [7]. It is built on various models such as pre-equilibrium,
direct, ssion models and optical model for which potential for neutrons can be read as external input.
Recently, Garret et al. [8] used the 175Lu(n, n�γ) reaction in order to accurately measure rotational bands
and isomeric states in 175Lu. Below 800 keV , most of 175Lu low-lying levels are very well know. There-
fore, for the calculations, all these levels have been included as discrete levels and a continuum was used
above 800 keV . The optical model potential used for neutrons was evaluated on n+181 Ta data [9] and
was adjusted to reproduce the 175Lu total cross section [10].

∗Corresponding author, currently at Institut Laue-Langevin, email: blanc@ill.fr.
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In the present work we measured the angle integrated gamma-rays production cross sections from
the 175Lu(n, n�γ) using a High Purity Germanium detector (HPGe). Results and TALYS calculation
have been compared in the 0.4 to 1.7MeV incident neutron energy range. The Sec. 2 and 3 respectively
detail the experimental setup and the data analysis. Results and discussions are presented in detail in
Sec. 4 for the gamma-ray transition at 396.3 keV .

2 Experimental setup
The 175Lu(n, n�γ) measurement has been performed at the 4 MV accelerator at CEA DAM-DIF. The
4 MV accelerator produces a pulsed proton beam with a 400 ns period which impinges a titanium-
tritium target (945 μg/m2). The neutrons are produced by the T (p, n)3He reaction which emits nearly
mono-energetic neutrons for which the energy directly depends on the θneut angle between the proton
beam axis and the direction of the neutron emission [11]. Actually, at a xed θneut angle the neutron
energy distribution is driven by the protons energy loss inside the titanium-tritium target. This energy
distribution can be calculated from the proton energy loss per length unit in Titanium provided by SRIM
[12]. For instance, at zero degree, a proton beam of Ep = 2500 keV produces neutrons in the 1640
to 1720 keV range with a 1673 keV mean energy. This energy distribution is narrow enough that the
neutron are considered nearly mono-energetic.

Since the 175Lu is the most abundant isotope (97.41%), ∼ 30g of a Lutetium oxide powder was
compressed inside polyethylene cylinder (3 cm in diameter and length) and used as a 175Lu target. Its
mass and volume were accurately measured and it contained 9.663 × 1022 175Lu nuclei, the uncertainty
being negligible. The sample was placed, at zero degree, ∼ 10 cm from the neutron production target.
The gamma-ray production cross-sections were thus measured at six neutron mean energies: 458, 594,
682, 789, 1155 and 1673 keV .

Fig. 1: Schematic view of the experimental setup (not to scale).

The experimental setup consists of a 40% HPGe detector and a BF3 proportional counter for neu-
tron uence calculation (see Fig. 1). The Germanium detector was placed at a θGe angle with respect
to the proton beam axis. Three measurement campaigns, at three θGe angle (90◦, 110◦ and 132◦) were
performed in order to extract gamma-rays angular distribution. The θGe angle uncertainty was estimated
to be ±1.5◦. The exact positions of the Lu sample with respect to titanium-tritium target as well as the
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position of the HPGe detector with respect to the sample depends on the measurement campaign and
are reported Fig. 1. Note that, in order to reduce gamma-ray background, the Germanium detector was
shielded with ∼ 10 cm of lead. A set of polyethylene was added in order to prevent damage on the
Germanium Crystal due to fast neutrons coming from the neutron production target. An accurately cali-
brated BF3 counter, placed at 3 meters from the neutron production target, at 20 degrees with respect to
the proton beam axis allows precise measurement of the neutron uence in the sample.

Fig. 2: (left) TAC spectrum for En = 1155 keV and θ = 110◦. (right) Energy spectrum for En = 1155 keV and
θ = 110◦ gated on gamma-rays peak (see text for more details). All observed gamma-rays from 175Lu(n, n�γ)

have been labelled.

Events which are not in time with gamma-rays from the 175Lu(n, n′γ) reaction are considered to
be uncorrelated background. They mainly come from radioactive elements or thermal neutron capture
and their effect can be signicantly reduced using the time of ight (TOF) technique. As mentioned
above, the proton beam is pulsed and can be used as a START for a time measurement. We thus used a
Time Amplitude Converter (TAC) electronic module in order to measure the time between a pulse and
a Germanium signal. The Fig. 2 (left) shows a typical TAC spectrum. The rst peak at ∼ 85 ns is
populated by gamma-rays which rst hit the Germanium detector. The second peak at ∼ 130 ns with
a long tail is due to the neutrons. The at background is due to uncorrelated events. The Germanium
detector time resolution was measured and found to be ∼ 10 ns. This value is too low to distinguish the
prompt gamma-rays (from the neutron production target) from the signal coming from the 175Lu(n, n′γ)
reaction. The width of the gate used to select the signal has been determined using the delayed 175Lu
transition at 396.3 keV and was estimated to be 10 half time, i.e. 32.8 ns. Fig. 2 (right) shows a typical
energy spectrum gated on signal. 12 gamma-rays from neutron inelastic scattering on 175Lu have been
identied: 113.9, 251.5, 255.7, 257.8, 282.5, 289.4, 298.7, 319.3, 343.4, 353.5, 396.3 and 432.8.0 keV .
The other gamma-rays observed on Fig. 2 (right) mostly come from neutron capture on the Germanium
detector.

Experimental setup performances have been measured using calibrated 241Am, 133Ba and 152Eu
gamma-ray sources. The energy resolution of the Germanium detector was found close to 2 keV at
1.4 MeV . The setup efciency at the full energy peak was measured at various gamma-ray energies.
Measurements have been compared with a simulation performed using the GEANT4 software [13]. They
are in very good agreement above 250 keV [14].

3 Data analysis
TALYS provides angle integrated gamma-rays production cross section for all gamma-rays transitions
from discrete levels. In order to compare calculations with measurements, we need to calculate the angle
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integrated cross section from the measured gamma-ray yields. To do so we rst need to extract from
the data the differential production cross section at a θGe angle. It was calculated from the following
expression:

dσ

dΩ
(θGe) =

Nγ(θGe)

� ·Nnucl · Φneut
(1)

where
� = correction factor including solid angle subtended by the detector (in sr unit),
Nγ(θGe) = gamma-ray yield corrected for the dead time of the acquisition. The dead time

correction depends on the trigger rate and range from 0.78 to 0.97,
Φneut = neutron uence in the Lu sample,
Nnucl = number of 175Lu nuclei in the Lu sample,

The correction factor � was determined using GEANT4 simulations which include the setup ef-
ciency (see Sec. 2) and the gamma-ray attenuation in the Lu sample. It ranges from 3.23 × 10−4

to 4.92 × 10−4 sr according to the setup and the gamma-ray energy. Its relative uncertainty has been
estimated to 5%. As described in Sec. 2, the neutron uence in the sample Φneut was calculated from
the measurement of the BF3 detector with an uncertainty better than 5%. Note that the energy and
uence variations of the incident neutrons over the sample due to the T (p, n)3He reaction have been
neglected [11]. The neutron attenuation in the sample has also been neglected because of the very low
density of the Lu sample (below 1.9 g · cm−3).

The angle-integrated gamma-ray production cross section as well as the angular distribution were
then obtained for each transition. The gamma-ray angular distribution is symmetric about 90◦ and can
be expressed as a series of even order Legendre polynomials [15, 16]:

dσ

dΩ
(θGe) =

σ

4π

∑

ν

cνPνcos(θGe) (2)

where
ν = 0, 2, 4, ...,
σ = angle integrated cross section,
cν = coefcient of the angular distribution

with c0 = 1,
Pν = ν th order Legendre polynomial.

The range of the ν index is determined by vector momentum coupling conditions, in particular,
ν < 2 · ln, where ln is the angular momentum transferred by the incident neutron [15]. A calculation
performed using the TALYS code shows that in the 0.2 to 1.7 MeV range, the neutron transmission
coefcient for ln = 3 is negligible with respect to ln = [0, 1, 2] [14]. Therefore, ν vary in the range [0, 4]
and the angular distribution can be well described with up to 4th order Legendre polynomial [?, 14]. The
differential cross section has been measured at three different θGe angle. It results in a system of three
equations 2 with three parameters which can be analytically calculated: σ (the angle integrated cross
section) and, c2 and c4 (the coefcients of the angular distribution).

Note that the effect of the neutron energy distribution in the Lu sample cannot be neglected. It has
been included in the analysis by convolving the expected neutron energy distribution in the Lu sample to
the TALYS calculation. This energy distribution is mainly due to:

– the proton energy loss in neutron production target (see Sec. 2) which has be calculated using
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SRIM [12],
– the multiple scattering in the Lu sample which has been calculated using MCNP [18].

As a result, the calculated cross section decrease from less than 0.01% to 3.56%, depending on the
transition and the neutron energy.

4 Results for the gamma-ray at 396.3 keV

The gamma-rays production cross section were obtained for eight transitions: 251.5, 257.9, 282.5, 298.7,
319.3, 343.4, 396.3 and 432.7 keV . They are all above 250 keV where the setup efciency is well-
reproduced by the GEANT4 simulation (see Sec. 2). All of them have been studied in detail in [14]. For
the sake of clarity, only one will be discussed in the present proceeding. Since it has been used to deter-
mine the width of the gate used to select signal events (see Sec. 2), the delayed transition at 396.3 keV
has been chosen.
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Fig. 3: Results for the gamma-ray at 396.3 keV . (left) Measured differential cross section as a function of θGe (full
triangles) for En = 1155keV . The analytically calculated angular distribution is also plotted (dashed line). (right)
Gamma-ray production cross section as a function of the incident neutron energy (full triangles). The TALYS
calculation is also plotted (open squares).

The Fig. 3 (left) displays the three measured differential cross sections at three different θGe angle
for the gamma-ray at 396.3 keV and a 1155 keV mean incident neutron energy. As described in Sec.
3, the angular distribution was analytically calculated from these measurements and the result is also
plotted Fig. 3 (left, dashed line). The two "wells" at ∼ 60◦ and ∼ 120◦ illustrates that the effect of the
fourth order Legendre polynomial in equation 2 is not negligible. The angle integrated production cross
section is then extracted from the angular distribution. The angle integrated cross section as a function
of the incident neutron mean energy is plotted Fig. 3 (right, full triangles). As expected the cross section
increases with neutron energy increasing and reach a plateau from where the gamma-ray production is
mainly driven by the feeding of the corresponding low-lying level. The TALYS calculation convolved
with the neutron energy distribution (see Sec. 3) is also plotted Fig. 3 (right, open squares). Results and
calculation are in good agreement over the whole neutron energy range studied in the present work.

5 Conclusion
In the present work, gamma-rays production cross section for the 175Lu(n, n�γ) reaction have been mea-
sured using a 40% HPGe detector. The experiment has been performed at the CEA DAM-DIF 4 MV
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accelerator using a nearly mono-energetic incident neutron beam ranging from 0.4 to 1.7 MeV . Differ-
ential cross sections have been measured at three HPGe angles with respect to the beam axis. Angular
distribution and angle integrated cross sections were then extracted analytically for eight gamma-ray
transitions. Optical model calculations has been performed using the TALYS code with a phenomeno-
logical potential used during the analysis of the Orsay surrogate experiment [5]. Measurements and
calculations are generally in good agreement. These results validate the optical model calculations used
for the Orsay experiment. It also validate calculations which, in the same way, will be performed for
further experiment aiming at testing the validity of the surrogate method for neutron induced capture
cross section measurements in the 175Lu region.
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Abstract  
 A study about the selectivity of the 12C(18O,16O)14C  two-neutron transfer 
reaction was done at the Catania INFN-LNS laboratory at 84 MeV incident 
energy, that corresponds to about three times the Coulomb barrier. The 
ejectiles produced in the reactions were momentum analyzed and identified 
by the MAGNEX spectrometer. The achieved mass resolution in the particle 
identification (about 1/160) has allowed to identify the different reaction 
products (mainly isotopes of C, N, O, F, Ne). The integrated cross sections 
show an enhanced yield for the two-neutron transfer compared to the one-
neutron transfer.  
The Q-value spectrum was extracted and several known bound and resonant 
states were identified. In particular states with 2p-4h configuration respect to 
the 16O core are mainly populated by the (18O,16O). This result is a first 
evidence that the (18O,16O) reaction proceeds mainly by the direct transfer of 
the neutron pair, instead of a second order process. 
 
  

1 Introduction 
Two-neutron transfer reactions are useful probes to study details of the neutron-neutron correlations 
beyond the nuclear mean field, in particular they play an important role to test the pairing interaction 
between the nucleons. The concept of pairing force was introduced in the thirties to explain the major 
stability of even-even nuclei respect odd systems [1]. In the two-neutron transfer reactions this force 
favors the direct transfer of a pair coupled to L = 0 angular momentum, in addition to the standard 
uncorrelated sequential transfer of two single nucleons [2-3]. In certain dynamic conditions the direct 
transfer can be dominant and pairing modes are more efficiently excited in a residual nucleus [4]. 

In the past, such spectroscopic studies were carried out mainly using (t,p) reactions [5]. During 
the course heavy ion beams were also available. Despite the apparently more complicated structure of 
heavy projectile, there are many reasons that lead to prefer the reactions between heavy ions rather 
than those induced by light ions. First and foremost the reaction mechanism is a much simpler for 
heavier projectiles. In fact, all quasi-elastic heavy-ion-induced processes can be treated in a semi-
classical approximation. This simplicity often leads to a more clearly defined spectroscopy about the 
target and, in case of heavy ions, the projectile [6-7]. In fact there is the possibility of exciting the 
projectile as well as the target. Transfer reactions between heavy ions at energies above the Coulomb 
barrier have a large cross-section if certain kinematical conditions (known as Brink matching), on the 
Q-value of the reaction and on the angular momentum of the transferred nucleons in the initial and 
final nuclei, are satisfied [8]. In case of heavy-ion induced reactions, the angular distributions are bell 
shaped at incident energies close to the Coulomb barrier. At higher incident energies they display 
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forward rising and under favorable kinematic conditions they also show oscillations characteristic of 
the angular momentum transferred [6]. Finally since there are many heavy-ion beams, a great number 
of reaction channels can be used to produce the same residual nucleus [9].  

If a pair of neutrons coupled to angular momentum zero is pre-formed in the projectile, the role 
of the pairing correlations is enhanced. This is what happens in (t,p) reactions; but nowadays triton 
beams are limited mainly due to restrictive radioprotection rules in many accelerator laboratories. 
Among the heavy-ion reactions there are many possibility such as (6He, 4He), (14C, 12C) and (18O,16O). 
The use of 6He and 14C beams is limited because they are radioactive beams and are characterized by 
low intensity. The 18O beam is stable and so can be produced with high intensity. In this context the 
(18O, 16O) reactions are good spectroscopy probe to study the pairing interaction. We have chosen to 
perform such a reaction on 12C target. The residual nucleus 14C is well known and a vast literature is 
available as regards the configurations of its excited states [10-11]. Thus the study of the known 14C 
states via the (18O,16O) reaction is a benchmark to learn about the reaction mechanism.   

Another important factor is the incident energy. In fact at energies not for above the Coulomb 
barrier the angular distribution are sensitive to the angular momentum of the final populated states [9]. 
For these reasons the experiment was performed at about 3.5 times the Coulomb barrier. Furthermore 
according to the Brink’s matching conditions the probability [8] to transfer L = 0 angular momentum 
is not negligible.   

2 Experimental set-up and data reduction 
The experiment was performed at the LNS-INFN in Catania, using a Tandem beam of 18O at 84 MeV 
incident energy on a 50 g/cm2 self supporting 12C target. 

 
Fig. 1:  MAGNEX at the INFN-LNS, Catania, Italy. 

The outgoing ejectiles were momentum analysed by MAGNEX spectrometer [12] and detected 
by the focal plane detector FPD. In the data presented in this paper the spectrometer was located at 3 
different angular settings, with the spectrometer optical axis centered at θopt = 8°, 12°, 18° in the 
laboratory frame. Due to the large angular acceptance of MAGNEX (-0.090 rad, +0.110 rad 
horizontally, ±0.125 rad vertically in the spectrometer reference frame), this setting covers an angular 
range of about 3° < θlab < 24°. The magnetic fields were set in order to focus the 16O ejectiles. Particle 
identification is achieved through the simultaneous measurement of the position and angle, the energy 
loss and the residual energy as described in details in ref. [13]. The horizontal and vertical positions 
and angles of the oxygen ions, measured at the focal plane, are used as input of a 10th order ray-
reconstruction of the scattering angle and kinetic energy, based on a differential algebraic method 
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implemented for MAGNEX [14]. This allows an effective compensation of the high order aberrations 
of the spectrometer [15-16]. The kinetic energy is then transformed, by the use of relativistic 
kinematic relations, in Q-value or equivalently in excitation energy E* = Q – Q0, where Q0 represents 
the Q-value for the transfer to the ground states of the residual and ejectile nuclei.  

3 Data analysis  
 
The first evidence of the selectivity of the (18O,16O) reaction is the transfer yields. The isotopic yields 
for the different oxygen isotopes are shown in Fig.2. In order to measure the isotopic yields,  the 
bound and resonance states of 14C populated by (18O,16O)  reaction were integrated.   
 

Fig. 2:  Yields of  17O, 16O oxygen isotopes for the reactions 18O + 12C. 

The striking results is that the two-neutron transfer process appears as probable as the one-neutron 
removal. This unexpected enhancement of 16O ejectiles suggests that in the two-neutron removal 
process there is a relevant contribution from the direct transfer of the neutron pair, and not only a 
independent transfer (second order process). In fact, if the contribution from the sequential transfer of 
the two neutrons is dominant a transition amplitude given by the product of two independent terms is 
expected. Consequently the experimental yields for two-neutron transfer should be much lower than 
the one-neutron one. 
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Fig. 3: Spectrum of  14C the reconstructed excitation energy for  9° < θlab  < 12°. The isolated 

peaks are labelled with the relative excitation energy. 

 
A preliminary 14C Q-value spectrum is shown in Fig. 3. Several bound and resonant states are 
observed and identified. All the labeled 14C states have been observed by (t,p) [11] and other heavy-
ion reactions [10]. In a tightly bound nucleus, as the 12C, two-neutron transfer reactions can populate 
both single particle (13Cgs + n) and cluster states (12Cgs + 2n). The former definitely requires a 
mechanism of uncorrelated transfer of two neutrons, where the neutron pair in the initial 18O ground 
state is broken. It is possible to observe, in the spectrum of Fig. 3, that the most populated states have 
a well known structure described by a two-neutron cluster coupled to the 12C core. For example the 

states 7.01 and 10.74 MeV have a configuration  and 

 respectively [10]. This is an important indication of the dominance 
of the direct one-step nature of the transfer and the minor role of the two-step dynamics.  
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Abstract
Prompt-gamma spectroscopy and time-of-ight techniques were used to mea-
sure (n,xnγ) cross-sections on several nuclei of interest for nuclear reactors.
Experiments were performed at the GELINA facility which provides a pulsed
white neutron beam of maximum energy about 20 MeV. Preliminary results
concerning 235U and 238U will be presented.

1 Introduction
In the context of research and development of future nuclear reactors [1], satisfying to present constraints
(environmental impact, security, resources management), studies on fast-neutrons induced reactions play
a major role. Indeed, reactions with a threshold, like (n,xn), become important in reactors with a fast
spectrum, since they contribute to the neutron multiplication, to the modication of the neutron spectrum
and to the production of radioactive nuclei.

There are complementary approaches to measure (n,xn) reaction cross-sections: direct neutron
detection, target activation, and prompt γ spectroscopy. Our collaboration chose to rely on that last
method. The principle is to use experimental (n,xnγ) cross-sections, and account for unobserved tran-
sitions with theoretical predictions, to calculate the total (n,xn) cross-section. In order to reduce this
model-dependency, it is primordial to observe a signicant part of the total cross-section. In other words,
a maximum of transitions has to be treated, especially those going directly to the ground state.

In this context, the aim of the present work is to measure, at high-level precision, the (n,xnγ) cross-
sections on 235U and 238U. That latter belongs to the high-priority list of nuclear data [2], for which a
signicant improvement of accuracy is mentionned.

2 Experimental set-up
The Geel Electron LINear Accelerator (GELINA) located at the Joint Research Center - Institute for Ref-
erence Materials and Measurements (Geel, Belgium) provides an intense (compressed) pulsed electron
beam. Typical gures for this beam are an energy of 100 MeV, a 1 ns pulse width and a peak-current of
120 A. The maximum repetition rate amounts to 800 Hz; it was used for the experiments mentioned in
the present paper. As the electron beam hits the neutron-production target, consisting of Uranium, pho-
tons are emitted through the Bremsstrahlung process. Subsequent photonuclear reactions occur, leading
to direct and delayed neutrons emission. The produced neutron beam covers a wide energy range, from
a few eV to 20 MeV; the maximum of the ux sits between 1 and 2 MeV. The total average ux is about
3.4× 1013 neutrons per second.

The experimental set-up GRAPhEME is located on Flight Path 16 (FP16), 30 meters away from
the neutron-production target. It is represented on g. 1. The incoming neutron beam passes through a
Fission Chamber (FC), consisting of a UF4 deposit (enriched beyond 99.5% of 235U) embedded in an
ionization chamber. The products of neutron-induced ssion that escape the deposit leave a signal, whose
time and amplitude are stored by the data acquisition system. Knowing the cross-section for 235U(n,f)

145



from evaluations (ENDF/B-VII.0), the ssion yields serve as a measure of the neutron ux as a function
of the neutron energy.

The neutron energy was obtained using the Time of Flight (ToF) technique. The ToF measurement
relied on the start signal T0 given at the time electrons hit the neutron production target. This reference
time is provided by the GELINA facility with a precision of 1 ns.

149° 110°

Fission chamber

HPGe detectors

110°149°

Lead housing

Sample

beam pipe, with

collimators and �lters

Lead wall

beam pipe to 60 m station

Experimental setup
Flight path: FP16

Station: 30 m

Fig. 1: The GRAPHEME set-up at the GELINA facility on the FP16 - 30m ight-path

In order to perform prompt γ spectroscopy, four planar High-Purity Germanium detectors (HPGe)
have been set around a target, consisting of the sample of interest. Neutron-induced inelastic reactions
leave the collided nuclei in an excited state. The following de-excitation operates (partly) by gamma-ray
emission, detected by the surrounding HPGe.

These HPGe detectors as well as the ssion chamber were connected to a fast digital acquisition
system using TNT-2 cards working at 100 MHz, developed at IPHC Strasbourg [3]. Events could be
recorded with a time precision of 10ns; the energy was coded over 32768 channels.

3 Data analysis
For each HPGe detector, the time distribution of events displays a similar structure as seen in g. 2.
The ambient radioactivity level coming from the set-up itself and surrounding materials adds up with the

Fig. 2: Part of the ToF distribution, in one HPGe detector.

radioactivity of the sample of interest, forming a constant background, visible on the left on the gure. A
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sharp peak occurs as a consequence of the brief emission of gamma rays at the neutron-production target;
we refer to it as the “gamma ash”. These events detected in the HPGe detectors are not correlated to
neutron-induced reactions. After the gamma ash, gamma events can be linked with incoming neutrons.
The rst events, corresponding to smallest ToF, are (partially) induced by highest-energy neutrons. With
larger ToF come events related to neutrons of less kinetic energy. A time window can be applied to
select gamma events as a function of a corresponding neutron energy range. The neutron ux and the
precision on the neutron ToF (over a relatively short ight path of 30 metres) put limits on the granularity
in neutron energy that we can achieve.

A comparison between a time-gated energy spectrum before and after the gamma ash gives hints
of neutron-induced reaction rays. As a function of the location of this gate in the time-distribution, i.e.
as a function of the neutrons mean energy, peaks rise and disappear. This phenomenon is visible in two-
dimensional histrograms such as g.3, where a part of the energy distribution is displayed as a function
of a part of the ToF distribution. The gamma ash is seen as a strong vertical line. Horizontal lines
starting from the left, so before neutrons arrive, correspond to radioactivity rays. On the right hand side
of the gamma ash, i.e. when neutrons arrive, some rays appear, and slowly fade away.

Fig. 3: Partial energy distribution vs partial ToF distribution (in channels), in one HPGe detector.

Once “spotted”, a reaction ray is followed throughout the whole acquisition time gate. A collection
of time intervals is prepared, for which we determine the corresponding neutron energy ranges. For
each of these intervals, we determine the number of counts contained within the peak of interest. This
procedure applies to each of our HPGe.

The formula expressing the reaction cross-section for one gamma transition as a function of our
observables is as follows:

σ =
Nγ

�γ

�FC
NFP

σ235U(n, f)
N235U

Nsample

, (1)

with Nγ the number of detected gamma events, �γ the detector’s efciency for that γ energy, NFP the
number of detected ssion products in the Fission Chamber (FC), �FC the FC efciency, Nsample the
number of atoms in the sample and N235U, the number of 235U atoms in the FC deposit.

In the frame of high-precision studies, specic efforts were put on the quantication of the un-
certainties. Besides the obvious need for large statistics with background reduction, careful simulations
and calibrated-source measurements have been performed to determine detectors efciencies. In addi-
tion, the Uranium deposit inside the FC and the target sample were precisely characterized (dimensions,
mass, purity).
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The integration of the differential cross-sections over all angles is performed using the Gauss
quadrature. The method applied to γ-ray yields is explained in ref. [4]. In the present experiment, the
measurement of the differential cross-section of a given transition at two appropriately chosen angles is
sufcient to calculate the angle-integrated reaction cross-section:

σ = 4π

[
w1

dσ

dΩ
(θ1) + w2

dσ

dΩ
(θ2)

]
, (2)

where angles θ1 ≈ (30.6◦ or 149.4◦) and θ2 ≈ (70.1◦ or 109.9◦) are roots of the Legendre polynomial
P4(cosθ), with associated coefcients w1 ≈ 0.35 and w2 ≈ 0.65.

4 Experimental results
We will present here the results concerning (n,n’γ) and (n,2nγ) reaction cross-sections for 235U and
238U. The characteristics of each sample used as a target are summed up in table 1.

Table 1: Specications of the 235U and 238U targets

Isotope Enrichment (%) Total mass (g) Diameter (cm) Thickness (mm)
235U 93.20(3) 37.43(1) 12.004(4) 0.211(6)
238U 99.9(?)a 10.61911(7) 7.019(9) 0.18(4)a

a As given by the manufacturer; all other quantities were measured with high precision at IRMM.

4.1 The case of 235U
The analysis and results of the (n,xnγ) reactions on 235U will be discussed in more details in a forth-
coming article [5]. Data were accumulated over more than 1400 hours of beam time. Angle-integrated
cross-sections of one (n,n’γ) and three (n,2nγ) reactions have been obtained with a precision about 5-7 %
below 9 MeV, degrading to about 20 % for higher energies (mainly due to low neutron ux).

Fig. 4: Cross-sections of (n,2nγ) reactions on 235U as a function of incident neutron energy.

The (n,2nγ) cross-sections for three γ transitions are plotted in g. 4 as a function of incident neu-
tron energy. Our data are compared to experimental results of Younes et al. [6] and Hutcheson et al. [7]
when available. TALYS predictions are also displayed for three different calculations, using different
input models. Data sets agree between themselves on the shape of these cross-sections. The shape is
also well reproduced by the phenomenological approach with TALYS. The other two TALYS calcula-
tions yield substantial overestimation of the cross-sections, compared to data. Quantitative descrepancies
between data sets remain.
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4.2 The case of 238U
Data were accumulated over more than 1200 hours of beam time. Angle-integrated cross-sections of
(n,xnγ) for about 20 γ have been extracted, including three (n,2nγ) and four (n,3nγ) that are not shown
here. The 238U results are preliminary, especially in the sense that the determination of systematic
uncertainties is still under process. The gure displayed below accounts only for statistical uncertainties.

We could extract several cross-sections for transitions in the main band, and many more from other
rotational bands. A few transitions going to the ground state were analyzed, including the deexcitation
of the rst level at 45 keV (very preliminary results, with arbitrary error bars).
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Fig. 5: Cross-sections of (n,n’γ) reactions on 238U as a function of incident neutron energy.

Six transitions are presented in g. 5: the four lowest transitions in the main band, 44.9 keV (2+→
0+), 103.5 keV (4+→2+), 159.3 keV (6+→4+), 211 keV (8+→6+), and two transitions from second-band
levels, 635 keV (1−→2+) and 687 keV (3−→2+). Our data are compared to experimental results from
Voss [8], Olsen [9], Fotiades [10], Hutcheson [11] and their collaborators. Calculations performed by
P. Romain [12] with TALYS are presented, except for the rst level, where the disagreement goes out
of scale. The cross-section for the rst level (45 keV) is compared to direct neutrons measurements by
Smith [13], Guenther [14], Beghian [15], Moxon [16] and their collaborators, and a list of evaluations:
ENDF/B-VII.1, ROSFOND-2010, BROND-2.2, JENDL-4.0, and JEFF-3.1.2.
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No strong tendency can be noticed from g. 5. TALYS calculations are generally in good agree-
ment with data regarding the shape of the cross-section, with the notable exception of the 687 keV (and
a few other transitions, not shown here). Concerning the magnitude of these predictions, they are much
too high for the 45 and the 211 keV. One of the limitations of these calculations is that despite the in-
clusion of thirty discrete levels, a few important levels decaying directly towards the ground state (e.g.
1279 keV) are not described. Data agree rather well between themselves. The compatibility between our
data and direct neutron measurements of the rst level production is encouraging.

5 Conclusion
For the two actinides 235U and 238U, the development of a dedicated set-up and analysis techniques
allowed to perform experiments relying on prompt gamma spectroscopy and time of ight measurements.
We could extract angle-integrated reaction cross-sections for (n,xnγ) processes with a typical precision
ranging from 5 to 7 % below 9 MeV, and to about 20 % for higher energies. The authors bear in mind the
importance of an exhaustive review of systematic uncertainties and of the determination of the covariance
matrix.

The extremely sensible measurement of rst levels’ deexcitation is guiding further evolutions of
the current GRAPhEME set-up. The minimization of the attenuation for low-energy gamma rays will be
a rst step, before considering the measurement of internally converted electrons.

Extensions of our experimental equipment will occur with two additional planar HPGe, that will
be followed later by a 36-pixels planar HPGe. Measurements of (n,xnγ) reactions on very active targets
like 233U are foreseen in the near future.
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Abstract 
Comparisons are shown between transport model calculations and 
secondary-neutron cross sections from 400 MeV/nucleon Kr + Pb 
interactions measured at the HIMAC facility in Chiba, Japan.  Because 
corrections are made to the experimental data to account for detector 
efficiencies, attenuation of neutrons between the target and detector, and to 
remove room-scattered neutrons and neutrons produced elsewhere besides 
the target, room-scattered neutrons, simplified “ideal” geometries have been 
used as input to transport codes for comparison with the data.  However, 
corrections to the data may be imperfect, and as a result the input geometries 
to the codes and the methodology employed for comparison may need to be 
modified to produce a more direct, “realistic” comparison to the data.  Here, 
PHITS transport calculations are made with both ideal and realistic 
geometries and are compared to each other and to data in order to determine 
which, if any, method is better. 

1 Introduction 
The process of validation and verification of transport model calculations with relevant experimental 
data can help lead to improvements in those models and, as a result, lead to reduced uncertainties in 
many applications where those codes are used.  Currently, inclusive light-ion production from 
intermediate heavy-ion interactions is an area of interest with respect to current transport model 
calculations, especially for applications such as space radiation protection heavy-ion radiotherapy, due 
to the relative lack of experimental data.  Secondary neutron cross sections measured over the past 15 
years [1] provide one of the more complete heavy-ion induced light-ion data sets for comparison with 
transport calculations and have been compared previously with such codes as FLUKA [2] and PHITS 
[3].  If discrepancies exist between data and calculation in the comparison, those discrepancies may 
lead to modification of the physics engines that drive the event generators in transport codes.  It is 
critical, then, to ensure that the calculations correctly model the experimental setup and data analysis, 
thereby ensuring that what is “measured” in the transport calculation is the same thing that is 
measured in the experiment. 

In previous comparisons of transport calculations to secondary neutron cross sections measured 
at the Heavy Ion Medical Accelerator Center (HIMAC) in Chiba, Japan, modellers used what is 
referred to here as an “ideal” geometry to generate the output to compare with experimental data.  In 
those comparisons, systematic differences between code and data indicate that some improvement to 
the codes may be necessary [4].  However, the question of whether or not an ideal geometry is the 
correct choice to compare with data must be answered.  To define what is meant by an ideal geometry, 
the experimental methodology must first be described. 

Figure 1 shows a schematic diagram of the experimental setup in the PH2 beam line at HIMAC. 
Neutrons are measured by the time-of-flight method, using the beam trigger plastic and neutron 
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detector as the starts and stops for the time of flight.  Charged particles with enough energy to leave 
the target and enter the liquid scintillator neutron detector are detected by solid plastic scintillators 
placed in front of the neutron detector and eliminated from the data during the analysis.  Long iron 
bars, called “shadow bars”, are placed periodically between the target and the neutron detector in order 
to block neutrons coming directly from the target, allowing only room scattered neutrons (background 
neutrons) to enter the detectors.  In a typical set up, seven detectors were placed at angles between 5 
and 80 degrees.  The number of beam particles incident upon the target was determined by the trigger 
plastic in front of the target. 

Figure 1.  Schematic diagram of the experimental setup at HIMAC to measure neutron cross sections.  

The neutron cross section at a particular angle is determined from data taken in four run 
configurations: (c1) beam + target, (c2) beam + target + shadow bar, (c3) beam + no target, and (c4) 
beam + no target + shadow bar.  After normalizing for acquisition live time and the number of beam 
particles on target for each configuration, (c1) – (c2) gives the number of detected neutrons that came 
directly from the target and from materials in the beam near the target, such as the trigger plastic, 
beam exit window, and air in the vicinity of the target.  Because of the placement and finite size of the 
shadow bars, there is no way to avoid blocking neutrons produced near the target by non-target 
materials, and as such the data are contaminated by non-target neutrons.  To eliminate those neutrons, 
runs are made with no target in place, and (c3) – (c4) will give the number of detected neutrons that 
came directly from materials in the beam line that are close to the target.  Thus, [(c1) – (c2)] – [(c3) – 
(c4)] will give the number of detected neutrons that only come directly from the target, after 
normalizing the runs for the number of beam particles on target.  Once the data are corrected for 
detection efficiency and attenuation of neutron flux through the target and materials between the target 
and neutron detector, the time-of-flight method can be used to determine the secondary neutron 
production cross section. 

2 Comparisons between experiment and model calculations 
From a modelling standpoint, the experimental methodology and analysis is equivalent to an “ideal” 
geometry, where the experimental room has no other materials except for the target, neutron detector, 
and beam.  There are no walls, floors, beam dumps, air, etc., and as such the modeller can take 
advantage of the axial symmetry to use ring detectors at each angle, as can be seen in Fig. A2 of Ref. 
[1], and reduce computational time and increase statistical accuracy.  These types of ideal geometries 
have been employed before in model comparisons with the HIMAC neutron data. 
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There is an unavoidable effect in the experimental setup, however, that may invalidate the use 
of an ideal geometry in model calculations.  For runs with the target, the beam exits the target at a 
reduced energy. For example, in the 400 MeV/nucleon Kr + Pb experiment, the beam exits that target 
at about 375 MeV/nucleon.  When there is no target in place, the beam “exits” the same location at the 
incident energy of 400 MeV/nucleon.  Thus, neutrons created downstream from the target location are 
created at different energies and arrive at the neutron detector at different times, depending if the 
configuration was either “target” or “no target”.  Although target thicknesses were minimized to keep 
that effect at a minimum, can it make enough of a difference in the data that the ideal geometry 
calculations cannot be compared directly with the data?  This effect is most pronounced at forward 
angles, where previous comparisons of model and data show their greatest disagreements.  Figure 2 
shows PHITS calculations of secondary neutrons produced at 5º from 400 MeV/nucleon and 375 
MeV/nucleon Kr in a non-target run (configuration 3).  As can be seen, there is a significant shift in 
the peak location.  If the contribution of neutrons from non-target materials is significant, then there 
could be a significant difference between the data and model predictions using an ideal geometry. 

 

Figure 2.  Comparison of neutron spectra at 5º from 375 MeV/nucleon and 400 MeV/nucleon Kr going 
through the beam exit window, trigger plastic, and air column (configuration c3). 

To investigate the significance of the difference between the target and non-target runs, PHITS 
model calculations were run for all four run configurations, as was done in the experiment.  Because 
the shadow bar runs make it no longer possible to use axial symmetry, all materials in the experiment 
(trigger plastic, target, air, veto detectors, shadow bars, etc.) were given their exact dimensions in the 
input geometry file.  Also, tally regions were given the same exact dimensions as the neutron detectors 
used in the experiment.  As a result, computational times were greatly increased during the realistic 
model runs, as opposed to the ideal model runs. 

The following options were used in the PHITS calculations: 

- Neutron cross section libraries were used up to 20 MeV 
- JQMD and GEM were used as the event generators 
- Heavy ion interactions were cut off at 1 MeV/nucleon 
- The Tripathi model was used for the total reaction cross section 
- Stopping powers were calculated with SPAR+NMTC 
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- Energy straggling was calculated using a Landau distribution 
- Gamma emission was included. 

The reported cross sections have been corrected for the attenuation of neutrons as they travel 
from the target to the detector [5].  To allow for a proper comparison with PHITS calculations, the 
corrections for neutron attenuation have been removed.  Seven tally regions were set at 5º, 10º, 20º, 
30º, 40º, 60º, and 80º in the calculations, at distances from the target that were equal to the flight paths 
used in the experiment.  As was done in the experiment, the calculations were performed for four 
different geometries that depended on the placement of the shadow bars.  Those geometries were: 
shadow bars placed at 5º and 10º, shadow bars placed at 20º and 30º, shadow bars placed at 40º and 
60º, and a shadow bar placed at 80º.  The shadow bars were placed in the same distances from target 
in the calculations as they were in the experiment.  Four calculations were done for each of the target 
and non-target runs, so a total of eight PHITS calculations were performed in order to generate the 
data used to calculate the resultant double differential cross sections.  At least one million histories 
were run for each of the eight calculations. 

To generate the cross sections at a particular angle, the non-shadow bar runs were summed with 
the target in place (configuration c1) and with no target in place (configuration c3).  The data for 
configurations c2 and c4 were generated from the shadow bar runs.  The configurations were 
normalized to the same number of histories, and the cross sections were generated as they were in 
section 1, namely: [(c1) – (c2)] – [(c3) – (c4)]. 

Figure 3 shows a plot of the double differential cross section for 400 MeV/nucleon Kr + Pb at 
80º.  The experimental data (square symbols), ideal PHITS calculation (round symbols), and the four-
configuration “realistic” PHITS calculation (diamond-shaped symbols) are shown.  As expected, the 
statistical uncertainties with the realistic PHITS calculations are large due to the fact that the tally 
regions are much smaller than the tally regions for the ideal calculations.  Both the ideal and realistic 
PHITS calculations match the shape of the experimental data well, but the ideal PHITS calculation 
overestimates the magnitude of the spectra.  The realistic PHITS calculation predicts the magnitude of 
the spectrum very well. 

 

Figure 3.  The double differential neutron cross section for 400 MeV/nucleon Kr + Pb at 80º.  The 
experimental data are shown with the square symbols, the four-configuration “realistic” PHITS calculations are 
shown with the round symbols, and the “ideal” PHITS calculations are show with the diamond-shaped symbols. 
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The trends seen at 80º are also observed at angles down to 20º.  For this particular system (400 
MeV/nucleon Kr + Pb), it appears that the four-configuration realistic PHITS calculations show an 
improvement over the previous methodology employed with PHITS.  However, when comparing 
calculations with the data at forward angles, it appears that the ideal PHITS calculations are in better 
agreement with the data than the realistic, four-configuration calculations.  Figure 4 shows the 
comparisons of data to calculation at 5º.  It is interesting to note that there is a marked shift in peak 
location between the two PHITS calculations, with the ideal PHITS calculation showing better 
agreement with the data. 

 

Figure 4.  The double differential neutron cross section for 400 MeV/nucleon Kr + Pb at 5º.  The symbols 
used for the data and calculations are the same as in Fig. 4. 

3 Conclusions 
To test the sensitivity of transport model calculations to the details of the methodology used for the 
experimental setup and data analysis that produced secondary neutron cross sections from 400 
MeV/nucleon Kr + Pb, we ran PHITS calculations with two different geometries.  One of the 
geometries assumed that all experimental corrections and analysis produced data that could be 
replicated with an ideal geometry of just a target and neutron detector, whereas the other geometry 
took many of the experimental details into account and replicated the analysis path used with the data.  
Using the realistic geometry resulted in better agreement between data and calculation at angles 20º 
and beyond, whereas the agreement at forward angles was better with the ideal calculations.  Because 
the realistic geometry calculations require much smaller tally regions, the time needed to produce the 
double differential cross sections increases, as does the statistical uncertainty.  
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Abstract
The cross section for the reaction 6Li(3He,n)8B at the bombarding energy of
5.77 MeV was measured. Eight liquid BC501 scintillators were used for the
detection of the recoil neutrons, while the 3He elastic scattering was used for
the absolute cross section normalization. The capabilities of digital electronics
have been exploited both for the neutron time of ight measurement and the
neutron/gamma pulse shape discrimination.
Theoretical calculations were performed by means of the ”Zero Range Knock-
out Distorted Wave Born Approximation“. Results show a good agreement
between the calculations, our experimental data and earlier experimental data
based on the time of ight technique.

1 Introduction
The phenomenon of neutrino oscillations is explained by the so-called Standard Neutrino Model (SνM),
which uses a lepton mixing matrix with four parameters and two neutrino mass-differences (Δm2

12 =
m2

2 −m2
1 andΔm2

23 = m2
3 −m2

2) to describe the observed data. Three of the mixing matrix parameters
take the form of mixing angles (θ12, θ23, and θ13), while the fourth is a phase parameter (δCP ) which, if
non-zero, introduces a CP asymmetry in the leptonic sector of the Standard Model, causing the oscilla-
tions of neutrinos to be different from those of anti-neutrinos.
The current challenge of the neutrino community is to measure all the mixing angles as precisely as
possible, to determine the mass splittings and to seek for CP symmetry violation in neutrino oscillations,
if it occurs. To this purpose the EUROnu collaboration, an European Commission co-funded collabo-
rative project, has been studying the design of three types of facilities to provide neutrino beams: the
Neutrino Factory, an intense, high-energy neutrino source based on the decay of a stored muon beam;
the Beta Beam, in which electron neutrinos (and anti-neutrinos) are produced from the decay of stored
radioactive-ion beams; and Super-Beams, high intensity conventional neutrino beams facility. The de-
termination of which of these facilities should be built requires performances and costs comparisons to
be made.
Beta Beams are competitive to produce well collimated pure electron neutrino or antineutrino beams to
explore primarily neutrino oscillation physics including CP violation in the leptonic sector. The decay of
radioactive isotopes with suitable decay time and reaction Q-values is exploited, suitable pairs of isotopes
are needed to provide neutrinos and anti-neutrinos beams. The isotope pair 8B and 8Li, accelerated in the
CERN (PS-SPS) complex, could provide respectively neutrinos and antineutrinos of energies matched
to their CERN to Gran Sasso 732 km travel path. To understand if such pair can be really used for the
Beta Beam project, the correspondent EUROnu work-package (WP4) contained a task to measure cross
sections and angular distributions of the reaction products 8B and 8Li from the reactions:

– 3He + 6Li→ 8B + n (subject of this paper);
– 7Li + d→ 8Li + p.

The 8B nucleus is considered as a neutrino source producing relatively high-energy neutrinos ac-
cording to its beta decay [1]: 8B→ 8Be + e+ + νe (t1/2 = 770 ms).
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Accurate knowledge of the reaction rates is necessary to design the tabletop accelerator and the
other necessary equipment that will be used for the production of these isotopes, in particular to assess
the performance of an internal target that also serves as a stripper and an absorber for ionization cooling
of the circulating beam, as originally proposed by C. Rubbia et al. [2].
The total cross section of the 8B production in the 6Li(3He,n)8B reaction was measured previously using
two different techniques, namely the positron counting and the neutron time of ight. The value obtained
through the measurement of the positron decay, reorted in [3] and considered in the original proposal
by C. Rubbia et al., is smaller at least by a factor 3 with restpect to the one evauated from the Time
of Flight measurement reported in [4]. Moreover the experimental uncertainties of existing works are
quite large reaching 15-20%. For this reason we proposed to measure with higher accuracy the absolute
cross section and the angular distribution of the 8B produced through the 6Li(3He,n)8B reaction.For
experimental reasons and for its higher reliability, the time of ight technique was chosen.

2 Experimental Setup
The experiment was performed at the CN 7 MV Van de Graaff accelerator facility of the Laboratori
Nazionali di Legnaro (INFN). A pulsed 3He+ beam of 6.1 MeV energy and 40 pnA intensity was pro-
vided by the electrostatic accelerator with a bunch width of less than 3 ns FWHM and a repetition rate of
3 MHz. A 6LiF target with the thickness of 500 μg/cm2 evaporated on a 197Au 500 μg/cm2 thick backing
was used. The target was water cooled during the experiment to avoid Lithium evaporation and, for the
same reason, placed with the Gold backing towards the incoming beam. The resulting beam energy at
the middle of the 6LiF layer was 5.77 MeV.
The emitted neutrons were measured using 8 large volume BC501 liquid scintillators of the RIPEN mod-
ular array [6] upgraded with digital electronics. The detectors were placed at the distance of 2 m from
the target in the 15◦ - 140◦ angular range of the laboratory reference frame.

Fig. 1: Schematic view of the experimental setup.

In order to obtain a beam time reference, an inductive ”pickup“ was placed into the beam line. This
tool emits a two-lobes signal every time a beam bunch gets through it and this signal can be properly
shaped to be used as a stop for the time of ight measurements.
AΔE (15 μm) - E (200 μm) Silicon Telescope was used for the detection of the 3He particles elastically
back-scattered from the Au backing. It was placed inside the scattering chamber at 150◦ in the laboratory
reference frame and at the distance of 56 mm from the target. As already stated, this information served
as a normalization to determine the 8B production absolute cross section. A schematic view of the
experimental setup is given in gure 1.
The energy calibration of the BC501 detectors was performed using 137Cs, 60Co and 88Y gamma sources.
This procedure is necessary to determine the neutron detection thresholds. Silicon detectors calibration
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was performed using a triple Am-Pu-Cm alpha source.
Three different types of background measurements were performed:

– 3He on 7LiF with the thickness of 500 μg/cm2 evaporated on the Au 500 μg/cm2 thick backing (as
the original 6LiF target contained a small amount of 7Li);

– 3He on 12C target 70 μg/cm2 thick (to monitor the buildup of a carbon layer on the target during
the experimental runs);

– a measurement without target in order to carefully subtract the environment background.

2.1 Digital Data Acquisition System
The setup was completely equipped with digital electronics. Signals from the liquid scintillators, the
silicon detectors and the pickup were recorded using two CAEN V1720 digitizers (12 bit, 250 MS/s) in
the 8 channels VME version. The two acquisition boards were synchronized propagating a master clock
and a common software trigger but real triggers were handled on each module independently. Because
of this the pickup and ΔE-E telescope signals were split and acquired in both boards. In this congu-
ration each board is recording data from 4 neutron detectors, 2 silicon detectors and the pickup and the
dead-time correction is no more required since each neutron detector channel is normalized to a number
of 3He particles measured at exactly the same count rate.
The Digital Front-End was interfaced to the data storage using a VME Bridge and an optical link con-
nection (CAEN V1718 and A2818). The software used for the data acquisition is a customized version
of CAENWaveDump, properly updated in order to handle and synchronize the two (or more) digitizers.
Sampled detector signals are written on disk in binary form using 2 μs acquisition windows and stored
shapes are then ofine analyzed to extract the required parameters.
Three different kinds of information are expected to be obtained processing the scintillators signals: the
energy release of the impinging radiation, its time of ight and the pulse shape discrimination between
neutrons and gammas. After proper baseline subtraction, the energy release is estimated by signal inte-
gration and time of ight is obtained as the difference between a digital constant fraction discriminator
lter output value on the shape and the one obtained from the reference pickup signal.
The neutron/gamma discrimination is achieved using a digital implementation of the Zero-Crossing
method, the result is a mono dimensional variable that can be directly plotted against time of ight
or deposited energy to remove uncorrelated neutrons and gammas background and obtain clean time of
ight spectra. This procedure will be illustrated in the next section.

3 Data Analysis
In gure 2 we show the two-dimensional plot of the Zero Crossing - deposited energy correlation for
one of the BC501 detectors. The upper locus is connected to the detection of a neutron, while the lower
one is due to a detected gamma; from this plot it is possible to estimate a neutron detection threshold of
about 150 keVee, which corresponds to a minimum neutron energy close to 0.5 MeV. From two-body
kinematics calculations the energy range of the neutron coming from the 6Li(3He,n)8B reaction at 5.77
MeV is from 0.8 MeV at the most backward angle to about 3 MeV for the most forward detector that
means mainly above and in few cases quite close to the detection threshold. These thresholds determine
the efciency of the BC501 detectors that can be calculated by a Monte Carlo code as reported in ref. [6].
As a cross check concerning the pulse shape analysis, gure 3 shows the Zero Crossing - time of ight
correlation. Also here the neutron/gamma discrimination is evident and a gate on the neutron contribu-
tion can be done.

After the neutron signal selection previously discussed, one obtains the desired neutron time of
ight spectrum, gure 4 shows one example for the most forward RIPEN detector. One can easily iden-
tify the two 8B peaks (ground state and the rst excited state at 0.78 MeV) and the peak from the reaction
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Fig. 2: Two-dimensional plot of the Zero-Crossing time vs the deposited energy for one BC501 detector where
detected neutrons (upper blob) and gammas (lower blob) are clearly separated.
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Fig. 3: Two-dimensional plot of the Zero-Crossing parameter vs Time of Flight for one of the BC501 detector.
Detected neutrons (upper-right blob) and gammas (lower band) are identied. Prompt gammas can be separated
from the uncorrelated background using time of ight information.

12C(3He,n)14O due to the Carbon deposited on the target. The overall continuum is due to the three-body
reaction 6Li(3He,np)7Be and can be subtracted. This is done using the Sensitive Nonlinear Iterative Peak
(SNIP) clipping algorithm implemented within the ROOT class TSpectrum [7]. The measured neutron
energies extracted from the time of ight peaks are consistent with the values calculated from the reaction
kinematics.

From the area under the peaks of interest one can infer the differential cross section at the consid-
ered angles after correction for the detection efciency and normalization to the Rutherford scattering on
the Gold backing. The experimental angular distribution obtained for the 8B ground state population is
shown in gure 5 (solid dots). The error bars take into account all the uncertainties of the measure (solid
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Fig. 4: Neutron time-of-ight spectrum at 15◦ in the laboratory reference frame from the reaction 6Li(3He,n)8B at
5.77 MeV. The time calibration is 1 ns per channel. See text for details.

angle of the detectors, target thickness, detection efciency) and are of the order of 10%.

4 Results and discussion
The 8B ground state extracted cross sections were compared to theoretical calculations performed by S.A.
Goncharov ( [8]) in the ”Zero Range Knock-out Distorted Wave Born Approximation“ (ZR-KO-DWBA)
framework [9] for two-nucleon transfer with microscopic Bayman-Kallio form factors [10] using the
code DWUCK4 [11]. Results are given in gure 5 where the experimental and theoretical differential
cross sections in the center of mass frame show a reasonably good agreement. The trend is not very well
reproduced at center of mass angles higher than 120◦ (backward angles in the laboratory frame) where
the neutrons energy is lower than 1 MeV. In this energy range the efciency curve drops dramatically
while approaching the detection threshold. This introduces a strong dependence of the evaluated cross
section on the threshold estimation and requires more accurate information about the RIPEN detectors
efciency in this delicate energy range.
The integrated experimental cross section is 58±7 mb to be compared with the 75 mb calculated value.

5 Conclusions and outlook
The present result is in good agreement with the ndings of earlier measurements using the neutron time
of ight method [4], thus conrming the disagreement with the positron counting results [5].
To investigate this difference using the two methods we performed DWUCK4 calculations extending the
projectile energy range up to 25 MeV. Even if the neutron angular distributions are more focused at the
forward angles when increasing the projectile energy, the integrated cross section is not changing very
much. Values are going from 75 mb of our case to 66 mb at 25 MeV with a maximum of about 85 mb
at 10 MeV. The results of these calculation are thus in strong disagreement with the experimental results
reported in ref. [5] and the difference is strongly increasing with the projectile energy reaching about a
factor of 30 at the highest considered energy. This is strongly encouraging the experimental measurement
of such differential cross sections in the 8 - 25 beam energy range.
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Fig. 5: Measured and calculated angular distributions. Experimental data are shown for the 8B ground state.
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Structure aspects of direct and sequential two-nucleon transfer reactions
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We investigate two-nucleon transfer reactions over a wide range of nuclei from 12C to 208Pb in-
cluding (p,t), (t,p), (p,3He) and (3He,p) using the reaction code Fresco [1]. In all cases both direct and
sequential transfer are included. The study is facilitated by a new wrapper code FR2IN which trans-
lates the microscopic matrix elements for two-nucleon overlaps obtained from shell-model codes such
as Oxbash and NuShellX [2] into the appropriate format for direct and sequential transfers in Fresco.
Overall agreement with data is reasonable given the uncertainties related to optical potentials. In most
cases the sequential transfer is important. The use of these reactions for understanding aspects of nuclear
structure such as T=1 paring and T=0 pairing in stable and exotic nuclei will be discussed.
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Abstract
The heavy-ion reaction 22Ne+208Pb at 128 MeV beam energy has been studied
using the PRISMA-CLARA experimental setup at Legnaro National Labora-
tories. Elastic, inelastic and one nucleon transfer differential cross sections
have been measured and a comparison with semiclassical and distorted wave
Born approximation (DWBA) calculations is presented. Similar results are
discussed for the unstable 24Ne nucleus, using existing data from the reaction
24Ne+208Pb at 182 MeV (measured at SPIRAL with the VAMOS-EXOGAM
setup). In both cases the DWBAmodel gives a good reproduction of the exper-
iment, pointing to a strong reduction of the βC

2 charge deformation parameter
in 24Ne.

1 Introduction
Low-energy transfer reactions with heavy ions have recently become a powerful tool for the production
and investigation of exotic neutron-rich systems, making use of the combination of a large acceptance
magnetic spectrometer with a high efciency and high resolution multi-detector array for γ spectroscopy
(based on Ge detectors) [1–3]. Recent works have clearly demonstrated the possibility to employ heavy-
ion transfer reactions both for detailed particle-spectroscopy (with enhanced sensitivity to specic excited
states by γ-gating techniques), and to perform full in-beam γ-spectroscopy [4–6].

In this work [7] we discuss the results of the analysis on light neutron-rich nuclei around 22Ne
populated by the reaction 22Ne+208Pb (at 128 MeV), performed at Legnaro National Laboratories with
the PRISMA-CLARA setup. The analysis focuses on the measurement of differential cross sections for
the elastic, inelastic and one particle transfer channels. The experimental data are interpreted by the
semiclassical model GRAZING [8] and by the distorted wave Born approximation approach (DWBA),
implemented in the code PTOLEMY [9]. In the case of the inelastic scattering to the 2+ state of 22Ne, the
present results are also compared with existing data from the reaction 24Ne+208Pb (at 182MeV), obtained
in a similar experiment at GANIL using the VAMOS-EXOGAM setup and employing the radioactive
24Ne beam from SPIRAL [10]. In both cases, a DWBA analysis is performed and βC

2 deformation
parameters for the nuclear charge distributions are extracted.
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2 The experiment
The experiment has been performed at Legnaro National Laboratories of INFN, using the PRISMA-
CLARA experimental setup [11]. The 22Ne beam, provided by the PIAVE-ALPI accelerator complex at
128 MeV of bombarding energy, impinged on a 208Pb target 300 μg/cm2 thick, sandwiched between two
layers of 12C (10 and 15 μg/cm2 thick respectively) [7]. The magnetic spectrometer PRISMA, described
in Refs. [12–15], was placed around the grazing angle for this reaction, which has been estimated to
be θlab = 70◦. As described in detail in Ref. [4], the identication of the reaction products is achieved
by the reconstruction of ion trajectories inside the spectrometer. The coupling of the PRISMA spec-
trometer with the γ-array CLARA, placed opposite to PRISMA, made possible particle-γ coincidence
measurements for each ion detected.

3 The Analysis
The aim of the present work is the evaluation of absolute differential cross sections for elastic, inelastic
and one-particle transfer channels, starting from the elastic case. Following the method described in
Ref. [16] and successfully applied in previous works [4,10,16], total kinetic energy loss spectra (TKEL),
dened as TKEL=-Qvalue, have been constructed, as a function of the scattering angle, for 22Ne ions. The
elastic cross section has been determined by subtracting TKEL spectra of 22Nemeasured in PRISMA and
the one measured in coincidence with γ transitions detected in the CLARA array (inelastic contribution),
as shown in Fig.1. The angular distribution of the ratio of the elastic cross section with respect to
the Rutherford cross section is presented in the inset of Fig.1. The data have been normalized to the
theoretical ratio σel/σruth calculated by the semiclassical code GRAZING [8] and compared with the
DWBA model implemented in the PTOLEMY code [9]. The rst allows to extract a conversion factor
between counts and mb/sr which has been used to study cross section on absolute scale, while the second
provides the optical parameters of the potential of the colliding system.

Fig. 1: (Color online) TKEL spectra for 22Ne ions
detected by PRISMA (thin red line) and in coinci-
dence with γ transitions detected in CLARA (thick
blue line). The shaded green area is the difference
spectrum corresponding to elastic events. Inset:
Elastic cross section over Rutherford cross section
as a function of the scattering angle normalized in
the Rutherford region to the theoretical calculation
performed by the code GRAZING (thin black line).
The calculation performed by the PTOLEMY code
is shown by the thick red line.

Fig.2 (top) shows the inclusive (energy integrated) angular distribution for the elastic channel (22Ne in
panel a)), the one neutron pick-up channel (23Ne in panel b)) and the one proton stripping channel (21F
in panel c)), which are the most intense reaction products. The experimental data are compared with
theoretical calculation performed by the semiclassical GRAZING model. We see that the experimental
angular distributions are rather well reproduced by the calculations, with a global agreement between
data and theory. Similar quality of agreement was also obtained for the one-nucleon transfer channels in
the work of Ref. [10], where the more exotic 25Ne and 23F channels were studied, following the heavy
ion reaction 24Ne+208Pb. This indicates that the basic ingredients entering the prescription of the reaction
dynamics by the GRAZING model are still valid in the case of heavy-ion reactions induced by rather
light systems such as Ne isotopes, and moving away from the stability valley. In Fig. 2 (bottom) the γ
spectra measured by the CLARA array in coincidence with 22Ne, 23Ne, 21F are also presented.
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Fig. 2: (Color online) Top: inclusive angular distributions for the most intense reaction channels 22Ne, 23Ne and
21F (panels a), b) and c)). Symbols correspond to experimental data, solid red lines to theoretical calculations
by the semi-classical model GRAZING [8]. Bottom: gamma spectra of 22Ne, 23Ne and 21F (panel a), b) and c),
respectively). In each spectrum the γ transition from the rst excited state to the ground state is clearly visible.
In the case of 22Ne, the arrow indicate the position of the 4+ → 2+ decay, at 2083 keV, not observed in this
experiment.

In the case of 22Ne, the 2+ → 0+ transition at 1275 keV has enough statistics to determine the
differential cross section for the inelastic scattering to the 2+ state. This has been done by integrating
the area of the 1275 keV peak, for each θlab angle covered by the acceptance of PRISMA. As reported
in Ref. [4], this procedure provides the direct population of the rst excited state, after subtracting the
feeding contribution from higher lying levels and taking into account the γ efciency of the CLARA
array. In this case, the feeding from the 4+ →2+ decay is negligible, as indicated by the absence of
the corresponding γ peak in Fig.2 a), while at most a 25% feeding contribution can be expected from
higher-lying states around 5 MeV. This is suggested by the presence of a high-energy tail in the TKEL
spectrum gated by the 2+ → 0+ γ-transition, as shown in the inset of Fig.3 a). In the same panel, the
results (open symbols) are presented together with the data corrected for this feeding contribution (lled
circles). In panel b) we present inelastic scattering data taken from Ref. [10], relative to the 2+ state of
the unstable 24Ne, populated by the 24Ne+208Pb reaction at 182 MeV.

Calculations of the inelastic scattering to the 2+ state have been performed for both experiments,
using the Distorted Wave Born Approximation model, implemented in the code PTOLEMY [9]. For the
Wood-Saxon optical model potentials we used the parameters obtained by the t of the elastic distribu-
tion. Furthermore, we have put βC

2 = βN
2 , because the t to the inelastic cross sections favored very

similar values for the nuclear and Coulomb deformation parameters. We note that the t of the inelastic
distribution is not very sensitive to the value of βN

2 , while the variation of βC
2 inuences the strength

of the inelastic cross sections in a similar way for both nuclei. As a consequence, in the following we
discuss our results in terms of charge deformation parameters βC

2 only. The results are shown in Fig.4
as lled diamonds. It is found that 22Ne has a rather large quadrupole deformation (βC

2 ≈ 0.4), with
a value consistent with the one obtained by an earlier analysis of 22Ne+208Pb inelastic-scattering data,
performed with a rotational coupled-channel model [17]. In that work the reaction 22Ne+208Pb was also
studied, and a very similar value was obtained for 20Ne (following the 20Ne+208Pb reaction), as shown
by open diamonds in Fig.4 a). On the contrary, in the present analysis small values for the deformation
parameters of 24Ne are found (βC

2 ≈ 0.1).
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Fig. 3: (Color online) Panel a): Angular distribution of 22Ne ions measured in coincidence with the 2+ → 0+ γ

transition of 1275 keV. Filled (open) symbols refer to the analysis performed on the γ spectrum of 22Ne taking (not
taking) into account the feeding from high-lying states around 5 MeV. Inset of Panel a): inelastic TKEL spectrum
of 22Ne and the contribution coming from the 2+ → 0+ γ-decay (shaded blue area). Panel b): Angular distribution
of 24Ne, measured in coincidence with the 2+ → 0+ γ transition of 1982 keV. The inset of panel b) shows the
elastic over the Rutherford cross section of 24Ne, as a function of the scattering angle. Experimental data are
indicated by symbols, while theoretical calculations performed by the code PTOLEMY (GRAZING) are given by
thick (thin) red (black) lines. Data for 24Ne are taken from Ref. [10].

It is interesting to compare our βC
2 values with the charge deformation parameters derived from

experimental B(E2;0+ → 2+) measurements (Coulomb excitation or lifetime analysis techniques). In
Fig.4 a) we show by open circles the "adopted" βC

2 values [18], while lled circles refer to the most
recent measurements, derived from intermediate energy Coulomb excitation experiments (at MSU and
RIKEN) and from low-energy Coulomb excitation measurements (at ISOLDE) [19–22]. These recent
values are systematically lower than the adopted ones, clearly indicating the difculty in determining
experimentally a rm value for the βC

2 parameter. Our results are also signicantly smaller than the
adopted value. They correspond to a 30% reduction in the case of 22Ne (which could be accounted for
by the uncertainty of the different experimental techniques), and to a much larger suppression (of the
order of a factor of 5) for 24Ne. In this case, the adopted value corresponds to the only existing B(E2)
measurement via lifetime technique, reported in Ref. [23]. Such a large discrepancy is rather puzzling
and denitely calls for additional experimental investigation on the collectivity in 24Ne, a nucleus of key
importance for understanding the evolution of shell gaps in light systems, moving towards the neutron
drip line.

In Fig.4 b) we show the deformation parameters of the ground state, βgs
2 , obtained in three recent

theoretical calculations of the ground state of even Ne isotopes, such as the deformed Hartree-Fock
plus BCS calculations with Skyrme interaction [24], the deformed mean-eld approach including pair
correlations treated by the BCS model [25] and the very recent relativistic Hartee-Fock-Bogoliubov
model [26]. We note that these studies are found to reproduce quite accurately the experimental charge
radii of Ne isotopes (determined by optical isotope shifts measurements [27]), across the sd neutron
shell. As shown in the gure, the models predict that the deformation decreases close to the middle of
the sd shell, as a consequence of the closure of the d5/2 subshell [27,28]. Our data may suggest a similar
trend, but a direct comparison is not possible, because the transition strengths are not calculated in these
studies.

140

168 S. Bottoni et al.



Fig. 4: (Color online) Panel a): Quadrupole defor-
mation parameter βC

2 of the nuclear charge distribu-
tion, along the isotopic Ne chain, as derived from
experiments. Filled diamonds refer to this work,
open diamonds to a similar analysis performed by
Gross et al. [17], open circles to the experimental
adopted values [18], lled circles to the most re-
cent results from Coulomb excitation experiments
[19–22]. Panel b): Theoretical predictions for the
ground state deformation parameter βgs

2
, as indi-

cated by the legend [24–26]. (See text for details).

4 Conclusion
In this paper we have studied the dynamics of the heavy ion reaction 22Ne+208Pb at 128 MeV beam
energy [7]. Elastic, inelastic and one nucleon transfer differential cross sections have been measured and
compared with semiclassical and distorted wave Born approximation (DWBA) calculations, resulting in
a global agreement between data and theory. A key point of the analysis was the study of the angular
distribution of the 2+ state of 22Ne by the DWBA model, together with similar calculations performed
for the 2+ state of the unstable 24Ne nucleus, based on existing data from the 24Ne+208Pb reaction at 182
MeV beam energy [10]. The analysis provides a very small βC

2 value for 24Ne. This is consistent with
the trend predicted for the evolution of ground state quadrupole deformation βgs

2 along the Ne isotopic
chain, which suggests a subshell closure at N=14. Such a result calls, indeed, for additional experimental
investigation on this nucleus, which is of key importance for the understanding of the shell structure
along the Ne isotopic chain.
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Study of the 6He,7Be+9Be reactions at low energy
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A study of the elastic scattering and nuclear reactions in light exotic systems 6He+9Be and 7Be+9Be
is presented. The 6He+9Be collision was measured at the energies Elab = 12.1 MeV, 16.2 MeV and 21.3
MeV, using the RIBRAS system (Radioactive Ion Beams in Brazil) of the Institute of Physics of the
University of São Paulo [1]. Angular distributions of the elastic, inelastic scattering and the alpha parti-
cles production in the 6He+9Be collision have been measured. The elastic scattering angular distributions
were analyzed by Optical Model, Coupled Channels (CC) considering the 9Be excitation and Continuum-
Discretization Coupled-Channels (CDCC) calculations considering the breakup of the 6He. The total re-
action cross sections have been obtained from the elastic scattering analysis. The alpha-particle angular
distributions were compared with the results of the CDCC calculations for the breakup of the 6He projec-
tile and, CC for the breakup of the 9Be target and the angle-integrated cross section have been obtained.
The data for the 7Be+9Be quasielastic scattering and the 9Be(7Be,8Be)8Be∗ transfer reaction has been
measured at Elab = 23.7 MeV at CRC Radioactive Beam Facility at Louvainla-Neuve, Belgium [2]. The
quasielastic angular distribution was analysed rstly using the optical model formalism, which provided
the potential for the 7Be+9Be interaction and a normalization factor for the experimental data which
was not obtained in the experiment. The contribution of the inelastic excitation of the 7Be nucleus to
quasielastic cross sections and the inuence of the states of the continuum in the elastic scattering were
investigated by Coupled Channels and CDCC calculations. The 9Be(7Be,8Be)8Be∗ transfer reaction was
analysed in terms of the Distorted Wave Born Approximation (DWBA) and Coupled Channels Born
Approximation (CCBA) methods. All the calculations have been performed using the computer code
FRESCO [3]. Spectroscopic factors for the 9Be→ 8Be+n states have been obtained and compared with
shell-model predictions. The total reaction cross section 7Be+9Be has been obtained and compared with
the 6He+9Be system and other systems of the literature.
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Abstract
The data of elastic scattering of 6,8He and 11Li on protons and 6He on 12C
at beam energies less than 100 MeV/nucleon (MeV/N) are analyzed utilizing
microscopic optical potentials obtained by a single (double)-folding procedure
and also by using those inherent in the high-energy approximation. The cal-
culated real and imaginary parts of the optical potentials are based on the neu-
tron and proton density distributions of He and Li isotopes obtained within the
large-scale shell-model (LSSM) method. The depths of the real and imaginary
parts of the microscopic optical potentials are considered as tting parameters
using as a constrain the behavior of the volume integrals as functions of the
incident energy. The 11Li breakup effect on 11Li+p elastic scattering at en-
ergy of 62 MeV/N is analyzed within a cluster model for 11Li with 9Li and
2n fragments. Predictions for the longitudinal momentum distribution of 9Li
fragments produced in the breakup of 11Li on a proton target are given. The
role of the spin-orbit and "surface" terms of the optical potential is also studied
and estimations of the total cross sections within the both LSSM and breakup
reaction model are made.

1 Introduction
The availability of radioactive ion beams facilities made it possible to carry out many experiments and
to get more information regarding the structure of these nuclei and the respective reaction mechanisms
(see, e.g., the review [1]). Experimental studies of exotic light nuclei, such as 6,8He, 11Li, 12Be and
others, with a localized nuclear core and dilute few-neutron halo or skin have also been an important
test for various theoretical models used in the description of the data on cross sections of processes with
such nuclei. Among the latter we should mention the microscopic analysis using the coordinate-space
g-matrix folding method (e.g., Ref. [2]), as well as works where the real part of the optical potential
(ReOP) is microscopically calculated (e.g., Ref. [3]) using the folding approach (e.g., Refs. [4, 5]).
Usually the imaginary part of the OP’s (ImOP) and the spin-orbit (SO) terms have been determined
phenomenologically, which has led to the usage of a number of tting parameters.

In this work we present results of our works [6–9] on calculations of 6He+p [6], 8He+p [7],
6He+12C [8], as well as on 11Li+p [9] elastic differential cross sections in which we used microscopic
both ReOP and ImOP. The latter was taken from the OP derived in [10,11] in the frameworks of the high-
energy approximation (HEA) [12] that is known as the Glauber theory. Our main aim is to describe the
existing experimental data using these microscopic OP’s with a minimal number of tting parameters.
In particular we study: i) the limits of applicability of the HEA OP for different regions of angles and
incident energies; ii) the sensitivities of the cross sections to the nuclear densities of 6,8He and 11Li; iii)
the role of the SO interaction and the non-linearity in the calculations of the OP’s; iv) the nuclear surface
effects; v) the role of the renormalization of the depths of the ReOP and ImOP; vi) the possibility to
involve additional physical criteria for a better description of limited number of experimental data.
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2 Theoretical scheme
The optical potential used in our calculations has the form

Uopt = V F (r) + iW (r). (1)

The real part of the nucleon-nucleus OP is assumed to be a result of a single folding of the nuclear density
and of the effective NN potential and involves the direct and exchange parts (e.g. Refs. [4, 5]):

V F (r) = V D(r) + V EX(r). (2)

The direct part V D(r) is composed by the isoscalar (IS) and isovector contributions and expres-
sions for them can be found in Ref. [6]. In our consideration the energy and density dependence of the
effective NN interaction (of CDM3Y6-type) are taken in usual forms [5, 6]. The isoscalar part of the
exchange contribution to the ReOP has the form:

V EX
IS (r) = g(E)

∫
ρ2(r2, r2 − s)F (ρ2(r2 − s/2)) × vEX

00 (s)j0(k(r)s)dr2, (3)

where for the density matrix ρ2(r2, r2− s) an approximation [13] is used. It is shown in Ref. [6] how the
isovector part of the exchange ReOP can be obtained. The local momentum k(r) of the incident nucleon
in the eld of the Coulomb VC(r) and nuclear potential (ReOP) is:

k2(r) =
2m

�2
[Ec.m. − VC(r)− V (r)]

(
1 +A2

A2

)
. (4)

One can see from Eq. (4) that nonlinearity effects appear as ingredient of the approach and they have to
be taken into account.

In our work we use proton and neutron densities calculated microscopically within the LSSM
method using the Woods-Saxon (WS) basis of single-particle wave functions with realistic exponential
asymptotic behavior [14].

The complex HEA OP was derived in [10] on the basis of the eikonal phase inherent in the optical
limit of the Glauber theory. In our procedure this OP or only its imaginary part together with the ReOP
from the folding procedure is used to calculate the cross sections by means of the code DWUCK4 [15]
for solving the Schrödinger equation. The HEA OP is obtained as a folding of the form factors of the
nuclear density and the NN amplitude fNN (q) [10, 11]:

UH
opt = V H + iWH = −

�v

(2π)2
(ᾱNN + i)σ̄NN ×

∫
∞

0

dqq2j0(qr)ρ2(q)fNN (q). (5)

In Eq. (12) σ̄NN and ᾱNN are, respectively, the NN total scattering cross section and the ratio of the real
to imaginary part of the forward NN scattering amplitude, both averaged over the isospin of the nucleus
(see, e.g., [16, 17]).

The expression for the spin-orbit contribution to the OP used in our work is added to the right side
of Eq. (1) and its form can be seen in e.g., Refs. [7, 15, 18].

In the case of the 11Li+p elastic scattering we consider also the simplest 9Li+2n model of 11Li
(see, e.g. [19]) in which two clusters are suggested, the 9Li core (c) and the correlated pair of neutrons
h = 2n with the spin of the 2n cluster set to s = 0. In the framework of this model, the 11Li+p OP can
be estimated as folding of two OP’s of interaction of the c- and h-clusters with protons and the density
ρ0(s) corresponding to the wave function of the relative motion of two clusters:

U (b)(r) = V (b) + iW (b) =

∫
dsρ0(s) [Uc (r+ (2/11)s) + Uh (r− (9/11)s)] . (6)
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The potentials Uc and Uh in Eq. (6) are calculated within the microscopic hybrid model of OP [10],
in which a single-folding procedure is applied for the real part V (b), while the imaginary part W (b) is
derived using the optical limit of the Glauber theory. For the n-p interaction we adopt the one introduced
by Suzuki et al. [20] vnp = v(r)(1 + iγ), where v(r) is taken from the Minnesota potential [21].

The differential and total cross sections (for elastic scattering, as well as for diffractive breakup
and absorption) all require calculations of the probability functions d3P (b,k)/dk that depend on the
impact parameter b. The general expression for the probability functions can be written as [22]

d3PΩ(b,k)

dk
=

1

(2π)3

∣∣∣∣
∫

drφ∗

k(r)Ω(b, r⊥)φ0(r)

∣∣∣∣
2

, (7)

where Ω(b, r⊥) is expressed by means of the two prole functions Sc and Sh of the core and the di-
neutron clusters, respectively:

|Si(b)|
2 = e−

2

�v

∫
∞

−∞
dzWi(

√

b2+z2), i = c, h (8)

whereW is the imaginary part of the microscopic OP (6).
As shown in [22], the diffraction breakup elastic cross section (the longitudinal momentum distri-

bution) has the form
(

dσ

dkL

)

diff

=

∫
∞

0

bhdbh

∫ 2π

0

dϕh

∫
∞

0

dk⊥
d2P (k,b)

dkLdk⊥
, (9)

where d2PΩ(b,k)/dkLdk⊥ is obtained by integration of Eq. (7) over the transverse angle ϕk of the
momenta.

3 Results and discussion
In the case of 6He+p elastic cross sections (E < 100MeV/N) the optical potential has the form

Uopt(r) = NRV (r) + iNIW (r), (10)

where NR and NI are tting parameters, the ReOP V is taken either from single-folding calculations
(V F ) or from HEA (V H ), while ImOP has the form W = WH or W = V F . In the case of 8He+p
process we introduce a surface component:

U �

opt(r) = Uopt(r)− i4aNS
dV F (r)

dr
. (11)

For the 6He+12C cross sections the OP has the form

Uopt(r) = NRV
DF (r) + iNIW (r) + iNIW

SF (r), (12)

where the ReOP V DF (r) is a result of a double-folding procedure (using the charge density of 12C ob-
tained from electron-12C scattering experiments) andW SF (r) has various forms related to the derivative
dW (r)/dr (e.g., dW (r)/dr, rdW (r)/dr, r2dW (r)/dr, dW (r − δ)/dr). It was shown in [6] that a
good agreement in the case of 6He+p is obtained when LSSM density is used (in comparison with the
phenomenological densities) for E = 41.6 and 71 MeV/N with values of NR and NI close to unity.
However, an agreement for the case of E = 25.2 MeV/N was obtained for rather smaller values of NR

(0.35) and NI (0.03), thus showing the limitation of the approach for small energies (E ≤ 25 MeV/N).
In Fig. 1 we give the results for the 8He+p elastic cross sections at energies E = 15.7, 26, 32, 66, and 73
MeV/N. It is known that because the procedure of tting belongs to the class of the ill-posed problems
(e.g., [23]), it is necessary to impose some physical constraints on the choice of the set of parameters N .
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One of them is the total cross section of scattering and reaction. However, the corresponding values are
missing at E < 100 MeV/N. Another physical criterion that was imposed on the choice of N ’s is the
behavior of the volume integrals [4]

JV =
4π

A

∫
drr2[NRV

F (r)], JW =
4π

A

∫
drr2[NIW

H(r)] (13)

as functions of the energy. It has been pointed out (see, e.g., [24]) that the values of JV decrease with
the increase of the energy at 0 < E < 100MeV/N, while JW is almost constant in the same interval. In
Fig. 1 one can see the result of the tting procedure with the values of the parameters given in Table 1.

Fig. 1: The 8He+p elastic scattering cross sections (a) at different energies using LSSM density of 8He and
parameters from Table 1. Experimental data are taken for 15.7 [25], 26 [26], 32 [27, 28], 66 [27, 28] and 73
MeV/N [27–29]. The obtained values of the volume integrals JV (b) and JW (c) (given by points) are shown as
functions of the incident energy, while the dashed lines give the trend of this dependence.

It was shown in [6] that the inclusion of the surface term [see Eq. (11)] leads to a better agreement
with the data for the lowest energy E = 15.7 MeV/N. Using the same physical constraint we obtained
the best agreement of the calculations in the case of 6He+12C [by means of Eq. (11) and the surface term
(-iNSF

I r2dW (r)/dr)] that are presented in Fig. 2 for E = 3, 38.3, and 41.6 MeV/N. In Fig. 3 we show
the results of our calculations of the 11Li+p elastic cross sections for three energies E = 62, 68.4, and
75 MeV/N with and without accounting for the SO term.

Finally, in Fig. 4 we give as an example the calculated cross sections for the diffractive breakup
elastic 11Li+p reaction at E = 62 MeV/N. These results give predictions because there are not experi-
mental data for such a process at 11Li+p scattering at E < 100MeV/N.

4 Conclusions
The results of the present work can be summarized:
1. The optical potentials and cross sections of 6He+p (E = 25.2, 41.6 and 71 MeV/N), 8He+p (E =
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Table 1: The parametersNR, NI , NSO

R
and NSO

I
, the volume integrals JV and JW (in MeV.fm3) as functions of

the energy E (in MeV/N), and the total reaction cross sections σR (in mb) for the 8He+p scattering in the case of
LSSM density.

E NR NI NSO
R NSO

I JV JW σR

15.7 0.630 0.064 0.139 0.070 411.1 58.6 722.0
15.7 0.630 0.052 0.166 0.057 411.1 47.6 701.2
26 0.644 0.128 0.035 0.026 377.7 84.35 381.2
32 0.648 0.120 0.062 0.022 358.3 69 302.7
66 0.852 0.131 0 0 344.2 45 95.2
73 0.869 0.090 0.004 0 330.0 29 60.9
73 0.869 0.063 0.010 0 330.0 20.25 43.9
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Fig. 2: Differential cross section of elastic 6He+12C scattering at E = 3 (a), 38.3 (b) and 41.6 MeV/N (c). Solid
line: W = WH , dashed line: W = V DF . The experimental data are taken from Refs. [30–32].
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Fig. 3: The 11Li+p elastic scattering cross section at E = 62, 68.4, and 75 MeV/N. Solid line: without SO term;
dashed line: with SO term. The experimental data are taken from [33] for 62 MeV/N, [34] for 68.4 MeV/N,
and [35] for 75 MeV/N.
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Fig. 4: Cross section of diffraction breakup in 11Li+p scattering at E = 62MeV/N.
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15.7, 26, 32, 66 and 73 MeV/N), 11Li+p (E = 62, 68.4 and 75 MeV/N), and 6He+12C (E = 3, 38.3
and 41.6 MeV/N) elastic scattering were calculated and comparison with the available experimental data
was performed. The direct and exchange parts of ReOP (V F ) were calculated microscopically using the
folding procedure and M3Y (CDM3Y6-type) effective interaction based on the Paris NN potential. The
ImOP (WH ) was calculated within the high-energy approximation. Different model densities of protons
and neutrons in 6He, 8He and 11Li were used in the calculations: LSSM method, Jastrow correlation
method (also Tanihata and COSMA). The SO contribution to the OP was included in the calculations.
The cross sections were calculated by numerical integration of the Schrödinger equation by means of the
DWUCK4 code using all interactions obtained (Coulomb plus nuclear optical potential).
2. The problem of the ambiguity of the values of the depths of OP’s contributions: the parameters NR,
NI , NSO

R , and NSO
I when the tting procedure is applied to a limited number of experimental data is

considered. A physical criteria imposed in our work on the choice of the values of the parameters N
were the known behavior of the volume integrals JV and JW as functions of the incident energy in the
interval 0 < Einc < 100MeV/N, as well as the values of the total reaction cross section.
3. We considered also another folding approach that includes 11Li breakup suggesting a 9Li+2n cluster
model, computing the potentials of the interactions of the two clusters with the proton. Predictions for
the longitudinal momentum distributions of 9Li fragments produced in the breaking of 11Li at 62 MeV/N
on a proton target are given and calculations of the diffraction and stripping reaction cross sections are
performed. The necessity of experiments on these reactions of 11Li+p atE < 100MeV/N is emphasized.
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Angular Distributions of the Analyzing Power in the Excitation of Low
Lying States of 56Co
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Abstract
We present new differential cross section and analyzing power measurements
as a function of scattering angle for the reaction 58Ni(�p,3He)56Co at three in-
cident energies, 80, 100 and 120 MeV. The experimental results are compared
to macroscopic, zero-range DWBA calculations, assuming a direct single-step
deuteron pickup mechanism. The dependency of the angular distributions on
incident energy is investigated in order to evaluate the viability of such a simple
one-step pickup process for the nal stage in inclusive (p,3He) reaction studies
within a multistep formalism. It was found that the DWBA calculations give
a good representation for the one-step direct pickup process and consistently
follow the observed angular trends at all three incident energies.

1 Introduction
The current project involves the measurement of differential cross section and analyzing power angular
distributions for a few discrete states in 56Co at different incident energies. The investigation is largely
motivated by studies done on the pre-equilibrium emission of light 3He- and α-clusters from the interac-
tion of medium energy polarized protons with target nuclei such as 58Ni, 59Co and 93Nb [1–4].

These reactions were successfully described by the statistical multistep formalism of Feschbach,
Kerman and Koonin (FKK), involving a nal two-nucleon pickup or α-particle knockout process for
the (p,3He) and (p,α ) reactions respectively, following a few intra-nuclear proton-nucleon collisions.
In this context a one-step process, in the case of the (p,3He) reaction for example, means a direct two-
nucleon pickup. A two-step process means that the incident proton rst collides with a nucleon in the
target and then picks up a proton-neutron pair to exit as a 3He-particle. Similarly for the three- and
higher order steps. The nal-step pickup processes have been described by means of the distorted-wave
Born approximation (DWBA). The studies pointed out the sensitivity of the analyzing power to the
contributions of the different steps. Large analyzing power values, seen at the lowest excitation energies,
are dominated by direct single-step processes, while at larger excitation energies the analyzing powers
decrease indicating the emerging prominence of higher order steps.

Most of the trends in the results are well understood from the theory, however some features are
not that obvious. At larger incident energies the analyzing powers decrease, consistent with the multistep
theory, but it is not certain why this decrease also appears at the very lowest excitation energies where one
would rather expect the more direct single-step processes to be enhanced. In order to test the adequacy
of the zero-range DWBA for the description of the nal pickup process, the 58Ni(�p,3He)56Co reaction
to a few low lying states of 56Co has been investigated with a high resolution magnetic spectrometer
at incident energies of 80, 100 and 120 MeV. The data are compared to a simple one-step, direct two-
nucleon pickup description to see how well the DWBA theory is able to describe the direct reaction
part.
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2 Experimental
Measurements were performed at iThemba Laboratory for Accelerator Based Sciences (LABS) cyclotron
facility near Faure, South Africa, using the K600 magnetic spectrometer, Fig. 1. Differential cross sec-

Fig. 1: Schematic overview of the cyclotron facility at iThemba LABS, Faure, South Africa.

tion and analyzing power angular distributions were measured for the (p,3He) reaction on 58Ni at beam
energies of 80, 100 and 120 MeV, and scattering angles between 25◦ and 60◦ in 5◦ steps for several
discrete states. An inline polarimeter, consisting of two similar NaI(Tl) detectors at symmetrical angles
on either side of the beam direction, was used to measure the polarization during the experiment. The
polarization in the up(down) direction is determined form the known analyzing power for a xed detector
angle, e.g. Ay = 0.74 for the elastic scattering of protons from 12C at θ = 40◦, using the expression

p↑(↓) =

(
1

Ay

)
L↑(↓) −R↓(↑)

L↑(↓) +R↓(↑)
, (1)

where L↑(↓) and R↓(↑) are the number of elastically scattered events in the left and right detector when
the beam polarization is up(down).
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Fig. 2: Paddle 1 vs. time-of-ight (TOF) spectrum for
the 120 MeV beam at 25◦ showing the 3He locus (dashed
circle)

The average polarization achieved during
the experiment was between 60% and 80% and
the difference between up and down polarisation
around 10% to 30%. Particle identication was
done using standard time-of-ight (TOF) tech-
niques and it was possible to clearly isolate the de-
sired 3He-particles as seen in Fig. 2. The energy
calibration was done using the known Q-values
for the 12C(p,3He), 16O(p,3He) and 27Al(p,3He)
reactions to ground and excited states. The result-
ing excitation energy resolution, seen in Fig. 3,
was about 100 keV, limited mostly by the thick-
ness of the target. The most prominent states iden-
tied are those having large angular momentum
transfers.

The measured differential cross section (in
mb sr−1) for a specic lab angle is determined
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from

dσ(θ)

dΩ
=

(
1027

n

)
Nc

N0ΔΩ
, (2)

where n is the number of target nuclei per cm2,Nc is the background corrected counts in an energy peak,
N0 is the total number of incident protons, andΔΩ is the acceptance solid angle of the spectrometer de-
ned by the collimator. The absolute (unpolarized) differential cross section is then given by

(
dσ(θ)

dΩ

)

unpol

=
p↓σ↑ + p↑σ↓

p↓ + p↑
(3)

≈
σ↑ + σ↓

2
.

The last approximation is valid only if p↑ ≈ p↓. Similarly, the analyzing power is determined from

Ay =
N↑ −N↓

p↓N↑ + p↑N↓
, (4)

where the number of event counts with the beam polarization in the up(down) direction is given byN↑(↓).
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Fig. 3: Excitation energy spectrum of the 58Ni(p,3He)56Co reaction at 80 MeV for θlab = 25◦. A few prominent
states are indicated with their known Jπ assignments.

3 Theoretical
The differential cross sections and analyzing powers are calculated in terms of the DWBA with zero-
range interaction using the code DWUCK IV [5]. The macroscopic cross section for deuteron pickup is
given by

(
dσ(θ)

dΩ

)

exp

=
2S3He + 1

2Sp + 1
C
∑

LSJ

b2STD
2
ST �TBNB ;TN |TANA�

2 2S + 1

2J + 1

(
dσ(θ)

dΩ

)DW

, (5)

where C is an overall normalization factor, the overlap function b2ST is 0.5, the interaction strengths D2
ST

between the transferred proton and neutron are 0.30 for S = 0 and 0.72 for S = 1, and the Clebsch-Gordan
coefcients for the isospin transfers are 1 and 2 for the cases with S = 0 and S = 1 respectively. The last
DW -factor is the output from DWUCK IV for a transfer with LSJ quantum numbers.
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The analyzing power Ay is determined from the denition of polarization p↑(↓) for a beam polar-
ization in the up(down) direction with respect to the scattering plane in terms of the cross section σ↑(↓),
and is dened as

Ay =
σ↑ − σ↓

σ↑p↓ + σ↓p↑
. (6)

The total Ay for a combination of different states with LSJ is written as

Ay =

∑
LSJ

(
dσ
dΩ

)LSJ
ALSJ

y
∑

LSJ

(
dσ
dΩ

)LSJ . (7)

4 Results and Conclusion
Figure 4 shows the differential cross section and analyzing power angular distribution for the J = 7+
state at 2.283 MeV with known L = 6 transfer [6]. The DWBA calculations follow the angular trends
well enough and especially the shape of the data for the different incident energies. Since the resolution
did not allow the separation of closely spaced states, a small contribution of the J = 6+, L = 6 state
at 2.372 MeV was added to give the total t. Of specic notice is the large negative analyzing powers
which is sensitive to the J-value of the transferred pair.
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Fig. 4: Cross section (top) and Ay (bottom) for E* = 2.283 MeV at 80 (left), 100 (middle) and 120 MeV (right)

Similarly, the results for the 0.577 MeV state with J = 5+ and L = 4 + 6 are shown in Fig. 5. Two
possible L-values can contribute, though the data seem to favour the L = 4 transfer. Again it is noticeable
the denitive sign of the analyzing power angular distributions which, in this case, is largely positive.

In summary, we have provided new measured differential cross section and analyzing power an-
gular distributions for a few discrete states of 56Co at beam energies of 80, 100 and 120 MeV and at
angles 25◦ to 60◦ by means of the reaction (�p,3He) on 58Ni. From the good correspondence between the
calculations and the experimental data it would seem that the direct one-step deuteron pickup description
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Fig. 5: Cross section (top) and Ay (bottom) for E* = 0.577 MeV at 80 (left), 100 (middle) and 120 MeV (right)

in terms of the zero-range DWBA is indeed suitable to describe the pickup reaction for the range of inci-
dent energies investigated. The apparent quenching of the analyzing power at increasing incident energy
is not obvious, though it can be expected that the combined effect from different discrete states with pos-
sible opposite phases can contribute in such a way to produce such a tendency. A future improvement to
be investigated is a double folding potential for the 3He-particles, and this will be done in collaboration
with colleagues from the Institute for Nuclear Research and Nuclear Energy (INRNE) in Soa, Bulgaria
and the Joint Institute for Nuclear Research (JINR) in Dubna, Russia.
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Consistent analysis of all-inclusive deuteron-induced reactions at low
energies

M. Avrigeanu and V. Avrigeanu
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Bucharest-Magurele, Romania

Abstract
An extended analysis of the reaction mechanisms involved within deuteron in-
teraction with nuclei, namely the breakup, stripping, pick-up, pre-equilibrium
emission, as well as the evaporation from fully equilibrated compound nucleus,
is presented. The overall agreement between the measured data and model cal-
culations validates the description of nuclear mechanisms taken into account
for the deuteron-nucleus interaction.

1 Introduction
The description of deuteron-nucleus interaction represents an important test for both the appropriateness
of reaction mechanism models and evaluation of nuclear data requested especially by the ITER [1],
IFMIF [2] and SPIRAL2-NFS [3] research programmes. The weak binding energy of the deuteron,
B=2.224 MeV, is responsible for the high complexity of the interaction process that supplementary
involves a variety of reactions initiated by the neutron and proton following the deuteron breakup (BU).
The difculties to interpret the deuteron-induced reaction data in terms of the usual reaction mechanism
models have recently been re-investigated [4–10] looking for a consistent way to include the breakup
contribution within the activation cross section calculations too.

On the other hand, the (d,p) and (d,n) stripping as well as the (d,t) pick-up direct reaction (DR) con-
tributions have also been usually neglected or very poorly taken into account, in spite of being important
at low incident energies (e.g., Refs. [4–10]). Finally, the reaction mechanisms such as the pre-equilibrium
emission (PE) and evaporation from fully equilibrated compound nucleus (CN) become important when
the incident energy is increased above the Coulomb barrier. Actually even the PE and CN analysis has to
take into account the decrease of the deuteron total reaction cross section due to above-mentioned BU,
stripping and pick-up processes. The present work concerns a deeper understanding, all together and
consistently, of the deuteron breakup, stripping and pick-up reactions, and the better-known statistical
emission.

2 Deuteron breakup effects on activation cross sections
The physical picture of the deuteron-breakup in the Coulomb and nuclear elds of the target nucleus
considers two distinct chains, namely the elastic-breakup (EB) in which the target nucleus remains in
its ground state and none of the deuteron constituents interacts with it, and the inelastic-breakup or
breakup fusion (BF), where one of these deuteron constituents interacts with the target nucleus while the
remaining one is detected.

An empirical parametrization of the total proton-emission breakup fraction f (p)
BU = σ

p
BU /σR, of the

deuteron total reaction cross section σR, and the elastic breakup fraction fEB = σEB/σR were obtained
[4] through analysis of the experimental systematics [11, 12] of the proton-emission spectra and angular
distributions of deuteron-induced reactions on target nuclei from Al to Pb, at incident energies from 15
to 80 MeV. Their dependence on the deuteron incident energy E, and charge Z and atomic number A of
the target nucleus is [4]:

f
(p)
BU = 0.087 − 0.0066Z + 0.00163ZA1/3 + 0.0017A1/3E − 0.000002ZE2 , (1)
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Fig. 1: The energy dependence of the deuteron total reaction cross section (dashed curves) and total breakup
cross sections given by parametrizations of Avrigeanu et al. [4] (solid) and Kalbach [13] (dotted) for deuteron
interactions with the 27Al, 63,65Cu, 59Co, 93Nb, and 231Pa target nuclei.

fEB = 0.031 − 0.0028Z + 0.00051ZA1/3 + 0.0005A1/3E − 0.000001ZE2 . (2)

Consequently, it results the inelastic breakup fraction

fp
BF = fp

BU − fEB , (3)

and the corresponding nucleon inelastic–breakup cross sections, under the assumption that the inelastic–
breakup cross section for neutron emission σn

BF is the same as that for the proton emission σ
p
BF ,

σ
n/p
BF = f

(n/p)
BF σR . (4)

A comparison with the total proton- and neutron-emission breakup cross-section parametrization
of Kalbach [13],

σb
BU = Kd,b

(A1/3 + 0.8)2

1 + exp (13−E)

6

, Kd,p = 21, Kd,n = 18 , (5)

shows that the former parametrization [4], that considers equal breakup fractions for proton and neutron
emission, supplementary provides all breakup components by means of the total, f b

BU , elastic, fEB , and
inelastic f b

BF fractions.
The comparison of the total breakup cross sections predicted by Avrigeanu et al. [4] and Kalbach

[13] with the deuteron reaction cross sections for target nuclei from Al to Pa is shown in Fig. 1. Re-
gardless of the differences between them, both parameterizations predict the increasing role of deuteron
breakup with increasing the target nucleus mass/charge, pointing out the dominance of the breakup mech-
anism at the deuteron incident energies below and around the Coulomb barrier of, e.g., 231Pa.

2.1 Phenomenological EB versus CDCC formalism
Concerning the energy dependence of the EB and BF components, the interest on deuteron activation
cross sections for incident energies up to 60 MeV motivated an additional check [14] of the EB pa-
rameterization extension beyond the energies formerly considered for the derivation of its actual form.
Actually, our parameterization [4] for the elastic-breakup was obtained through analysis of the empirical
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Fig. 2: (a,b) Energy dependence of empirical [4] (dashed curves) and CDCC [14] (solid) elastic breakup cross
sections for deuterons on 63Cu and 93Nb target nuclei, and values of Kleinfeller systematics [11]. (c-i) Comparison
of measured [20] and calculated (CDCC) angular distributions of deuteron elastic scattering on 63Cu and 93Nb.

systematics which covers an incident energy range from 15 to only 30 MeV. However, as it is shown in
Fig. 2(a,b) for (a) the 63Cu and (b) 93Nb target nuclei, the elastic-breakup cross sections given by the
empirical parameterization [4] decrease with the incident energy beyond the energy range within which it
was established, while the total-breakup cross section has an opposite trend. Therefore, in the absence of
available experimental deuteron elastic-breakup data at incident energies above 30 MeV, the correctness
of an eventual extrapolation should be checked by comparison of the related predictions with results of
a theoretical model as, e.g., the Continuum-Discretized Coupled-Channels (CDCC) method [15–18].

The elastic-breakup component is treated within the CDCC formalism as an inelastic excitation of
the deuteron, coupling its unbound excited states in the solution of the scattering problem by means of the
coupled channels approach. In order to deal with a nite set of coupled equations, the binning method
[15, 16] has been used. The energy dependence of the EB cross sections provided by the excitation
of the continuum spectrum (e.g the population of the virtual excited states) in the case of the deuteron
interaction with 63Cu and 93Nb target nuclei, is compared with the prediction of empirical systematics [4]
in Fig. 2(a,b). The calculations were performed with the coupled-channels code FRESCO [19]. The
EB cross sections corresponding to the Kleinfeller et el. systematics (Table 3 of Ref. [11]) are also
shown. The agreement of the CDCC elastic-breakup cross sections [14] and the latter systematics can be
considered as a validation of the present advanced model approach. Moreover, the comparison shown in
Fig. 2(a,b) points out that the CDCC calculations lead to EB cross sections that follow the total-breakup
cross section behavior, and makes clear that the empirical parameterization extrapolation for the EB cross
sections beyond the energies considered in this respect should be done with caution [14].
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On the other hand, the check of the reliability of the CDCC parameters is given by the comparison
between the experimental and CDCC deuteron elastic-scattering angular distributions. Therefore, the
good agreement shown in Fig. 2(c-i) supports the consistent CDCC parametrization.

2.2 Inelastic-breakup enhancement of the deuteron activation cross sections
On the whole, the breakup process reduces the total reaction cross section that should be shared among
different outgoing channels. On the other hand, the inelastic-breakup component, where one of deuteron
constituents interacts with the target leading to a secondary composite nucleus, brings contributions to
different reaction channels. Thus, the absorbed proton or neutron following the breakup emission of a
neutron or proton, respectively, contributes to the enhancement of the corresponding (d, xn) or (d, xp)
reaction cross sections. In order to calculate this breakup enhancement for, e.g., the (d, xn) reaction
cross sections, rstly the inelastic-breakup cross sections were obtained by subtracting the EB cross
sections from the phenomenological total breakup cross sections. Next, they have been multiplied by the
ratios σ(p,x)/σR convoluted with the Gaussian line shape of the deuteron-breakup peak energies of the
corresponding emitted constituent [21], for a given deuteron incident energy, where x stands for the γ,
n, d, or α various outgoing channels [5–8].

A special point concerns the deuteron interactions with heavy nuclei, for which both breakup
parameterizations [4, 13] point out the dominance of the breakup mechanism at the incident energies
below and around the Coulomb barrier, as shown in Fig. 1 for deuteron interaction with 231Pa target
nucleus [10]. This is why recent measurements of the 231Pa(d, 3n)230U and 231Pa(p, 2n)230U reactions
cross sections, between 11.2 and 19.9 MeV [22], and respectively 10.6 and 23.8 MeV [23], are partic-
ularly useful for the analysis of breakup effects on the former excitation function. The outgoing energy
of the breakup–protons along the 231Pa(d, 3n)230U data of Ref. [22] is covered by the 231Pa(p, 2n)230U
excitation function that can be used for the calculation of the BF enhancement of the (d, 3n) reaction
cross sections, as described above. Therefore, concerning the breakup mechanism dominance, it results
that further calculations of deuteron activation cross sections have to take into account both the huge
leakage of initial ux toward the breakup process, as well as the inelastic breakup enhancement brought
by the BU nucleon interactions with the target nucleus.

These opposite effects of the breakup mechanism are shown in Fig. 3(d) for the 231Pa(d, 3n)230U
reaction. Thus, we have obtained rstly the PE and CN contributions to the (d, 3n) reaction cross sec-
tions, under the assumption of no breakup process. Then the BU reduction of these results was addressed
by using a reduction factor (1− σBU/σR) of the deuteron total reaction cross section.

Secondly, the signicant BF enhancement comes from the absorbed proton, following the breakup
neutron emission, through the 231Pa(p, 2n)230U reaction. In order to calculate this breakup enhance-
ment of the 231Pa(d, 3n)230U reaction, the nucleon BF cross section σn

BF [10] was multiplied by the
convolution of the ratio σ(p,2n)/σ(p,R) with the Gaussian distribution of the breakup–proton energies cor-
responding to a given incident deuteron energy. The latest above-mentioned quantities are shown in Fig.
3(c) for three deuteron incident energies. The areas of the related convolution results correspond to the
BF enhancement of the (d, 3n) reaction cross sections at the given deuteron energies. The energy depen-
dence of this BF enhancement of the 231Pa(d, 3n)230U activation cross section is shown by dot-dashed
curve in Fig. 3(d), while the corresponding total activation of 230U is nally compared with the experi-
mental data [22]. The realistic treatment of the BF enhancement by taking into account the quite large
widths Γ of the breakup–proton energy distributions, shown in Fig. 3(a), has led to a rather accurate
description of data. Further improvements of the breakup analysis may lead to a better account of the
related energy dependence, while the present results prove the important role of breakup mechanism at
the incident energies around the Coulomb barrier of a heavy target nucleus.
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Fig. 3: (a) The centroid Ep of the Gaussian distribution of breakup-protons energies [21] versus the deuteron
incident energy (solid curve) on 231Pa, and the related Ep ± Γ/2 values (dashed), (b) the cross section ratio
σ(p,2n)/σ(p,R) for the target nucleus 231Pa, (c) the results (solid curves) of its convolution with the Gaussian dis-
tribution (dotted) of breakup-protons energies for deuterons on 231Pa at incident energies of 10, 15 and 20 MeV
noted above them, and (d) the corresponding BF enhancement (dash-dotted) of the 231Pa(d, 3n)230U reaction, the
PE+CN contributions to (d, 3n) reaction cross sections calculated without (dash-dot-dotted) and with (dashed)
inclusion of the BU effect on σR, as well as the sum of all reaction mechanism contributions (solid).

3 One-nucleon transfer reactions
Apart from the breakup contributions to deuteron interactions, an increased attention has to be devoted
to the direct reactions very poorly accounted so far in deuteron activation analysis. For low and medium
mass target nuclei and deuteron energies below and around the Coulomb barrier, the interaction process
proceeds largely through DR mechanism, while pre-equilibrium-emission and evaporation from fully
equilibrated compound nucleus become also important with the increase of the incident energy.

The appropriate calculations of the DR contributions, like stripping and pick-up, that are important
at the low energy side of the (d, p), (d, n) and (d, t) excitation functions [4–9], have been performed in
the frame of the CRC formalism by using the code FRESCO [19]. The n-p interaction in deuteron [15] as
well as d-n interaction in triton [24] are assumed to have a Gaussian shape, while the transferred nucleon
bound states were generated in a Woods–Saxon real potential [7].

A particular note should concern the (d, t) pick-up mechanism contribution to the total (d, t)
activation cross section, shown e.g. in Fig. 4(a). Usually neglected in the deuteron activation cross
sections calculations, the (d, t) pick-up process is responsible for lowest-energy part of the excitation
function, namely at the energies between its threshold and the (d, dn) and (d, p2n) reaction thresholds,
where the population of the same residual nucleus takes place [7–9].
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Fig. 4: Comparison of the natCu(d,x)64Cu measured data ( [7] and Refs. therein) with (a) the calculated related
deuteron BF (dashed), DR stripping reaction 63Cu(d,p)64Cu (dash-dotted) and pick-up reaction 65Cu(d,t)64Cu
(short dash-dot-dotted), PE+CN contributions, corrected for initial deuteron ux leakage through direct processes,
to the 63Cu(d,p)64Cu reaction (dotted) and 65Cu(d,x)64Cu reaction (short-dotted), and their sum (solid curve), and
(b) the corresponding TENDL-2011 predictions [27].

4 Statistical particle emission
The PE and CN reaction mechanisms become important at the incident energies above the Coulomb
barrier. We have calculated the corresponding reaction cross sections by means of the codes STAPRE-H
[25] and TALYS [26], taking into account also the breakup and DR results discussed above. Particularly,
a consistent local parameter set was involved within the detailed analysis carried out using the code
STAPRE-H [5, 7].

As a sample case of complete analysis for deuteron interactions with nuclei, a comparison of
the measured and calculated activation cross sections of natCu(d,x)64Cu reaction [7] is shown in Fig.
4(a), the data being properly described by the local consistent parameter set within the PE+CN code
STAPRE-H and taking into account also the breakup and DR contributions. These results substantiate
the correctness of nuclear mechanism description that have been considered for the deuteron-nucleus
interactions. Finally, Fig. 4(a) may be considered representative for the complexity of the deuteron
interaction involving breakup, pick-up, PE and CN reaction mechanisms.

5 Conclusions
The overall agreement between the measured data and model calculations validates the description of
nuclear mechanisms taken into account for the deuteron-nucleus interaction. On the other hand, the
apparent discrepancies between the experimental data and corresponding TENDL-2011 [27] evaluation,
shown in Fig. 4(b), stress out the effects of disregarding of the inelastic breakup enhancement, as well
as of the stripping and pick-up processes.

However, while the associated theoretical frames are already settled for stripping, pick-up, PE and
CN mechanisms, an increased attention should be paid to the breakup mechanism. Thus more work
has to be done concerning its theoretical description including the inelastic component. The overall
improvement of deuteron breakup description requires complementary experimental studies too.
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Abstract 
Several narrow alpha resonant 16O states were detected through the 
12C(6Li,d) reaction, in the range of 12 to 17 MeV of excitation energy. 
The reaction was measured at a bombarding energy of 25.5 MeV 
employing the São Paulo Pelletron-Enge-Spectrograph facility and the 
nuclear emulsion technique. Experimental angular distributions 
associated with four quasi-bound states near the 4α threshold at 14.30, 
14.40, 14.62 and 14.66 MeV of excitation are presented. The natural 
parity resonance transitions at 14.62 and 14.66 MeV are compared 
with DWBA predictions. 

1 Introduction  

Resonances around xα thresholds in light nuclei, as was primarily pointed out by Hoyle in 12C, are 
recognized important in the production of elements in stars [1]. The main purpose of the research 
program in progress is the investigation of the alpha clustering phenomenon in (xα) and (xα + n) 
nuclei through the (6Li, d) alpha transfer reaction [2-5]. In fact, there is scarce experimental 
information on the subject, in particular associated with odd-even nuclei and with resonant states 
predicted near the referred breakup thresholds. Alpha resonant states in the nucleus 16O are the focus of 
the present work. The known 0+ state at 15.1 MeV of excitation , that has probably the gas-like 
configuration of the 4α condensate state with a very dilute density and a large component of α + 
12C(Hoyle) configuration [6], is of special concern. On the other hand, the existence of a rotational 
band with the α + 12C (Hoyle) cluster state structure was recently demonstrated by Ohkubo and 
Hirabayashi [7]. In order to explore this region of renewed interest, measurements of the 12C(6Li,d)16O 
reaction up to 17 MeV of excitation at an incident energy of 25.5 MeV, have been performed 
employing the São Paulo Pelletron-Enge Split-Pole facility and the nuclear emulsion detection 
technique. 

2  Experimental Procedure 

A 25.5 MeV 6Li beam of the São Paulo Pelletron accelerator impinged a uniform and clean 12C target. 
Two targets with 112 and 30 μg/cm2, respectively, were used in the data acquisition. The deuterons 
emerging from (6Li,d) reaction were momentum analyzed by the magnetic field of the Enge-
Spectrograph and detected in emulsion plates (Fuji G6B  50 μm thick). Spectra associated with six 
scattering angles, from 5° to 29° in the laboratory frame, each one along  50 cm of the focal surface, 
were measured from 10 MeV up to 17 MeV excitation energy. After processing, the plates were 
scanned in strips of 200 μm and the spectra were obtained, displaying the number of tracks per strip 
versus the position along the focal plane.  Several narrow resonances with a quasi-bound behavior 
embedded in the continuum were detected and the resolution of 30 keV and 15 keV, for the respective 
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targets, allowed for the separation of doublets not resolved before [8, 9]. Figure 1 displays, for further 
discussion, the region around the 4α threshold in the measured position deuteron spectrum associated 
with the scattering angle of 5°. The Jπ and excitation energies in MeV of the detected states, taken from 
Tilley et al. [10], are indicated.  

 

 
Figure 1: Position deuteron spectrum, corresponding to the indicated scattering angle, near the 4α 

threshold. The Jπ and excitation energies in MeV of the detected states, taken from Tilley et al. 
[10], are indicated. 

The relative normalization of the spectra and the absolute scale of the cross sections were, 
respectively, referred to the beam total charge collected in each run and to optical model predictions 
for elastic scattering measurements, in the same target and under similar conditions. 

3 Results and Discussion 

One step alpha transfer finite-range DWBA calculations, in this preliminary analysis, were performed 
to describe mainly the shape of those experimental angular distributions associated with resonances 
excited by a dominant direct process.  

The optical model used for the entrance and exit channels, in the DWBA calculations, employed 
the global parameter sets of Cook [11] and of Daehnick et al. [12] respectively. The binding potential 
of Kubo and Hirata [13] was taken for the α + d description of 6Li and, although resonant, the states 
under consideration were assumed to be bound by 100 keV in a Woods-Saxon binding potential (r0 
=1.25fm, a = 0.65 fm). Relative to the 12C core, G [14] values 8 and 9 were considered, respectively, 
for positive and negative parity alpha states. 

The experimental angular distributions, not previously reported, associated with four alpha 
narrow resonances, near the 4α  threshold (14.44 MeV )  at 14.30, 14.40, 14.62 and 14.66 MeV of 
excitation energy (see Fig. 1), are presented in Fig.2 [10]. The cross section uncertainties are relative 
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and the natural parity resonance transitions at 14.62 and 14.66 MeV are compared with DWBA 
predictions.  

 
Figure 2: Experimental angular distributions. The DWBA predictions are shown for natural parity 

resonance transitions. 

This preliminary DWBA analysis shows important direct contribution associated with the 
resonance at 14.62 and 14.66 MeV. It is to be noted that for the first one the positive parity is 
confirmed.  

Note that the doublet resolved in the present work just above the 4α threshold, associated with Jπ 
= 4(+) and 5- at 14.62 and 14.66 MeV excitation energies, respectively [10], was also observed by Ames 
[15] in alpha elastic scattering on 12C excitation function. The 5- resonance was interpreted as a 
member of the K =0- alpha cluster band [10,15]. On the other hand, Wheldon et al. [9] detected 
through 12C (6Li,d) reaction at a higher incident energy only one state at 14.6 MeV associated with a 
strongly populated broad resonance which decays to the 12C ground state.  The unnatural parity 
resonances observed in the present work at 14.30 and 14.40 MeV were also reported and decay to the 
21

+ 12C state [9] . 

In the region of the 0+ state at 15.1 MeV of excitation that has probably the gas-like 
configuration of the 4α condensate state[6], was detected only one state, most like the state Jπ = 2- at 
15.20 MeV, as also indicated by Wheldon et al.[9]. 

4 Conclusions 

The 12C(6Li,d)16O reaction,  measured at a bombarding energy of 25.5 MeV, populated several 
narrow resonances in 16O from 12 to 17 MeV of excitation. Around the 4α threshold, the 
discrimination of at least three doublets, allowed by the excellent energy resolution of the 
data, also revealed a quasi-bound behavior of eight resonant states. The experimental angular 
distributions, not previously measured, associated with the resonances at 14.30, 14.40, 14.62, 
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and 14.66 MeV of excitation are presented and compared for the natural parity states with 
DWBA predictions. A parity doubt is resolved and new information in this region of interest is 
provided. The present work is in progress and further analysis is undergoing.   
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Abstract
The astrophysical factor of the 8B(p,γ)9C at zero energy, S18(0), is deter-
mined from three-body model analysis of 9C breakup processes. The elastic
breakup 208Pb(9C,p8B)208Pb at 65 MeV/nucleon and the one-proton removal
reaction of 9C at 285 MeV/nucleon on C and Al targets are calculated with
the continuum-discretized coupled-channels method (CDCC) and the eikonal
reaction theory (ERT), respectively. As a result of the present analysis, S18(0)
extracted from the two reactions show good consistency, in contrast to in the
previous studies.

1 Introduction
In low-metallicity supermassive stars, the proton capture reaction of 8B, 8B(p,γ)9C ignites the explosive
hydrogen burning [1]:

8B(p,γ )9C(α, p)12N(p,γ )13O(β+ν)13N(p,γ )14O.

This process called hot pp chain is expected to be a possible alternative path to the synthesis of the CNO
elements. Because of the difculties in measuring the 8B(p,γ)9C cross section σpγ at very low energies,
several alternative reactions have been proposed [2–4] to indirectly determine the astrophysical factor
S18(ε)

S18(ε) = σpγε exp[2πη]. (1)

Here, ε is the relative energy between p and 8B in the center-of-mass (c.m.) frame and η is the Som-
merfeld parameter. Because an astrophysical factor has quite weak energy dependence, several previous
studies have paid special attention to the evaluation of S18(ε) at zero energy, S18(0) [1–5]. Experimental
results seem to support the S18(0) obtained by a cluster model calculation [5]. There is, however, still a
signicant discrepancy of about 50% between the S18(0) obtained by Coulomb dissociation method [4]
and the ANC method [2, 3].

In this paper, we reinvestigate the Coulomb dissociation [4] (elastic breakup) and the proton re-
moval process [3] of 9C by means of coupled-channel calculation with a three-body (p + 8B + target)
model. We adopt the continuum-discretized coupled-channels method (CDCC) [6–8] for the former and
the eikonal reaction theory (ERT) [9, 10] for the latter; we use the ANC method [11] for both reactions.
The main purpose of the present study is to show the consistency between the two values of S18(0)
extracted from these two types of breakup, and thereby determine S18(0) with high reliability.

2 Theoretical framework
In Fig. 1 we show schematic illustration of the three-body (p + 8B + target) system. The scattering
between 9C and a target nucleus A is described by the Schrödinger equation

[
−
�
2

2μ
∇2

R + h+ U(rp, rB)− E

]
Ψ(r,R) = 0, (2)
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B

Fig. 1: Illustration of the three-body system.

where Ψ(r,R) is the tree-body wave function and r (R) is the coordinate of 8B (9C) relative to p (A).
The reduced mass between 9C and A is denoted by μ and E is the total energy of the three-body system
in the c.m. frame. The internal Hamiltonian of 9C is shown by h. The interaction U(rp, rB) is given by

U(rp, rB) = V (N)
p (rp) + V (C)

p (rp) + V
(N)

B (rB) + V
(C)

B (rB), (3)

where V
(N)

X and V
(C)

X are the nuclear and Coulomb interactions, respectively, between X and A; X
represents a fragment particle of the projectile, i.e., p or 8B. Similarly, rX denotes the relative distance
between X and A.

In the present analysis of the elastic breakup of 9C, we solve Eq. (2) with eikonal-CDCC (E-
CDCC) [12, 13]. E-CDCC assumes eikonal approximation to the scattering wave between 9C and A. As
a result, the total wave function Ψ(r,R) is expressed by

Ψ(r,R) =
∑

c

Φc(r)e
−i(m−m0)φRψc(b, z)φ

C
Kc

(b, z), (4)

where Φc(r) is the internal wave function of 9C with c the channel indices {i, �, S, I , m}; i > 0
(i = 0) stands for the ith discretized-continuum (ground) state, and �, S, and I are, respectively, the
orbital angular momentum, the channel spin, and the total angular momentum of the p and 8B system.
m is the projection of I on the z-axis taken to be parallel to the incident beam; m0 is the value of
m in the incident channel. b is the impact parameter dened by b =

√
x2 + y2 with R = (x, y, z)

in the Cartesian representation. The use of the Coulomb incident wave φC
Kc

(b, z) instead of the plane
wave exp(Kc ·R) in the eikonal approximation is one of the most important features of E-CDCC;Kc

is the asymptotic wave-number vector of 9C in channel c from A. In the actual calculation, we use an
approximate asymptotic form of φC

Kc
(b, z). E-CDCC is shown to work very well for describing both the

nuclear and Coulomb breakup processes with high accuracy and computational speed [12, 13].
The one-proton removal reaction, its stripping component in fact (see below), is analyzed by means

of the eikonal reaction theory (ERT) [9, 10], which can calculate an inclusive cross section, such as a
nucleon removal cross section, in the CDCC framework. ERT uses a formal solution (the scattering
matrix S) to the coupled-channel equations of E-CDCC, and makes adiabatic approximation to only the
nuclear part of S. Then one can obtain the most important result of ERT, i.e., the product form of S [9]

S = SbSc, (5)

where Sb and Sc show the contributions from the constituents b and c of the projectile, respectively. At
this stage, however, this result can be derived only when b or c is chargeless, which is not the case for the
9C projectile consisting of p and 8B. Therefore, in the present study, we neglect the Coulomb breakup
process in the one-proton removal process and replace the Coulomb interaction V (C)

p (rp) with

V (C)
p (rp) → V (C)

p (R). (6)

Then we can calculate the one-proton removal cross section σ−p with

σ−p = σbu + σstr, (7)
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as in Refs. [9, 10]. In Eq. (7), σbu and σstr denote the elastic breakup cross section and the stripping
cross section, respectively; ERT is used to evaluate σstr. The accuracy of the replacement of Eq. (6)
can be examined by calculating σ−p with and without the Coulomb breakup. It is conrmed that the
Coulomb breakup contributes to σ−p for C and Al targets by about 5%. Thus, we conclude that the
Coulomb breakup by these two targets can be neglected with 5% errors. Below we include this amount
in uncertainties of S18(0) extracted from σ−p. The detail of our numerical setups are shown in the
Ref. [14].

3 Results and discussion
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M
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]
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 ε

: fitted (x1.10)CDCC

208Pb(9C,    8B)208Pb at 65 MeV/nucleonp

experiment

ε

CDCC

Fig. 2: Breakup spectrum of the 208Pb(9C,p8B)208Pb at 65 MeV/nucleon as a function of the relative energy ε

between p and 8B. The dashed line shows the result of calculation with a normalized p-8B wave function, whereas
the solid line is the result multiplied by 1.1 to t the experimental data [4].

First, we analyze the elastic breakup 208Pb(9C,p8B)208Pb at 65 MeV/nucleon. In Fig. 2, we show
the breakup cross section as a function of the relative energy ε between p and 8B. We have included
the experimental efciency e(ε) [15] and resolution Γ in the calculation. We adopt Γ = 0.23 MeV
extracted from the experimental breakup spectrum of 12C(9C,p8B)12C at 65 MeV/nucleon [15]. In order
to determine S18(0) we t the theoretical result (dashed line) to the experimental data [4], and the solid
line is obtained. The renormalization factor is 1.10, which results in S18(0) = 67.3 eVb.

In Fig. 2, our calculation describes well the breakup spectrum below ε ∼ 1.0 MeV, i.e., both the
transition to the 1/2− resonant state and breakup to low-energy nonresonant states of 9C. It should be
noted that we treat the resonant and nonresonant breakup continua on the same footing in the CDCC
calculation. In the higher ε region than the resonance energy, however, the calculation signicantly
underestimates the experimental data. It is expected that this is due to incompleteness of our present
framework. The back-coupling effects of three-body breakup states of 9C to p+ p+ 7Be on the p+ 8B
state observed will become important as ε increases. In addition, more accurate description of the p+ 8B
continua for higher partial waves with a proper p-8B interaction V

(N)

pB will be needed. At low ε, these
possible problems will not exist, because only the tail of the overlap between 9C and p-8B contributes to
the breakup process.

Table 1: Results of the one-proton removal reactions with 12C and 27Al targets. The experimental data of σ−p are
taken from Ref. [17].

Target 12C 27Al
calc. expt. calc. expt.

σ−p [mb] 44.9 48(8) 53.9 55(11)
S18(0) [eVb] 65.2 62.2
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Second, we analyze the one-proton removal reaction of 9C at 285 MeV/nucleon on 12C and 27Al
targets. We neglect the Coulomb breakup of 9C in this case. We calculate σbu by CDCC and the
stripping cross section σstr by ERT, and obtain the one-proton removal cross section σ−p, as the sum
of the two. Then we renormalize the calculated σ−p to t the experimental value taken from Ref. [17],
which determines S18(0). These values are summarized in Table 1. One sees that the two results of
S18(0), corresponding to 12C and 27Al targets, agree well with each other. By taking an average of the
two values, we obtain S18(0) = 63.7 eVb.

We here remark that in our three-body coupled-channel analysis, the values of S18(0) extracted
from two different breakup reactions, 67.3 eVb (elastic breakup) and 63.7 eVb (proton removal), show
very good agreement. This indicates reliability of the present analysis and the result of S18(0). As a
principal result of the present study, we obtain

S18(0) = 66± 10 eVb. (8)

In Fig. 3, the S18(0) extracted by the present work is compared with previous values. Previous results
mentioned above can be categorized into two, i.e., one is around 80 eVb (Ref. [4, 5]) and the other is
around 45 eVb (Ref. [2, 3]). Our result exists in between them, slightly favoring the former.

In Ref. [4], the E1 contribution to the elastic breakup of 9C by 208Pb at 65 MeV/nucleon was
extracted by subtracting the contributions of the nuclear and E2 breakup processes (∼ 10%) from the
measured cross section, with a help of the 9C breakup data by 12C at the same energy. The rather
good consistency between the present and previous results of S18(0) will indicate that the procedure
for extracting the E1 contribution worked quite well. It was reported in Ref. [4], however, that about
80% of the peak in the 208Pb(9C,p8B)208Pb breakup spectrum around ε = 0.9 MeV was explained by
nonresonant E1 breakup processes. On the other hand, in the present analysis, the peak is found to
be mainly generated by the nuclear and E2 transition to the 1/2− resonance state. Reason for this large
discrepancy in the resonant part between the present and previous studies needs further investigation; this
is our important future work. If we adopt a one-step calculation including nuclear and Coulomb breakup
with all multipolarities, S18(0) = 54 eVb is obtained, i.e., 20% difference appears. This behavior is the
same as in the study of S17(0) for the 7Be(p,γ)8B reaction [12].

Our result is quite larger than the result of Ref. [3], in which the one-proton removal reactions
(9C,8B) at 285 MeV/nucleon were analyzed by the extended Glauber model, with carefully evaluating
the uncertainty regarding the nucleon-nucleon effective interactions (prole functions). By a detailed
analysis, it is found that the difference between the S18(0) obtained in the present work and Ref. [3]
is mainly due to the proton optical potential. In Fig. 4 of Ref. [3], the reaction cross section σR of
the p-12C (solid line) is compared with experimental data. As shown in the gure, the data have quite

Fig. 3: S18(0) extracted by this work (circle) is compared with the results of the Coulomb dissociation method
(cross) [4] and the analysis of σ−p with the extended Glauber model (triangle) [3]. Theoretical results with a
cluster model calculation (squares) [5] and the value extracted from the d(8B, 9C)n reaction (diamond) [2] are
also shown.
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large uncertainty; there seem to be two data groups between 250 MeV and 600 MeV. Our microscopic
calculation based on the Melbourne g matrix gives σR = 198 mb at 285 MeV, which is smaller than
the value used in the previous study by about 10%. It should be noted that both the theoretical values
of σR are consistent with the experimental data, within their uncertainty mentioned above. This 10%
difference is indeed crucial for the evaluation of σ−p, which eventually gives the difference in S18(0)
by about 35%. Thus, more accurate and reliable data of σR is highly desirable to judge the microscopic
theoretical calculations of σR, although we have shown in this study a very good agreement between the
two S18(0) extracted from different breakup reactions.

4 Summary
We have analyzed the elastic breakup of 9C by 208Pb at 65 MeV/nucleon and the one-proton removal
reaction of 9C at 285 MeV/nucleon on C and Al targets by a three-body coupled-channel framework, i.e.,
CDCC for the elastic breakup process and ERT for the stripping process. We determined the astrophysi-
cal factor at zero energy, S18(0), for the 8B(p,γ)9C reaction. Our principal result is S18(0) = 66±10 eVb.
We have conrmed that the results of S18(0) extracted from the two independent experimental data agree
very well with each other, and thus resolved a signicant discrepancy of S18(0) in the previous studies.
Although the S18(0) is determined well in the present analysis, description of the breakup spectrum at
higher p-8B relative energies is not sufcient. Extension of the present reaction model to incorporate
the p + p + 7Be conguration will be very important for deeper understanding of the breakup of 9C.
Investigation on the d(8B, 9C)n transfer reaction, which gives a quite smaller S18(0) than in the present
study, will also be important.
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Abstract
We present a new method of smoothing discrete breakup cross sections cal-
culated by the continuum-discretized coupled-channels method based on the
complex-scaling method. One of advantages of this approach is applicable to
many-body breakup reaction systems. In this work, we apply the new smooth-
ing method to analyses of 12C(6He, nn4He) and 208Pb(6He, nn4He) reactions
at 240 MeV/A.

1 INTRODUCTION
Exploring unstable nuclei far from the stable line is one of the most important subjects in nuclear physics.
Two-neutron halo nuclei near the neutron drip line such as 6He and 11Li have exotic properties, i.e., soft
dipole excitation and a di-neutron correlation. These properties can be investigated via breakup reactions,
where the projectile breaks up into three fragments (core + n + n). One of the most reliable methods
for treating the projectile breakup processes is the method of continuum-discretized coupled channels
(CDCC) [1–3], which has been proposed as solving three-body scattering problems. Recently, we have
developed CDCC as a method of treating four-body breakup processes in scattering of a three-body
projectile [4–9].

Breakup cross sections include properties of continuum and resonance states of a projectile, and
are obtained by the T -matrix elements in theoretically. The T -matrix elements estimated by CDCC, Ti,
are discrete in the excitation energy ε of the projectile, although the exact ones T (ε) are continuous.
Thus one needs a way of smoothing Ti to analyze breakup reactions. For three-body breakup reactions,
we have proposed the smoothing function method and conrmed the validity [6, 7]. However, it is quite
hard to adopt it to four-body breakup processes. Thus, it is highly expected that an accurate and practical
method of smoothing Ti will be proposed.

In this work, we propose a new method to obtain the differential breakup cross section as a
continuous function of ε accurately and practically, by using CDCC and the complex-scaling method
(CSM) [10, 11]. The new method is applied to the 12C(6He, nn4He) reaction at 229.8 MeV/A. A merit
of the present smoothing method is that one can see fast convergence of the calculated breakup cross
section with respect to extending the model space. The method is also applied to 12C(6He, nn4He) and
208Pb(6He, nn4He) reactions at 240 MeV/A and compared with the experimental data. In principle, this
method is applicable not only for four-body breakup reactions but also for many-body breakup reactions.

2 FORMULATION
We consider scattering of a projectile B from a target A. The scattering is described by the Schrödinger
equation with outgoing boundary conditions,

[H −Etot]|Ψ
(+)� = 0, (1)

where the total energy Etot is related to the corresponding incident energy of the center-of-mass system
ECM

in as Etot = ECM
in + ε0 with the ground-state energy ε0 of B. The total Hamiltonian H of this system

is dened as

H = KR + U(ξ,R) +HB, (2)
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whereR is a coordinate between B and A, and ξ is a set of internal coordinates in B. The kinetic energy
operator for R and internal Hamiltonian of B are represented by KR and HB, respectively, and U is a
sum of nuclear and Coulomb potentials between constituents in B and A.

The most fundamental assumption in CDCC is that the scattering takes place in a modelspace,

P =
∑

γ

|Φγ��Φnγ |, (3)

where Φγ is a γth eigenstate obtained by diagonalizing HB with L2-type basis functions. Therefore, the
Schrödinger equation is solved in the modelspace:

P[H − Etot]P|Ψ
(+)

CDCC� = 0. (4)

The T matrix amplitude for breakup processes, in which the nal state of B has an excitation
energy ε, is

T (ε) = �ψ(−)
ε (ξ)χ(−)

ε (R)|Û |Ψ(+)(ξ,R)�ξR, (5)

Û = U(ξ,R)− V Coul
B (R), (6)

where V Coul
B is the Coulomb interaction between B and A. The exact nal channel wave function

ψ
(−)
ε (ξ)χ

(−)
ε (R) with incoming boundary conditions satises

[
KR + V Coul

B (R)− (Etot − ε)
]
|χ(−)

ε (R)� = 0, (7)

[HB − ε] |ψ(−)
ε (ξ)� = 0. (8)

Using Eq. (5), the differential cross section as a function of ε can be calculated as

dσ

dε
=

∫
dε�δ(ε − ε�)|T (ε�)|2 =

1

π
ImR(ε) (9)

with the response function

R(ε) =

∫
dξdξ�O†(ε, ξ)G(−)(ε, ξ, ξ�)O(ε, ξ�), (10)

where the Green’s function G(−) and operator O are dened by

G(−)(ε, ξ, ξ�) = lim
η→+0

�ξ|
1

ε−HB − iη
|ξ��, (11)

O(ε, ξ) = �χ(−)
ε (R)|Û |Ψ(+)(ξ,R)�R. (12)

In order to evaluate R(ε), we use the complex scaling method (CSM), where the scaling transfor-
mation operator is represented by C(θ). The scaled Green’s function is written as

G
(−)

θ (ε, ξ, ξ�) = lim
η→+0

�ξ|
1

ε−Hθ
B − iη

|ξ��, (13)

with the complex-scaled Hamiltonian

Hθ
B = C(θ)HBC

−1(θ). (14)

The scaled Green’s function Gθ is a L2-type operator when −π < θ < 0, so that it can be expanded with
L2-type basis functions with high accuracy:

Gθ(ε, ξ, ξ�) ≈
∑

i

|φθ
i ��φ̃

θ
i |

ε− εθi
, (15)
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where φθ
i is a i-th eigenstate obtained by diagonalizing Hθ

B = C(θ)HBC
−1(θ) in a modelspace spanned

by L2-type basis functions, �φ̃θ
i |H

θ
B|φ

θ
i′� = εθi δii′ . Note that the scaling angle should be taken as negative,

because the Green’s function G(−) satises an incoming boundary condition.
Furthermore the modelspace approximation is applied to the Green’s function and total wave func-

tion, that is, G(−) and Ψ are replaced by PG(−)P and Ψ(+)

CDCC, respectively. This leads to

R(ε) ≈
∑

i

∑

γ′,γ

�Ψ
(+)

CDCC|Û
∗|χ(−)

γ Φγ′�

�Φγ′ |C−1(θ)|φθ
i ��φ̃

θ
i |C(θ)|Φγ�

ε− εθi

× �Φγχ
(−)
γ |Û |Ψ

(+)

CDCC�. (16)

Noting that �Φγχ
(−)
γ |Û |Ψ

(+)

CDCC� is a T -matrix element of CDCC, Tγ , to Φγ , we dene scaled T -matrix
elements by

T̃ θ
i ≡

∑

γ′

�φ̃θ
i |C(θ)|Φγ′�Tγ′ , (17)

T θ
i ≡

∑

γ

T ∗

γ �Φn|C
−1(θ)|φθ

i �. (18)

The nal form of the differential cross section is then obtained by

dσ

dε
=

1

π
Im

∑

i

T θ
i T̃

θ
i

ε− εθi
. (19)

For the diagonalization of HB and Hθ
B, we adopt the Gaussian expansion method (GEM) [12]. In

GEM, the state of the 4He + n + n system is described by a superposition of three channels, each channel
with a different set of Jacobi coordinates, (yc, rc). For each c (channel), the radial parts of the internal
wave functions regarding yc and rc are expanded by a nite number of Gaussian basis functions

ϕjλ(yc) = yλc e
−(yc/ȳj)

2

Yλ(Ωyc),

ϕi�(rc) = r�ce
−(rc/r̄i)

2

Y�(Ωrc), (20)

respectively. Here λ (�) is the angular momentum regarding yc (rc), and the range parameters are taken
to lie in geometric progression:

ȳj = (ȳmax/ȳ1)
(j−1)/jmax , (21)

r̄i = (r̄max/r̄1)
(i−1)/imax . (22)

The parameters depend on c, but we omitted the dependence in Eqs. (21) and (22) for simplicity; see
Ref. [4] for the details of the diagonalization and the denition of Jacobi coordinates. As interactions
Vnn and Vnα in HB, we take the so-called GPT [13] and KKNN [14] potentials, respectively. These
potentials with a Gaussian form reproduce well data of low-energy nucleon-nucleon and nucleon-4He
scattering, respectively. The particle exchange between valence neutrons and neutrons in 4He is treated
approximately with the orthogonality condition model [15].

3 RESULTS AND DISCUSSIONS
First, we prepare the three sets of parameters of basis functions shown in Table 1 to conrm the con-
vergence of the breakup cross section. For the 0+ and 1− states, maximum internal angular momenta
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Table 1: Gaussian range parameters.

Set c jmax ȳ1 (fm) ȳmax (fm) imax r̄1 (fm) r̄max (fm)

I 3 10 0.1 10.0 10 0.5 10.0
1, 2 10 0.5 10.0 10 0.5 10.0

II 3 15 0.1 20.0 15 0.5 20.0
1, 2 15 0.5 20.0 15 0.5 20.0

III 3 20 0.1 50.0 20 0.5 50.0
1, 2 20 0.5 50.0 20 0.5 50.0

�max and λmax are both set to unity. For the 2+ states, we take �max = λmax = 1 for c = 1 and 2, and
�max = λmax = 2 for c = 3. Figure 1 shows the breakup cross sections dσ/dε to the 0+, 1−, and 2+
continua for 12C(6He,nn4He) reaction at 229.8 MeV. For all the cross sections, sets II and III yield the
same result, whereas the result of set I is somewhat different from it. The convergence of CDCC solution
with respect to expanding the model space is thus obtained with set II. Here, we take θ = −14◦ as the
scaling angle, since the converged spectra are obtained at this angle.

In Fig. 2, the breakup cross section dσ/dε calculated by the present method is compared with
the experimental data for 6He + 12C and 6He + 208Pb reactions at 240 MeV/A [16]. These data have
already been analyzed by four-body distorted-wave Born approximation (DWBA) [17] and the eikonal
approximation [18]. In the present analysis, we estimate optical potentials for n-target and 4He-target
based on the double-folding model the Melbourne nucleon-nucleon g-matrix interaction [19] with the
densities obtained by the spherical Hartree-Fock (HF) calculation with the Gogny D1S interaction. [20,
21]. For the result of the 12C(6He, nn4He) reaction, one sees clear peak of the 2+ resonance around 1
MeV as shown in Fig. 2(a). In this analysis, we found that Coulomb breakup effects are negligible and the
present theoretical result is consistent with the experimental data except for the peak of the 2+ resonance
around ε = 1 MeV. On the other hand, Coulomb breakup to the 1− continuum is dominant for the
208Pb(6He, nn4He) reaction as shown in Fig. 2(b). For 208Pb target, the present method underestimates
the experimental data at ε ≥ 2 MeV. A possible origin of this underestimation is that the inelastic
breakup reactions are not included in the present calculation. As mentioned in Ref. [17], the inelastic
breakup effect is not negligible, and the elastic breakup cross section calculated with four-body DWBA
also underestimates the data.

0 4 80

2

4

ε  [MeV]

dσ
/d
ε 

 [m
b/

M
eV

]

0+

set I
set II
set III

(a)

0 4 80

2

4

6

8

ε  [MeV]

dσ
/d
ε 

 [m
b/

M
eV

]

1−

(b)

0 1 2 30

100

ε  [MeV]

dσ
/d
ε 

 [m
b/

M
eV

]

2+

(c)

Fig. 1: Convergence of the breakup cross sections to the 0+ (a), 1− (b), and 2+ (c) continua. In each panel, the
dashed line, the solid line, and the open circles correspond to results of sets I, II, and III, respectively. The dotted
line in (b) shows the result when Coulomb breakup processes are switched off.
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Fig. 2: Comparison of the breakup cross section calculated by CDCC (solid line) with experimental data for (a)
the 6He + 12C scattering at 240 MeV/nucleon and (b) the 6He + 208Pb scattering at 240 MeV/nucleon. The dash-
dotted, dotted, and dashed lines correspond to the contributions of the 0+, 1−, and 2+ breakup, respectively, and
the solid line is the sum of them. The experimental data are taken from Ref. [16].

4 SUMMARY
In summary, we have proposed a practical method of calculating the differential breakup cross section
as a continuous function of the excitation energy of a projectile, by combining CDCC and CSM. One of
advantages of this method is that we do not require to calculate the exact continuum wave functions of
the projectile. In the present formalism, we have to do is just diagonalize the projectile Hamiltonian and
the scaled Hamiltonian with L2-type basis functions. Furthermore, the scaling operator C(θ) operates
only on spatially damping functions and hence the differential breakup cross section converges quickly as
the model space is extended. The method is successful in reproducing the data on 12C(6He, nn4He) and
208Pb(6He, nn4He) reactions at 240 MeV/A. In principle, the present formalism is applicable for many-
body breakup reaction, if the diagonalization of the projectile Hamiltonian and the scaled Hamiltonian
is feasible.
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Abstract
The breakup cross section (BUX) of 22C by 12C at 250 MeV/nucleon is evalu-
ated by the continuum-discretized coupled-channels method (CDCC) incorpo-
rating the cluster-orbital shell model (COSM) wave functions. Contributions
of the low-lying 0+2 and 2+1 resonances predicted by COSM to the BUX are
investigated. The 2+1 resonance gives a narrow peak in the BUX, as in usual
resonant reactions, whereas the 0+2 resonant cross section has a peculiar shape
due to the coupling to the nonresonant continuum. Mechanism of the appear-
ance of this shape in the breakup of 22C is discussed.

1 Introduction
Exploring the frontier of the nuclear chart is one of the most important subjects in nuclear physics.
Properties of neutron drip-line nuclei, e.g., 11Li, 19B, and 22C, are therefore crucial for that purpose.
Very recently, evidence for an unbound ground state of 26O was reported [1], which could extend the
concept of drip-line nuclei to the unbound-state regions. In this situation, clarication of unbound states,
i.e., resonance structures, of nuclei around the neutron drip-line will be a fascinating subject.

In this study we focus on 22C, the drip-line nucleus of carbon isotopes. By measuring the reaction
cross section [2] and the neutron removal cross section [3], ground state properties of 22C have been
intensively studied so far; the results strongly support the picture that 22C is an s-wave two-neutron halo
nucleus, in consistent with the theoretical prediction of Ref. [4] based on a 20C+n+n three-body model.
On the other hand, possible resonance states of 22C have never been observed and suggested.

In this paper, we investigate the resonance structure of 22C with the cluster-orbital shell model
(COSM) [5] through the breakup cross section (BUX) of 22C by 12C at 250 MeV/nucleon evaluated
by the continuum-discretized coupled-channels method (CDCC) [6–8]. COSM is a powerful method to
describe a system consisting of a core plus valence nucleons; it has successfully been applied to studies of
the ground and resonance states of 6He, 7He, and 8He [9–11]. One of the most important advantages of
COSM is the description of radial wave functions of each nucleon by the superposition of Gaussian basis
functions, covering a quite wide space. It is thus expected that COSM describes well both resonances
and the nonresonant continuum of a system, in a model space required to evaluate breakup observables.
CDCC is a sophisticated reaction model that has been applied to various breakup processes with high
success. Our main purpose is to investigate how the resonance states of 22C predicted by COSM are
“observed” in the BUX.

Formalism of COSM-CDCC is described in Sec. 2 and numerical inputs are given in Sec. 2. In
Sec. 3, results of the BUX of 22C by 12C at 250 MeV/nucleon are shown and discussion on the resonant
and nonresonant contributions of the BUX is given. Finally, we give a summary in Sec. 5.
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2 Formalism
In the present COSM calculation, a 20C+n+ n three-body model is adopted for the 22C wave function:

ΦcIMI
(η1,η2) =

∑

l1j1l2j2

∑

i1i2

di1i2cl1j1l2j2I
Â
[
φ
bi1
l1j1

(η1)⊗ φ
bi2
l2j2

(η2)
]

IMI

, (1)

where I andMI are the total spin of 22C and its third component, respectively, and ηi (i = 1 or 2) is the
relative coordinate of the ith neutron to the center of the 20C core. Â represents the antisymmetrization
operator for the two valence neutrons; antisymmetrization between a valence neutron and a neutron in
20C is approximately taken into account with the orthogonal condition model [12]. φ in Eq. (1) is the
Gaussian basis function

φbi
ljmj

(η) = ϕbi
l (η)

[
Yl (η̂)⊗ ξ1/2

]
jmj

, (2)

where ξ is the spin 1/2 wave function of neutron and

ϕbi
l (η) =

√
2

Γ (l + 3/2)

(
1

b2i

)(l+3/2)/2

ηl exp

(
−

η2

2b2i

)
(3)

with Γ the Gamma function. The range parameters bi (i = 1–imax) are chosen to lie in a geometric
progression:

bi = b1γ
i−1. (4)

By diagonalizing an internal Hamiltonian h of 22C with the basis functions, one obtains eigenstates, each
of which is characterized by I , MI , and the energy index c, with the expansion coefcients di1i2cl1j1l2j2I

.
In the present case, there is only one bound state in I = 0. All the other states are located above the
20C+n+ n three-body threshold, which are called pseudostates (PS).

Since COSM describes the 22C wave function covering a quite large model space, the PS can be
regarded to a good approximation as discretized continuum states. Then the total wave function of the
20C+n+n+ 12C four-body reaction system with the total angular momentum J and its third component
M can be expanded as

ΨJM(η1,η2,R) =
∑

cIL

[ΦcI (η1,η2)⊗ χcIL (R)]JM , (5)

where χcIL (R) is the scattering wave of 22C in the (c, I) state relative to 12C;L (R) is the corresponding
relative angular momentum (coordinate).

By solving the four-body Schrödinger equation

[H − E] ΨJM (η1,η2,R) = 0, (6)

H = TR + Un1
(R1) + Un2

(R2) + Uc(Rc) + h (7)

with the standard boundary condition of χcIL (R), one may obtain the scattering matrix to the (c, I, L)
channel. Here, E is the total energy of the four-body system in the center-of-mass (c.m.) frame, TR is
the kinetic energy operator associated withR, Uni

(i = 1 or 2) is the neutron distorting potential, and Uc

is the potential between the 20C core and 12C. This framework is four-body CDCC [13,14] incorporating
the COSM wave functions, which we call COSM-CDCC below. We further adopt the prescription [15]
based on the complex-scaling method (CSM) [16], the CSM smoothing method, to obtain a smooth
breakup cross section d2σ/(d�dΩ), i.e., the double differential breakup cross section (DDBUX). Here,
� is the breakup energy of the 20C+n + n system measured from the three-body threshold and Ω is the
solid angle of the c.m. of 22C after the breakup; the corresponding polar angle is denoted by θ below.

184

212 K. Ogata, T. Myo, T. Furumoto, T. Matsumoto, M. Yahiro



3 Numerical input
In the 20C+n+ n three-body Hamiltonian h, we adopt the Minnesota nucleon-nucleon interaction [17]
and a Woods-Saxon potential for the n-20C system, consisting of the central and spin-orbit parts. As for
the latter, we use Set B parameters of Ref. [4]; we have slightly changed V1 and Vs to 20.00 MeV and
10.50 MeV, respectively, so that the 1s state is unbound. In the COSM calculation, we include the single-
particle conguration of each n up to l = 5 (l = 4) for the 0+ (2+) state of 22C, taking into account the
spin of n. The radial wave function between n and 20C in each single-particle orbit is described by 10
Gaussian basis functions; we use b1 = 0.3 fm and γ = 1.5 fm in Eq. (4).

As a result of diagonalization of h, we obtain the 0+ ground state at 289 keV below the 20C+n+n
threshold, which is consistent with the experimental value 420±940 keV [18], together with 604 (1,385)
PS above the threshold in the 0+ (2+) state. In the CDCC calculation, we include the ground state and the
77 (164) PS for 0+ (2+) below � = 10MeV, which are important for describing the breakup observables
shown below.

As for the distorting potential of n-12C and 20C-12C, we adopt microscopic single and double fold-
ing models, respectively, with the CEG07b nucleon-nucleon G-matrix interaction including the medium
effects [19]. We use the nuclear densities of 12C and 20C given in Refs. [20] and [21], respectively, with
a slight change in the parameters for the former. CDCC equations between 22C and 12C are solved up to
R = 30 fm with the increment of 0.02 fm and the number of the partial waves is set to 600. In the CDCC
calculation, we use the so-called no-recoil approximation to the 20C core, as in the previous study of
Ref. [22]; this approximation is considered to be valid when the mass of the core nucleus is much larger
than the valence particle(s), which is satised well in the present case.

In the CSM smoothing method, we adopt the complex-scaling angle of 14◦. The basis functions
used in diagonalization of the scaled Hamiltonian hθ are similar to those mentioned above, except that
we need ner and wider bases. We show in Table 1 the numberN of the Gaussian basis functions and its
range parameters, b1 and γ, for each single-particle orbit of neutron, used in the CSM smoothing method.

Table 1: Parameters of Gaussian basis functions used in the CSM-smoothing method.

neutron orbit N b1 (fm) γ (fm)
s 25 0.2 1.3
d 20 0.2 1.3

others 15 0.3 1.4

4 Results and discussion
Figure 1 shows the DDBUX d2σ/(d�dΩ) of 22C by 12C at 250 MeV/nucleon calculated by COSM-
CDCC. One sees some structures in the DDBUX, expected to reect properties of the resonance and
the nonresonant continuum of 22C. In fact, COSM predicts some resonance states of 22C and 21C in the
energy region shown in Fig. 1; the results are summarized in Table 2. The next question is thus how
these resonances contribute to the DDBUX.

As a great advantage of the CSM-smoothing method, one can decompose the DDBUX into the
components due to the three-body resonances (each of the 0+2 , 2

+
1 , and 2

+
2 states), the binary resonance

of 21C coupled with another neutron, and the nonresonant three-body continuum. Figure 2 shows the
result of the decomposition of the breakup energy distribution dσ/d�, which is obtained by integrating
the DDBUX over θ from 0◦ to 0.1◦. The left and right panels correspond to the 0+ and 2+ states of 22C,
respectively. In each panel, the solid (dotted) line shows the total breakup cross section (contribution of
the three-body nonresonant continuum). The contribution of the three-body resonance, 0+2 (2

+
1 ) in the
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Fig. 1: Double differential breakup cross section (DDBUX) of 22C by 12C at 250 MeV/nucleon.

Table 2: Resonance energy Er and width Γr of 22C and 21C.

nucleus Iπ Er (MeV) Γr (MeV) main conguration
22C 0+2 1.02 0.52 (0d3/2)2

2+1 0.86 0.10 (1s1/2)(0d3/2)
2+2 1.80 0.26 (0d3/2)2

21C 3/2+ 1.10 0.10 (0d3/2)

left (right) panel, is denoted by the dashed line. In both Iπ states, it is found that the contributions from
the 21C binary resonance are negligibly small. Similarly, the 2+2 resonance gives an inappreciable cross
section. For the 2+ state, one clearly sees that the peak in dσ/d� is due to the 2+1 resonance, which has
the standard Breit-Wigner form. On the other hand, as shown in the left panel of Fig. 2, the 0+2 resonance
has a peculiar form due to the coupling with the nonresonant continuum. It is well known that resonant
cross sections can have different shapes from the standard Breit-Wigner form because of the coupling to
the nonresonant continuum. This is called the background-phase effect or the Fano effect [23]. There
have been many examples of the Fano effect in various research elds, e.g., neutron scattering [24],
Raman scattering [25], hypernucleus formation [26], optical absorption [27], and quantum transport in
a mesoscopic system [28]. Nevertheless, the sizable Fano effect on the 0+2 resonant cross section in this
study should be remarked.

One of the most important characteristics of 22C is the dominance of the (1s1/2)2 conguration
(more than 80%) in its ground state. This gives a large breakup cross section to the low-energy 0+ non-
resonant continuum with the same conguration, for which only the monopole transition is responsible.
It should be noted that if neutron has a nite value of l, it hardly contributes to the low-energy nonreso-
nant continuum of 22C because of the centrifugal barrier. At the same time, the small but non-negligible
(0d3/2)2 conguration of about 13% in the ground state of 22C brings the low-lying 0+2 resonance. This
is essentially due to the closely-located (1s1/2) and (0d3/2) single-particle orbits of 22C. Thus, the reso-
nant and nonresonant states with the same spin-parity (0+) strongly affect each other. This is the main
reason for the sizable Fano effect on the 0+2 resonant cross section. The coexistence of the 0+ resonance
and nonresonant continuum will rarely be realized when a core plus one neutron system is considered;
an s-wave neutron cannot form a resonance, except through a compound process or a Feshbach reso-
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nance [29]. Therefore, the features of the resonant cross section shown in the present study are expected
to be quite unique to an s-wave two-neutron halo nucleus, i.e., 22C.

Experimental data of the DDBUX of 22C are highly desirable to validate the interesting behavior
of the 0+ breakup cross section suggested here. For this purpose, one must eliminate the 2+ cross
section from the total DDBUX. This can be performed quite easily, because the 2+ contribution will be
described well by a standard Breit-Wigner form. To do this, however, we need experimental data with
high energy resolution; they will hopefully be obtained at RIBF with utilizing the brand-new SAMURAI
spectrometer.

5 Summary
We have proposed a new framework of four-body CDCC adopting COSM wave functions, COSM-
CDCC, and applied it to the breakup process of 22C by 12C at 250 MeV/nucleon. We showed the
2+1 resonance gives a clear peak in the DDBUX, whereas the 0

+
2 resonant cross section has a remarkably

different shape from the Breit-Wigner form. The latter is due to the coupling between the 0+2 resonance
and the 0+ nonresonant continuum, i.e., the Fano effect. The sizable Fano effect found in the present
study is expected to be quite unique to an s-wave two-neutron halo nucleus, i.e., 22C.

Experimental clarication of the sizable Fano effect on the 0+2 resonance will be very interesting.
From the theoretical side, inclusion of the recoil of the core nucleus 20C and its dynamical excitation
during the breakup of 22C will be important future work. Extension of COSM-CDCC to ve- and six-
body breakup reaction will be a very challenging subject of nuclear reaction studies.
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Abstract
We have investigated projectile breakup effects on 6Li+209Bi elastic scatter-
ing near the Coulomb barrier with the four-body version of the continuum-
discretized coupled-channels method. In this analysis, the elastic scattering is
well described by the p + n + 4He + 209Bi four-body model. Four-body dy-
namics of the elastic scattering is precisely investigated, and we then propose
a reasonable d + 4He + 209Bi three-body model for describing the four-body
scattering. This work is based on the article Phys. Rev. C 86, 031601(R)
(2012).

1 Introduction
The Continuum-Discretized Coupled Channels method (CDCC) is a fully quantum-mechanical method
of describing not only three-body scattering but also four-body scattering [1–3]. We call CDCC for
four-body (three-body) scattering four-body (three-body) CDCC. CDCC has succeeded in reproducing
experimental data on both three- and four-body scattering [4–13].

6He + 209Bi scattering near the Coulomb barrier was analyzed with three-body CDCC [14]. Ref-
erence [14] based on a 2n + 4He + 209Bi three-body model; that is to say a pair of extra neutrons in
6He was treated as a single particle, dineutron (2n). The three-body CDCC calculation, however, does
not reproduce the angular distribution of the measured elastic cross section and overestimates the mea-
sured total reaction cross section by a factor of 2.5. This problem has been solved by four-body CDCC in
which the total system is assumed to be a n + n + 4He + 209Bi four-body system [10]. On the other hand,
6Li + 209Bi scattering has been analyzed only with three-body CDCC by assuming a d + 4He + 209Bi
three-body model [14] (see Fig. 1 (a)). However, the calculation could not reproduce the data without
normalization factors for the potential between 6Li and 209Bi. These studies strongly suggest that 6Li +
209Bi scattering should also be treated with four-body CDCC as well as 6He + 209Bi scattering.

In this work, we analyze 6Li + 209Bi elastic scattering at 29.9 and 32.8 MeVwith four-body CDCC
by assuming the p + n + 4He + 209Bi four-body model (see Fig. 1 (b)). This is the rst application of
four-body CDCC to 6Li scattering. We deal with four-body dynamics of the elastic scattering explicitly,
and propose a reasonable d + 4He + 209Bi three-body model for describing the four-body scattering.

Fig. 1: (Color online) Schematic picture of three- and four-body systems. (a) represents d + 4He + 209Bi three-body
model, and (b) represents p + n + 4He + 209Bi four-body model.
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2 Theoretical framework
One of the most natural frameworks to describe 6Li + 209Bi scattering is the p + n + 4He + 209Bi
four-body model. Dynamics of the scattering is governed by the Schrödinger equation

(H − E)Ψ = 0 (1)

for the total wave function Ψ, whereE is a total energy of the system. The total HamiltonianH is dened
by

H = KR + U + h (2)

with

U = Un(Rn) + Up(Rp) + Uα(Rα) +
e2ZLiZBi

R
, (3)

where h denotes the internal Hamiltonian of 6Li, R is the center-of-mass coordinate of 6Li relative to
209Bi, KR stands for the kinetic energy operator associated with R, and Ux describes the nuclear part
of the optical potential between x and 209Bi as a function of the relative coordinate Rx (see Fig. 2). As
Uα, we adopt the optical potential of Barnett and Lilley [15]. Parameters of Un are tted to reproduce
experimental data on n + 209Bi elastic scattering at 5 MeV [16], where only the central interaction is
taken for simplicity. The proton optical potential Up is assumed to be the same as Un. In the n + p +
4He three-cluster model, we have numerically conrmed that the dipole strength is negligibly small. So,
we can approximate the Coulomb part of p-209Bi and α-209Bi interactions into e2ZLiZBi/R, as shown
in Eq. (3); ZA is the atomic number of the nucleus A.

p

4He

209Bi
Un (Rn)

U  (R )

Up (Rp)

R
n

6Li

Fig. 2: (Color online) Illustration of coordinates of 6Li + 209Bi four-body system.

The internal Hamiltonian h of 6Li is described by the p + n + 4He orthogonality condition
model [17]. The Hamiltonian of 6Li agrees with that of 6He in Ref. [10], when the Coulomb interaction
between p and 4He is neglected. Namely, the Bonn-A interaction [18] is taken in the p-n subsystem and
the so-called KKNN interaction [19] is used in the p-α and n-α subsystems, where the KKNN interac-
tion is determined from experimental data on low-energy nucleon-α scattering. In order to reproduce the
measured binding energy of 6Li, we introduce the effective three-body interaction. The calculated results
for the 6Li ground state are summarized in Table 1.

Iπ �0 [MeV] Rm
rms [fm]

Calc. 1+ −3.68 2.34
Exp. 1+ −3.6989 2.44±0.07

Table 1: Calculated spin-parity (Iπ), energy (�0) and matter radius (Rm
rms) of the 6Li ground state. The experi-

mental data are taken from Refs. [20, 21].
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Eigenstates of h consist of nite number of discrete states with negative energies and continuum
states with positive energies. In four-body CDCC, the continuum states of projectile are discretized
into a nite number of pseudostates by either the pseudostate method [4–12] or the momentum-bin
method [13]. The Schrödinger equation (1) is solved in a model space P spanned by the discrete and
discretized-continuum states:

P(H − E)PΨCDCC = 0. (4)

In the pseudostate method, the discrete and discretized continuum states are obtained by diagonalizing
h in a space spanned by L2-type basis functions. As the basis function, the Gaussian [5–7, 10] or the
transformed Harmonic Oscillator function [4, 8, 9, 11, 12] is usually taken. In this paper, we use the
Gaussian function. The model space P is then described by

P =
∑

nIm

|ΦnIm��ΦnIm|, (5)

where ΦnIm is the nth eigenstate of 6Li with an energy �nI , a total spin I and its projection on the z-axis
m.

The CDCC wave function ΨJM
CDCC, with the total angular momentum J and its projection on the

z-axisM , are expressed as

ΨJM =
∑

γ

χJ
γ (PnI , R)/R YJM

γ (6)

with

YJM
γ =

[
ΦnI(ξ)⊗ iLYL(R̂)

]

JM
(7)

for the orbital angular momentum L with respect toR. Here ξ is a set of internal coordinates of 6Li and
the expansion coefcient χJ

γ , where γ = (n, I, L), describes a motion of 6Li in its (n, I) state with linear
momentum PnI relative to the target. Multiplying the four-body Schrödinger equation (4) by Y∗JM

γ′

from the left and integrating it over all variables except R, one can obtain a set of coupled differential
equations for χJ

γ :
[

d2

dR2
−

L(L+ 1)

R2
−

2μ

�2
Uγγ(R) + P 2

nI

]
χJ
γ (PnI , R) =

2μ

�2

∑

γ′
�=γ

Uγ′γ(R)χJ
γ′(Pn′I′ , R) (8)

with the coupling potentials

Uγ′γ(R) = �YJM
γ′ |Un(Rn) + Up(Rp) + Uα(Rα)|Y

JM
γ �+

e2ZLiZBi

R
δγ′γ , (9)

where μ is the reduced mass between 6Li and 209Bi. The elastic and discrete breakup S-matrix elements
are obtained by solving Eq. (8) under the standard asymptotic boundary condition [1, 22].

In order to obtain ΦnIm, we assume Iπ = 1+, 2+ and 3+ states with isospin zero and diagonalize
h with 10 Gaussian basis functions for each coordinate in which the range parameters are taken from
0.1 to 12 fm in a geometric series. As shown in Table 1, the calculated binding energy and the matter
radius of the 6Li ground state are in good agreement with the experimental data. The ΦnIm with its
eigenenergy �nI > 20 MeV are excluded from P. The resulting numbers of discrete states are 64
(including the ground state of 6Li), 56, and 57 for 1+, 2+, and 3+ states, respectively. We have also
conrmed numerically that other spin-parity states such as Iπ = 0+ and negative parity states do not
affect the present results. The model space thus obtained gives good convergence within 1% of the
calculated elastic cross sections for the 6Li + 209Bi scattering at 29.9 and 32.8 MeV.
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We also perform three-body CDCC calculations by assuming a d + 4He + 209Bi model, following
Refs. [14, 23]. As an interaction between d and 4He, we take the potential of Ref. [24], which was
determined from experimental data on the ground-state energy (−1.47MeV) and the 3+-resonance state
energy (0.71 MeV) of 6Li and low-energy d-α scattering phase shifts. The continuum states between d
and 4He are discretized with the pseudostate method [5] and are truncated at 20 MeV in the excitation
energy of 6Li from the d-4He threshold. The d-209Bi optical potential (UOP

d ) [25] is taken as Ud, i.e.,
the distorting potential between d and 209Bi in a d + 4He + 209Bi three-body Hamiltonian, whereas Uα

is common between three- and four-body CDCC calculations.

3 Results
Figure 3 shows the angular distribution of elastic cross section for 6Li + 209Bi scattering at 29,9 MeV
and at 32.8 MeV. The dotted line shows the result of three-body CDCC calculation with UOP

d as Ud.
This result underestimates the measured cross section [26, 27]. The solid (dashed) line, meanwhile,
stands for the result of four-body CDCC calculation with (without) projectile breakup effects. In CDCC
calculations without 6Li-breakup, the model space P is composed only of the 6Li ground state. The
solid line reproduces the experimental cross section, but the dashed line does not. The projectile breakup
effects are thus signicant and the present 6Li scattering is well described by the p + n + 4He + 209Bi
four-body model.

Now we consider d-breakup in the 6Li scattering in order to understand four-body dynamics of the
scattering. In the limit of no d-breakup, the interaction between d and 209Bi can be obtained by folding
Un and Up with the deuteron density. This potential is referred to as the single-folding potential USF

d .
Note that we use the same Un and Up as for four-body CDCC (see Eq. 3). In Fig. 3, the dot-dashed
line show the result of the three-body CDCC calculation with USF

d as Ud. The result well simulates that
of four-body CDCC calculation, i.e., the solid line. This result suggests d-breakup is suppressed in the
6Li scattering. Thus we found that the reason why three-body CDCC with UOP

d does not work may be
because we manage to count d-breakup, which is almost absent in d in 6Li scattering.

(i) 6Li + 209Bi scattering at 29.9 MeV (ii) 6Li + 209Bi scattering at 32.8 MeV

Fig. 3: (Color online) Angular distribution of the elastic cross section for 6Li + 209Bi scattering at 29,9 MeV (a)
and at 32.8 MeV (b). The cross section is normalized by the Rutherford cross section. The dotted (dot-dashed)
line stands for the result of three-body CDCC calculation in which UOP

d
(USF

d
) is taken as Ud. The solid (dashed)

line represents the result of four-body CDCC calculations with (without) breakup effects. The experimental data
are taken from Refs. [26, 27].

Figure 4 shows the angular distribution of elastic cross section for d + 209Bi scattering at 12.8 MeV.
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The solid and dashed lines stand for the results of three-body CDCC calculations with and without d-
breakup, respectively, in which the p + n + 209Bi model is assumed and both Coulomb and nuclear
breakup effects are taken into account. In this calculation, the discretized continuum states of d, obtained
by the pseudostate method, are truncated at 30 MeV in the excitation energy from the n-p threshold.
As the relative angular momentum � between n and p, we take up to � = 4. The resulting number of
discretized states is 13 (14) for � = 0 and 1 (� = 2, 3, and 4). The model space gives good convergence
of the calculated elastic cross sections within 1%. The solid line reproduces the data fairly well, but the
dashed line (one channel calculation with USF

d ) does not. Thus d-breakup is signicant for the deuteron
scattering. The deuteron optical potential UOP

d (dotted line) yields fairly good agreement with the data,
but the imaginary part of UOP

d is much larger than that of USF
d mainly because of d-breakup effects. This

is the reason why three-body CDCC calculations with UOP
d as Ud cannot reproduce the measured elastic

cross section for 6Li + 209Bi scattering. UOP
d implicitly includes d-breakup effects, which is almost

absent in d in 6Li scattering.

Fig. 4: (Color online) Angular distribution of the elastic cross section for d + 209Bi scattering at 12.8 MeV. The
solid (dashed) line stands for the result of three-body CDCC calculation with (without) deuteron breakup, whereas
the dotted line is the result of the deuteron optical potential UOP

d
. The experimental data are taken from Ref. [25].

4 Summary
The 6Li + 209Bi scattering at 29.9 MeV and 32.8 MeV near the Coulomb barrier is well described by
four-body CDCC based on the p + n + 4He + 209Bi model. This is the rst application of four-body
CDCC to 6Li scattering. In the 6Li scattering, d-breakup is strongly suppressed, suggesting that the
d + 4He + 209Bi model becomes good, if the single-folding potential USF

d with no d-breakup is taken
as an interaction between d and the target. For d+ 209Bi scattering at 12.8 MeV, meanwhile, d-breakup
is signicant, so that the deuteron optical potential UOP

d includes d-breakup effects. That is to say, the
failure of three-body CDCC with UOP

d may be because we manage to count d-breakup, which is almost
absent in d in 6Li scattering. However, we need to discuss carefully whether we can always neglect
d-breakup in 6Li. We will investigate the energy and target dependence of d-breakup effects in 6Li
scattering.

The authors would like to thank Y. Watanabe, K. Kat o, and Y. Hirabayashi for helpful discussions.
This work has been supported in part by the Grants-in-Aid for Scientic Research of Monbukagakusho
of Japan and JSPS.
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Possible anisotropy in the emission of ssion fragments
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Abstract
This study on 234U(n,f) focused on the vibrational resonance at the incident
neutron energy En=770 keV. Due to the strong angular anisotropy, uctua-
tions of the ssion fragment (FF) properties were predicted. The bipolar an-
gular anisotropy was veried in this work and a possible new correlation to
anisotropic FF emission has been observed. The mass distribution was found
to have the biggest difference in asymmetry, at the vibrational resonance and
was less asymmetric in emission along the axis of the beam direction. A cor-
responding anisotropy in the total kinetic energy was also observed. The ob-
served effect was consistent with the change in the mass distribution. At last,
the experimental data were tted based on the Multi-Modal Random Neck-
Rupture (MMRNR) model. The yield of the standard-1 mode was found to
increase at the resonance.

1 Introduction
The motivation for this study on 234U(n,f) is the apparent need for nuclear data concerning this reaction.
In addition to the importance of these data for nuclear applications, it can also be used to review parts
of the modelling of fundamental ssion dynamics due to the interesting properties of 234U(n,f). Sev-
eral works, e.g. Refs. [1–3], investigated the anisotropic fragment emission in 234U(n,f) which is due
to a prominent vibrational resonance in the sub-barrier region, at En=770 keV. However, to our knowl-
edge, only one measurement exists on the energy distributions for 234U(n,f) [4] and no measurement is
available on the mass distribution.

2 Background
The angular anisotropy in ssion has been well studied. However much less is known on possible cor-
relations with other ssion-fragment observables like the mass distribution. A few works suggested
an angular-anisotropy dependence of the fragment masses [5–8], and others disproved these ndings
e.g. [9–12]. Classical models favour an anisotropy independent on the mass [13]. The reason can be
found in the ssion barrier, which is responsible for the angular distribution according to the theory
of Bohr [14]. The ssion barrier height, is assumed to be the same for all asymmetric ssion events,
therefore the FF angular distribution, is also assumed to be the same [8, 10]. In modern ssion models,
for instance the Multi-Modal Random Neck-Rupture model (MM-RNR), the angular anisotropy may be
mass dependent. Basically, each ssion mode which has its own mass distribution, could in fact have
different angular distributions [15, 16]. In this study we searched for possible correlations between the
mass distribution and the prominent angular anisotropy which is peaked at 835 keV incident neutron en-
ergy. Moreover, we performed a ssion mode analysis to understand the possible inuence on the ssion
observables.

3 Experiments
In total 14 different measurements were collected at the incident energies: 0.2, 0.35, 0.5, 0.64, 0.77,
0.835, 0.9, 1.0, 1.5, 2.0, 2.5, 3.0, 4.0 and 5.0 MeV. The experiment is performed using neutrons from
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the 7 MV Van de Graaff accelerator (MONNET) at the Institute for Reference Materials and Measure-
ments (IRMM) in Geel, Belgium. For FF detection, a Twin Frisch Grid Ionization Chamber (TFGIC)
was utilized. It has two anodes, two Frisch grids and one common cathode (see Ref. [17] for more exper-
imental details). The sample used for irradiation is a 234UF4 target enriched to 99% 234U and placed in
the center of the cathode. P-10 counting gas was used in the chamber at a pressure of 1.05×105 Pa. By
measuring the FF pulse height (proportional to the FF energy) and the emission angle, the pre-neutron
emission masses could be calculated based on conservation of energy and momentum. A digital data
acquisition system was used to store the raw signals from the charge sensitive pre-ampliers. Several ad-
vantages were achieved by applying the digital techniques compared to conventional analogue techniques
e.g. improving the angular resolution, verifying the correct grid-inefciency correction and successfully
correcting for α pile-up [17–19].

4 Analysis
The analysis of the data is based on the 2E method. As an absolute energy calibration, 235U(nth,f) was
measured with the same setup. Well known literature data on TKE and �AH� were used for this reaction
in the calibration. The angular resolution is reduced at higher emission angles due to the energy losses
in the sample, therefore only events with cos(θ)�0.5 were selected for the FF mass calculation. The
analysis took into account the correction for the pulse-height defect, neutron-momentum transfer and the
energy-losses in the sample. One crucial step in the analysis is the neutron multiplicity ν(A,TKE,En).
Since it was not measured in this experiment, ν had to be parametrized based on data from neighbouring
uranium isotopes, 233U(n,f) and 235U(n,f) [20]. The TKE dependence of ν(A,TKE) was parametrized as
in Ref. [21] and the dependency on incident neutron energy was also corrected for using available data
on ν̄tot(En) for 234U(n,f) [22]. The angular anisotropy was calculated relative to the supposed isotropic
thermal ssion of 235U. The angular distributions were tted in the center-of-mass system, with Legendre
polynomials. The t range was set to 0.3<cos(θ)<0.9 due to the degrading resolution outside this range.

5 Results
The angular anisotropy found in Refs. [1–3] were conrmed in our work. The maximum anisotropy
at the vibrational resonance was peaking at En=835 keV and had a minimum at En=500 keV. The
changes inTKEwere however different to the previous measurement. TheTKE as a function of neutron
energy increases at the resonance, contrary to the ndings of Ref. [4]. Several attempts were made to
understand the possible reasons behind this difference. We now believe that the difference in solid
angle coverage may be the reason since only a small angle coverage was allowed when using surface
barrier detectors, as in Ref. [4]. We found that the high TKE events contributing to the increasing TKE
at the resonance, originate from events with higher emission angles. In fact, near 0◦ (relative to the
incoming beam) the measurement at the resonance energy showed a slightly lower TKE than outside
of the resonance energy, as observed in Ref. [4]. In Ref. [4], two different geometries were used, at 0◦
and 90◦, respectively. The TKE was higher for the 90◦ run, however, probably due to the strong angular
anisotropy the interpretation was different.

This apparent angle-dependent TKE is not straight forward and needed better quantication. The
change in TKE as a function of cos (θ) is probably not linear but a linear t was anyhow applied as
an approximation and for simplicity. The resulting change in slope was striking, showing a clear trend
in correlation to the main vibrational resonance. The difference in TKE, between 0◦ and 90◦, was at
highest for the ssion in the resonance. A similar t was performed, now on the mass distribution as
a function of cos (θ). The trend observed in the TKE must have a direct link to the mass distribution
and a possible anisotropy there as well. Indeed, after plotting the slopes of the different ts, a clear
trend showed a higher anisotropy in mass emission in correlation to the vibrational resonance at En=770
keV. The observed effect was a more symmetric mass distribution for higher emission angles. Since a
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more symmetric yield distribution preferable leads to higher TKE, these ndings are consistent with the
changes in TKE at the resonance.

To further study this effect, ssion mode parametrizations based on Ref. [15] were used to t the
two-dimensional TKE vs. mass distributions. The 3 modes used, standard-1, standard-2 and super-long
describe the asymmetric, very asymmetric and symmetric ssion divisions, respectively. The mode-
weight analysis showed that the standard-1 ssion mode is actually increasing at the vibrational res-
onance and since it is giving higher TKE values, it is consistent with the higher TKE found at the
resonance. The combination of a possible anisotropic mass emission and the growing standard-1 yield
at the vibrational resonance, could indicate an angle-dependent mode change. Since the mass distribu-
tion becomes more symmetric for higher emission angles, at the same time standard-1 increases and the
TKE becomes larger, the mode weight change could be angular-anisotropic. If true, the two standard
modes may have slightly different angular distributions. As discussed earlier based on the Bohr theory,
the angular distributions are closely related to the barrier height. So, could this be a (rst) evidence on a
different barrier height for the two standard ssion modes?
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Transient effects in proton-induced ssion of 208Pb
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Peripheral heavy-ion collisions at relativistic energies represent an appropriate scenario to inves-
tigate the transient and nuclear dissipation effects on ssile systems. Using a new experimental ap-
proach [1, 2], the de-excitation of the system and its degrees of freedom are studied. A dedicated exper-
imental set-up using the inverse kinematics technique [3] make it possible to identify in atomic number
both ssion fragments simultaneously with high resolution and reconstruct the charge of the ssioning
system. In this approach, the width of the ssion-fragment nuclear charge distribution depends on the
excitation energy of the system, and therefore, on its temperature at the saddle point (Tsad). These
observables are compared with nuclear-reaction codes to extrapolate quantitative results concerning the
strength of the dissipation coefcient and transient time of the system. In this work, we have investigated
transient and dissipation effects in proton and deuteron induced ssion on 208Pb at 500 A MeV using
these new experimental signatures. A comparison between different reaction codes was made to stress
the main differences between them. For this purpose we used as a excitation stage ABRA (BURST) [4],
INCL [5] and ISABEL [6]. For the de-excitation stage we used ABLA [4] and GEMINI++ [7]. The ob-
tained results are consistent with other works showing the inuence of the transient time and the nuclear
dissipation in the ssion process at high excitation energy [9].
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Fission Product Yields as a Diagnostics for Plutonium Burnup

M.B. Chadwick
Los Alamos National Laboratory, Los Alamos, NM 87545, USA

Abstract

I describe progress made in recent years in determining ssion product yields
for fast neutron reactions on plutonium. Discrepancies of the order of 5–10%
have been partially resolved, allowing ssion burnup to be determined to a few
percent accuracy.

1 Introduction
This paper represents an extract from “Fission Yields and Other Diagnostics for Nuclear Performance”,
LA-UR-12-00727 (2012): a talk on the occaion of receiving the E.O. Lawrence Award, and focuses on
one aspect of that work - ssion product yields.

Until recently Los Alamos and Livermore disagreed on the yields in kilotons assigned to a plu-
tonium nuclear explosion. This wasn’t always the case. Since the earliest days of nuclear science, Los
Alamos developed methods to determine the yields from measurements of the ssion products (FP) in
the debris after the explosion, through use of calibrated laboratory experiments involving ssion cham-
bers inside critical assemblies. These critical assemblies allowed radiochemists to determine exactly how
to translate the beta decay radioactivity of the ssion products to the number of ssions that occurred,
and hence to the yield. Originally Livermore followed Los Alamos’ approach, and the labs were on a
consistent “ssion basis”. Later, in the 1970s, Los Alamos repeated the calibration experiment using a
critical assembly that better mimicked our applications (creating a fast spectrum, not a thermal neutron
spectrum) as part of the Inter-Laboratory Reaction Rate (ILRR) collaboration, and found a different re-
sult compared to its original 1950s result: the key “Q99 value” [1] for 239Pu was determined to be 1.015
instead of 0.966. The reason for the discrepancy was thought to be due to a self-shielding problem in the
early experiment, and adopting the new experimental results led Los Alamos to lower its ssion yield
assessments. However, Livermore had – we concluded – remained on the original basis, so that for the
last two decades the Laboratories have had an offset in their assessments. Livermore felt it prudent to
be cautious before making a change to again be consistent with LANL. In part this was because, for the
key ssion product we use as an indicator (neodymium-147, 147Nd) the ssion product yield in use at
Livermore happened to be in good agreement with an independent fast reactor measurement from Idaho
National Laboratory by Maeck [2] (as I’ll explain later, this puzzle was resolved by the identication of
a neutron energy-dependence to the 147Nd product yield).

Thus, we had a situation in the 1990s and 2000s where the equivalent sets of specialists at LANL
and LLNL knew their results were different, but each group felt their results were correct! Additionally,
Livermore had moved to use a different approach for much of their ssion product work that involved
measuring ssion products using Germanium detectors for the decay gamma-rays, together with use of
ssion product yields. These methods differed from Los Alamos’ more traditional beta decay radio-
chemical methods, and for a while at least some of the differences between the labs was due to different
languages used between the specialists. LANL continued to use the somewhat archaic radchem language
of “K factors and R and Q values” [3], that had its origins in the Manhattan project, while Livermore
migrated to the more widely used “ssion product yield”. Only through numerous exchanges between
the labs, and Don Barr’s writings was it understood that the approaches are equivalent when care is taken
in determining the physical constants.

The confusion continued. The Livermore radiochemists from the nuclear testing era had mostly
retired and few records remained documenting the origins of their FPYs that were being used in their
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yield assessment work. Livermore pointed to examples of their FPY evaluations based on measurements
published in the open literature. But it was shown that, for the key ssion products used in yield assess-
ments such as 147Nd, 95Zr, 99Mo, 144Ce, etc, the values Livermore used almost certainly came from the
same traditional methodology (“FPY= FPY-235-th. Q99. R”) used at LANL. This is no surprise since
it reects a desire for continuity in yield assessments made over the years. But it also showed why Liv-
ermore FPY values in use until recently were offset compared to LANL’s: they used the old (decient)
1950s LANLQ99=0.966 value.

The challenge I faced was to assemble evidence that would elucidate what are the correct FPY
values for fast neutrons on plutonium, and explain why LANL and LLNL values differed. The previous
paragraphs summarize our conclusions on why the labs differed, but work was needed to determine
which values were most correct. It was not enough to say that the esteemed radiochemists from Los
Alamos – Barr, Knobeloch, and so on – undertook the LANL-ILRR 1970s experiments and obviously
measured the key quantities correctly, or that the successive generations of excellent LANL researchers
– Mac Innes, Inkret, Wilkerson, Selby, Keksis, Burns, Meade, Wallstrom etc – had carefully analyzed
these data and found them to be trustworthy! Livermore could validly ask why we should trust this
particular experiment, which had not (at that time) been documented in the open literature? And although
we showed [4] that results from the 1970s LANL-ILRR experiment were in excellent agreement with
many other accurate and independent measurements published in the literature (e.g. Maeck [2]; ILRR
[5]), this was not the case for the key 147Nd FPY. Here, Maeck’s measurement agreed instead with
Livermore’s value (like LANL’s historic 1950s value) and not the LANL-ILRR value that LANL is now
recommending! Why was this?

There were two particular advances I made that helped solve this problem, described below: (a)
an identication of a subtle energy dependency of the key 147Nd FPY; and (b) use of a meta-analysis
to expand our knowledge base of information on the magnitude of FPYs; the result of this analysis
supported the validity of LANL’s measured values.

2 Energy dependence of FPYs
I came to the conclusion that the apparent discrepancy between the LANL FPY data for 147Nd and
Maeck’s fast-reactor 147Nd value is due to the different neutron spectra in the two experiments: fast
reactors have an average neutron energy of a few hundred keV, whereas the LANL data (appropriate for
our applications) have an average energy closer to 1.5-2 MeV, and there are physical reasons why the
147Nd FPY can have a positive energy dependence over this region. Thus, both the LANL and the Maeck
values can be correct within their uncertainties; they just apply to different energy regimes.

It is well known that FPYs often have neutron energy dependencies. The mass distribution of FPYs
is double-humped, owing to shell effects which favor a heavy peak near the closed-shell A=132 (plus the
few extra nucleons captured back after the rupture of the neck between the two fragments, giving a peak
at about A=135), and consequently a light peak near 102 (this comes from 240, the initial compound
system mass before ssion, – 135 for the heavy fragment – 3, the average number of prompt ssion
neutrons emitted). FPYs in the valley (near A=120) increase with incident energy as the symmetric
ssion breakup mode becomes energetically more possible, and the FPs in the wings also increase with
energy, whilst the yields for the FPs at the peaks decrease slightly with energy. The FP indicators used by
LANL and LLNL were chosen to be roughly energy-independent, lying nearer the peaks of the double-
humped FPY distribution. And the lore at the labs had been that these FPs are energy independent.
Whilst this is approximately true, at the few percent level energy dependencies can occur for all FPs,
including 95Zr, 144Ce, and 147Nd.

Fortunately LANL measured a rich database of 17 plutonium 147Nd R-values within critical as-
semblies with varying neutron spectra, all the way from thermal up to fast energies (the hottest assembly
with the highest energy neutrons being Jezebel, a sphere of plutonium). This allowed me to develop an
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independent check of the 147Nd FPY energy dependence since the FPY is proportional to the R-values,
and indeed we do see a positive variation between the softest and hottest assemblies, supporting the hy-
pothesis. The effect is subtle, though, since the energy-dependence magnitude (3–4 %-relative change
over an MeV) is approximately the same as the variance of the data. Trends in the systematic behavior
of FPY energy dependencies for the whole mass range of FPs, based on numerous independent exper-
iments, build a phenomenological picture of the energy dependencies that makes physical sense, and
A=147 is seen to be at the transition between negative and positive dependencies for plutonium (just on
the positive side – see Fig.10 of Ref. [4]). My colleague John Lestone has recently developed a theoret-
ical underpinning of these dependencies based on a model for ssion [6], and his results support these
conclusions.

Subsequent independent Livermore studies of the experimental 147Nd FPY data (Thompson et al.,
Ref. [7]) have led to a similar energy-dependence result (∼ 3.2% per MeV). Dardenne of Livermore
also developed another way of viewing the data based on taking FPY ratios to other FPs (so that certain
systematical uncertainties cancel). This approach also conrms the 147Nd FPY positive energy depen-
dence over the 0.5-2 MeV range – when observing the 147Nd FPY in ratio to 140Ba (which we think is
essentially energy-independent over this range) Thompson and Dardenne found an energy-dependence
of about 4.5%-per-MeV [7], consistent with our result. A separate group of consultants commissioned
by Livermore, led by Stan Prussin [8], studied the problem from a different and rather clever perspective
(see also Maeck [9]), focusing only on the isotope dilution mass-spectrometry reactor data and again
found a similar result (2.4–4.0%-per-MeV) for the A=147 energy-dependence.

FPY energy dependencies would be of little practical concern if signicant uncertainties in our
plutonium yield assessments could be tolerated, as was the case for much of the nuclear testing period.
But now that our accuracy goals are much higher – of the order of a few % – such phenomena need to be
considered.

3 Magnitude of ssion product yields determined through a meta-analysis
Although the energy dependence hypothesis was able to explain part of the difference between LANL
and LLNL’s yield values, an important question remained to be settled: how sure can we be that LANL’s
overall FPY magnitudes are correct? Until the recent consensus between the labs there was a general
offset in magnitude for all the important FPYs we use – 95Zr, 99Mo, 140Ba, 144Ce, as well as for 147Nd.
Energy dependence considerations weren’t particularly relevant to resolving this discrepancy.

99Mo is LANL’s standard ssion product – all other FPs are measured in ratio to 99Mo (thus,
99Mo is analogous to carbon in the eld of atomic masses). The absolute scale of all of LANL’s fast neu-
tron+Pu FPY values, including 147Nd, is therefore set by the 99Mo Q99=1.015 measurement in the sem-
inal LANL-ILRR experiment. Livermore’s values differed by an offset compared to this value, arising –
we believed – from their use of the historic Q99=0.966. I therefore sought to nd independent informa-
tion that would elucidate the correct value forQ99 to resolve this difference. But this was complicated by
the fact that for 99Mo there is a dearth of experimental information beyond LANL’s measurements. One
of the few other sets of reported 99Mo fast neutron on plutonium FPY data came fromMaeck, and agreed
with LANL, but was interpolated from nearby nuclides. The other direct measurement, by Laurec [10],
was discrepant with LANL’s data – though all of Laurec’s FPY data for ssion-spectrum neutrons on
plutonium tend to lie below other laboratory’s measurements, a discrepancy we still do not understand.

I realized that the large suite of Los Alamos R-value measurements contained a hidden treasure
of information on 99Mo, it just needed to be teased out. The R-value measured data for various ssion
products j contains ratio information on the production of the ssion product j to that of 99Mo. (Actually
it is a ratio of ratios, see Refs. [3, 4]). These other ssion product j FPYs are often known accurately
from a variety of independent measurements published in the literature. Thus by using these other FPYs
together with LANL’s R-value ratio data, the 99Mo FPY can be inferred. By following this prescription
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I determined 99Mo values, and found a consistent meta-analysis result Q99=1.019±0.8% that supported
LANL’s direct measurement of Q99=1.015±2% [4].

A meta-analysis is dened as procedure by which multiple data sets set can be combined to better
determine a quantity, to overcome problems of small sample sizes. This well describes the above process,
where information embodied in R-values was used to expand our knowledge of the 99Mo ssion product
data. By expanding the available database from 1 to N values, the uncertainty on the FPY result was
reduced by 1/

√
N . The result I obtained for Q99 further supported LANL’s yield assessments, and

reduced the uncertainty.
Finally it is worth noting that in the two years that have passed since I published the meta-analysis

results, a consistency check can be done based on new evaluated 99Mo FPY data that have been published
by LANL, LLNL, and by Prussin (see Table 1). This is done by computing Q99 from them by dividing
the plutonium ssion-spectrum FPY by the ENDF FPY for thermal reactions on uranium-235. When one
does this, very good agreement is seen (LANL, 6.23/6.108=1.020; Prussin, 6.22/6.108=1.018; LLNL,
6.19/6.108=1.013; the average of these 3 is 1.017 which compares well withQ99=1.019±0.8% from my
meta-analysis).

Livermore has now conducted an independent evaluation effort on the magnitude of the FPY for
ssion spectrum neutrons on plutonium (Thompson et al. [7]). Unlike the older Livermore values, which
were typically 5–9% lower than LANL’s values, the magnitude of their new results agree with ours
(within about 2% or better), see Table 1.

4 Conclusions
In this paper I haven’t described the (less important for msny applications) 14 MeV range, where the
laboratories still have some signicant differences. At Los Alamos we have rened our understanding
of our 14 MeV experiments and evaluations, and we recently documented our results in peer-reviewed
open publications [12, 13]. But the resolution of our present differences at 14 MeV will require future
experiments; see below.

There are some remaining puzzles to be solved, including unknown reasons for the systematically
lower plutonium FPY measured by our excellent CEA colleagues [10]. We have initiated various ex-
periments that aim to corroborate (or who knows, maybe invalidate?) our present understanding: new
measurements being planned in Nevada using our critical assemblies will look at FPY energy dependen-
cies between thermal and ∼1.5 MeV (thanks to Bob Little, Todd Bredeweg, and others in the Criticality
Safety community); a detector being fabricated at LANSCE under an LDRD/DR project (Morgan White,
Frederick Tovesson) will map out trends of FPY for all masses and energies; and measurements at TUNL
through the NNSA Stewardship Science Academic Alliance program (with Jerry Wilhelmy, John Becker,
Anton Tonchev, David Vieira, Mac Fowler, Mark Stoyer et al.) are looking at specic FPY ratios from
fast to 14 MeV energies. What started as an effort to resolve a longstanding discrepancy between LANL
and LLNL has evolved into the re-vitalization of ssion physics research.
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Abstract
Two ssion experiments have been performed at GANIL using 238U beams
at different energies and light targets. Different ssioning systems were pro-
duced with centre of mass energies from 10 to 240 MeV and their decay
by ssion was investigated with GANIL spectrometers. Preliminary ssion-
fragment isotopic distributions have been obtained. The evolution with im-
pinging energy of their properties, the neutron excess and the width of the
neutron-number distributions, gives important insights into the dynamics of
fusion-ssion mechanism.

1 Introduction
The binding energy of the nucleus can be estimated in the framework of the liquid-drop model including
shell effects and pairing. Produced in heavy ions collision, the compound nucleus has a certain excitation
energy. Assessing the evolution of potential energy with the deformation of a ssioning nucleus, ssion-
fragment mass yields can be estimated [1]. Before reaching the saddle point, the compound nucleus
may release a part of its excitation energy by evaporating particle. At saddle point, the remain excitation
energy denes the potential energy landscape which inuences the ssion-fragment distributions. There-
fore, the study of the properties of these distribution may reveal some informations about the formation
and the deexcitation of the compound nucleus.

The use of inverse kinematics to measure the atomic number of all the ssion fragments has been
developed at GSI in the 1990s [2]. Previously, the charge of the heavy fragments was rather difcult to
determine. Using a spectrometer allows to measure in the same time the mass of the fragments.

2 Experiments
Two different experiments have been performed at GANIL, using 238U beams at different energies im-
pinging 12C or 9Be targets. Depending on the impact parameter, different actinides are produced by
transfer or fusion reactions, giving access to a broad excitation-energy regime. The ssion-fragment
distributions of these actinides were investigated using two spectrometers, VAMOS [3] and LISE [4], for
the low-energy and high-energy experiments, respectively.
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2.1 Specic features of the experiments
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Fig. 1: (a) Energy loss (ΔE) of recoil nuclei as a function of their residual energy (Eres). (b) Excitation energy
spectrum for 240Pu.

In the rst experiment, the beam impinged on a thin 12C target with an energy of 6.1 A MeV. At
this energy, transfer reactions represent about 10% of the total cross section [5]. The actinides produced
by transfer reactions were tagged by the detection and the identication of the target recoils in a highly
segmented annular silicon telescope, SPIDER [6], as shown in gure 1 (a). The excitation energy of the
actinides produced by transfer reaction was determined from the angle and the energy of the target recoil
assuming a two-body kinematics. The excitation energy distribution was measured with a mean value
around 9 MeV (see gure 1 (b)). In this work, the two-proton transfer channel, i.e. the production of
240Pu, is studied. A tiny beam-energy straggling into the thin target (0.1 mg/cm2) led to the production
of compound nuclei in fusion reaction with E*=45.4±0.3 MeV. In the case that ssion occurred, one of
the two ssion fragments was identied with the VAMOS spectrometer.
In a second experiment at LISE, a 238U beam of 24 A MeV has been used. Thick carbon and beryllium
targets (15 mg/cm2 for both targets) were used, which resulted in considerable beam-energy straggling.
The centre of mass energy ranged from 164 to 208 MeV with the beryllium target, and from 210 to 274
MeV with the carbon target.

In summary, different ssioning systems with 4 different excitation energies are investigated:
240Pu with E*≈9 MeV (VAMOS), 247Cm with ECM ≈ 185 MeV (LISE) and 250Cf with E*=45 MeV
(VAMOS) and ECM ≈ 240MeV (LISE).

2.2 Identication of ssion fragments

0

1000.
(a)

           Z
30 35 40 45 50 55 600

20000

40000
(b)

Fig. 2: Distribution of the ssion-fragment atomic
number Z for both experiments (the full data set
for 250Cf is presented). The resolutions are 1.6%
for LISE experiment (a) and 1.7% for VAMOS ex-
periment (b).

The ssion-fragment identication was based in both experiments on the Bρ-ToF-ΔE-E tech-
nique [7], where Bρ is the magnetic rigidity of the fragment, ToF its time of ight through the spec-
trometer and E its total kinetic energy. The identication of the atomic number Z was obtained from
energy-loss measurements. The atomic number distribution is shown in gure 2 for both experiments.
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Fig. 3: Ionic charge state q and mass A distributions measured from the ssion of 250Cf in VAMOS (a) and (c) and
in LISE (b) and (d), respectively. Resolutions R are indicated in gures.

From the measurement of positions at the focal plane, the path and the radius of curvature, ρ, were
determined [7]. The measurement of ToF gave the ion velocity v. The radius of curvature is related
to the velocity by the relation Bρ = Av/q, where B is the magnetic eld applied to the dipoles of the
spectrometers, A the mass of the ion, and q its ionic charge state. From Bρ and v measurements, the
ratio A/q was determined. The mass, AE, can also be derived using the velocity and the energy. The
ionic charge state is then determined as q= AEA/q (see gure 3 (a) and (b)). Finally, the mass A was obtained
multplying A/q by the integer value of q (see gure 3 (c) and (d)). At VAMOS, a γ-ray detector located in
the target region was used to validate the spectrometer identication [8] and at LISE the γ-ray detectors
were installed at the focal plane and measured isomeric decay of ssion fragments.

3 Fission yields
To determine isotopic ssion yields Y(Z,A), the rst step is the reconstruction of the momentum dis-
tribution for each ionic charge state, using different Bρ settings of the spectrometer. The different runs
are normalised to the beam intensity using the elastic scattering of the target in SPIDER in the case of
VAMOS experiment. A precision of 10% is obtained. In the case of the LISE experiment, the beam
intensity was measured with a Faraday cup before and after each run.

3.1 Normalisation and spectrometer acceptance correction
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Fig. 4: (a) Angular distribution of the ion 128Sn42+ (colour online). Angular distributions for different Bρ settings
are plotted in colour. The total angular distribution was obtained taking the envelope of all the settings. (b) Angular
distribution in the frame of the ssioning nucleus θfiss summing all ionic charge state contributions (colour online).
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The acceptance of the spectrometer has been converted in the reference frame of the ssioning
nucleus, where the kinematical properties and angular distributions are well known. Several Bρ values
were needed to cover the angular distribution shown on gure 4 (a). The distributions were corrected by
the azimuthal angle ϕ acceptance and normalised to the beam intensity. The acceptance on ϕ depends
on the value of the polar angle θ and the magnetic rigidity Bρ [7]. Thus, the correction was applied on an
event per event basis, for each value of θ and Bρ of the fragments. Considering the envelope spectrum
— shown as a black line in gure 4 (a) — a rst estimation of the yield Y0(Z,A,q) for each ion was
obtained. The isotopic yield estimation is given by Y1(Z,A) =

∑
qY0(Z,A,q). Finally, Y1 was corrected

following θ using the relation Y(Z,A) = Y1(Z,A) 2
∫ θ

fiss,max

θ
fiss,min

sin θdθ
. The angles θmin and θmax correspond

to the range for which the angular distribution is not cut by the spectrometer acceptance. This range
is determined by comparing the kinematics of each ion to the limits of the spectrometer acceptance as
presented in gure 5.
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Fig. 5: (a) Kinematics of the different charge state of 122Sn. Green curves correspond to the forward angles, blue
ones to the backward angles and red ones to the limits of the acceptance that we measured (colour online). The
intersections between the kinematics curve of 122Sn32+ with the acceptance limits are represented by two black
points. (b) Evolution of θlab as a function of cos(θfiss) (in black). The values θfiss,min (in blue) and θfiss,max (in
green) associated respectively to the backward and the forward angles are shown.

The forward (in green) and the backward (in blue) kinematics of the different charge states of
122Sn, from q=32 and q=45, are plotted. In the reference frame of the laboratory, the angle θforwardlab and
θbackwardlab are determined for each ion. They correspond to the intersection of the kinematics line with the
spectrometer acceptance, shown in red in gure 5 (a). The transformation of these limits in the frame
of the ssioning nucleus gives us the angular interval (θfiss,min, θfiss,max) in which the ion is measured
without any cut (see gure 5 (b). For each isotope, the smallest interval among all the charge state
correspond to the region of the angular distribution which is not cut by the acceptance. This range is
plotted in blue in gure 4 (b) for the example of 122Sn.

To correct the data of the LISE experiment from the spectrometer acceptance, a simulation based
on the ssion kinematics proposed by Wilkins was used [9]. We modelled also the charge state distri-
bution to reproduce the measured one from the Schiwietz parametrisation [10]. Considering a square
acceptance of 1◦ in angle and 0.8% in magnetic rigidity, we determine from the simulation the correction
factor as the ratio between the number of ion produced and the number of ions transmitted. The methods
that we used to get the yields and to correct the transmission are presented in detail in [11].

3.2 Preliminary results and discussion
Following the methods described above, isotopic yields were obtained for the four different ssioning
systems investigated, and for the complete fragment production. In the following, the main character-
istics of the isotopic distributions, namely the neutron excess dened as the ratio of the mean neutron
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number value �N� over Z and the neutron-number width σ(N) are studied.
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Fig. 6: Neutron richness �N�/Z as a function of the ssion fragments atomic number Z for different systems
(colour online).

Figure 6 shows the evolution of the mean neutron excess, �N�/Z , with the ssion-fragment atomic
number Z for the different ssioning systems and different excitation energies. At low excitation energy
(triangles), light fragments exhibit lower �N�/Z values than heavy ones. This can be understood as the
result of the minimisation of the total potential energy of the emerging fragments: an excess of neutrons
in the heavy fragments lowers the inuence of the Coulomb energy contribution and symmetry energy
in the total potential energy [9]. This trend is enhanced by shell effects around Z=50. For the ssion
of 250Cf produced at 45 MeV (circles), �N�/Z gives a constant value of 1.47, which is consistent with
the N/Z ratio of 242Cf. This would mean that 8 neutrons in total would be evaporated by the compound
nucleus and the ssion fragments, independently of the mass of the ssion fragment. At higher centre of
mass energy (greater than 160 MeV) (diamonds and asterisks), the �N�/Z ratio decreases as the centre
of mass energy increases, indicating more evaporated neutrons. A hump is formed around Z≈54. This
can be understood as the effect of different entrance channels with different excitation energies. At high
bombarding energy, pre-equilibrium particles emission may occur before the formation of the compound
nucleus and consequently, the different compound nuclei are produced over a range of A and E*. Fission
at a low excitation energy induces the hump around Z≈54 from shell effects which stabilise the mass
and atomic-number distributions of heavy ssion fragments [12]. This trend is conrmed by data from
spallation-ssion reactions performed at GSI [13], for 238U at 1 A GeV impinging on a deuterium target
(squares).

Figure 7 shows the width of the isotopic distribution σ(N) as a function of the ssion-fragment
atomic number for the same ssioning systems. From statistical description of the ssion process, σ(N)
is expected to increase with the temperature T and with the mass A [14], in agreement with the present
data. The large energy straggling existing in the highest energy reactions certainly contributes to enlarge
the distributions. Likewise for �N�/Z , a large increase of the width is observed around Z≈54 at high
bombarding energy, which most likely reects the presence of different entrance channels with different
excitation energies.

The fragments from the ssion of 250Cf produced at E*≈45 MeV show a different behaviour,
with constant �N�/Z and a regular increase in σ(N). In this reaction, shell effects are expected to be
weak and entrance-channel effects to be limited. Thus, a liquid-drop behaviour is expected, i.e. �N�/Z
at scission is expected to increase steadily with Z [15]. The observed constant value of �N�/Z with Z
suggests that heavy ssion fragments evaporate more neutrons than light ones and compensate exactly
the neutron excess of fragments at scission. The absence of shell-gap inuence, supported by the lack of
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Fig. 7: The width of the neutron-number distribution σ(N) as a function of the ssion fragments atomic number
Z for different systems (colour online).

hump in the evolution of σ(N) with Z, puts forward that the compound nucleus has no time to evaporate
neutrons before reaching the saddle deformation, i.e. rst-chance ssion is highly probable, as was
already suggested in the study of similar ssioning systems at similar excitation energy [16].

4 Conclusion
The technique of the inverse kinematics combined with a spectrometer is a powerful tool to investigate
ssion-fragment distributions. The complete isotopic ssion-fragment yields are measured for different
ssioning systems at different excitation energies. The production of neutron-rich ssion fragments
reveals to be a complex process where the inuence of the entrance channel effects is decisive. The
neutron-excess degree of freedom shows to be very powerful in gaining information about time scales
and dynamics of low-energy nuclear reactions. In particular, the present results indicate that at moderate
excitation energy the compound nucleus reaches the saddle deformation before any signicant cooling
by neutron evaporation, and that the ssion fragments release the remaining excitation energy.
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Fission Dynamics of Compound Nuclei
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GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany

Abstract
Collisions between 248Cm and 48Ca are systematically investigated by time-
dependent density functional calculations with evaporation prescription. De-
pending on the incident energy and impact parameter, fusion, deep-inelastic
and quasi-ssion events are expected to appear. In this paper, possible ssion
dynamics of compound nuclei is presented.

1 Introduction
The synthesis of superheavy chemical elements [1,2] in the laboratory is one of the biggest challenges in
nuclear physics. It is an attempt for clarifying the existence limits of all the chemical elements, as well
as the completion attempt of the periodic table of chemical elements. We are concerned with heavy-ion
collisions

248Cm + 48Ca

with different impact parameters in this paper. Let A and Z be the mass number and the proton number,
respectively. The neutron number N is dened byN = A−Z , so thatN/Z of 248Cm and 48Ca are 1.58
and 1.40, respectively. If fusion appears, 296Lv (= 296116) with N/Z = 1.55 is produced.

Fast charge equilibration [3] is expected to appear in low-energy heavy-ion reactions with an
incident energy of a few MeV per nucleon. It provides a very strict limitation for the synthesis of
superheavy elements. Actually, theN/Z of nal product is not above nor below theN/Z of the projectile
and the target (1.40 ≤ N/Z ≤ 1.58 in this case) in the case of charge equilibration, so that the proton-
richness of the nal product follows. Although the actual value of N/Z depends on the two colliding
ions, its value for the merged nucleus tends to be rather proton-rich for a given proton number of the
merged system. This feature is qualitatively understood by the discrepancy between the β-stability line
and theN = Z-line for heavier cases. Superheavy compound nuclei are very fragile and ssion is a very
frequent channel which leads to disintegration of the compound nuclei even at low excitation energies.
In this paper, following the evaporation prescription shown in Ref. [4], a possible ssion dynamics of
compound nuclei is simulated based on the time-dependent density functional theory (TDDFT).

2 Methods
2.1 Treatment of the thermal property
Self-consistent time-dependent density functional calculations are employed in this paper. TDDFT re-
produces the quantum transportation due to the collective dynamics. In this sense, what is calculated by
the TDDFT can be regarded as products after several 10−21 s, which corresponds to a typical time-scale
of low-energy heavy-ion reactions (1000 fm/c), as well as to the inclusive time interval of any collective
oscillations such as giant dipole resonance, giant quadrupole resonance and so on. Meanwhile, ther-
mal properties such as the thermal instability are not directly taken into account in TDDFT. Indeed, the
Skyrme type interaction used in TDDFT (for example, see Ref. [5]) is determined only from several
densities. It is important that the most effective cooling effect arises from the emission of particles, and
therefore it is expected that the break-up or ssion of fragments including rather high internal excita-
tion energy is suppressed in the TDDFT nal products. The additional thermal effects leading to the
break-ups of fragments should be introduced.

Here is a fact that simplies the treatment of thermal effects, that is, the difference of the time-
scales. Different from the typical time scale of low-energy heavy-ion reactions, the typical time-scale
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Fig. 1: (Colour online) Diagram of different reaction channels obtained in 48Ca +248 Cm collisions by TDDFT
calculations. The preferred reaction channels for different beam energies and impact paramters are given. The
beam energies are all located above the Coulomb barrier which is 209.0 MeV. The results show fusion, deep-
inelastic and elastic events. The difference between fusion-ssion and quasi-ssion is dened in this paper by
whether the ssion products satisfy “1.40 ≤ N/Z ≤ 1.58” or not.

of the thermal effects is estimated by the typical time interval of collision-ssion (ssion appearing in
heavy-ion collisions): several 10−19 s. It is reasonable to introduce an evaporation prescription simply
to the TDDFT nal products. In this context the TDDFT nal fragments have the meaning of products
just after the early stage of heavy-ion reactions (several 10−21 s).

2.2 Evaporation prescription
In complete fusion reactions the cross-section for the formation of a certain evaporation residue is usually
given by three factors [6]:

σER(Ecm) =
∑

J

σCP (Ecm, J)× PCN (Ecm, J)× PSV (Ecm, J) (1)

where σCP , PCN and PSV mean the capture cross-section, the probability for the compound nucleus
formation, and the probability for survival of the compound nucleus against ssion. All three factors are
functions of the centre-of-mass energy Ecm and the total angular momentum J , where J can be related
with the impact parameter. For light systems PCN and PSV are about unity and σER ≈

∑
J σCP . But

in superheavy systems the strong Coulomb repulsion and large angular momenta lead to small values
of PCN and PSV and therefore to the small cross-sections of the evaporation residues observed in the
experiments. This means, different from light systems, it is necessary to introduce additional thermal
effects for the superheavy element synthesis. First, σCP is sufciently considered in the TDDFT if we
restrict ourselves to a sufciently high energy exceeding the Coulomb barrier (cf. sub-barrier effects such
as tunnelling are not taken into account in the TDDFT). Second, PCN is fully considered in the TDDFT,
which is a kind of mass equilibration also related to charge equilibration. Third, PSV whose relative
time-scale is by no means equal to the former two probabilities is not satisfactorily considered in the
TDDFT. This probability is much more related to thermal effects. Consequently, further consideration is
necessary only for PSV as far as the energy above the Coulomb barrier is concerned.

Several factors are included in PSV such as probabilities for ssion of the compound nucleus,
neutron-evaporation, proton-evaporation, deuteron-evaporation, alpha-particle-evaporation and so on.
Probabilities of neutron and α-particle emissions are considered by

PSV := (1− Pn,evap)(1− Pα,evap).

For the details of evaporation prescription, see our preceding research summarized in Ref. [4].

2.3 Fission dynamics
For given energy and impact parameter, long-lived compound nucleus with certain excitation energies
(compared to the ground state) are obtained. Fission dynamics is obtained by additional TDDFT cal-
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a) b = 4 fm

b) b = 6 fm

c) b = 8 fm

d) b = 10 fm

Fig. 2: (Colour online) Time evolution of 248Cm +48 Ca with a xed incident energy 268 MeV in the centre-
of-mass frame, where a box is xed to 48×48×24 fm3. Snapshots at 2.3×10−22 s, 8.7×10−22 s, 15.1×10−22 s
and 21.5×10−22 s are shown, where a snapshot at 21.5×10−22 s is not shown only for b = 10 fm. Fusion, deep-
inelastic and elastic events appear depending on b. In particular, the life-time of composite nucleus for b = 6 and
8 fm is the order of×10−21 s.
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culations, where no initial velocity is given. Let us take a residual nucleus of mass number AR, proton
number ZR and excitation energy ER. Consider the binary ssion:

ARZR →A1 Z1 + A2Z2, (2)

where AR =
∑2

i=1Ai and ZR =
∑2

i=1 Zi. First, choose Ai and Zi to determine the heavy-ion reaction
being considered. A conguration of the two nuclei at a distance R0 is prepared as an initial state
of additional calculation. Second, choose R0 such that the excitation energy agrees with that of the
compound state found in the collision (Fig. 2), where the energy can be different depending onR0. Note
here that the TDDFT is a theory in which the total energy is strictly conserved, so that the total energy
is conserved during the presented ssion process. Third, the initial many-body wave function, which
is given as a single Slater determinant, consists of single wave functions of two different initial nuclei,
where a set of single wave functions are orthogonalized before starting TDDFT calculations (cf. the
Gram-Schmidt orthogonalization method). In this way a conguration at the same excitation energy but
closer to ssion can be obtained; for given AR, ZR and ER. The distance R0 is uniquely determined for
xed A1Z1 and A2Z2.

3 TDDFT calculations for ssion dynamics
Time-dependent density functional calculations with a Skyrme interaction (SLy6 [7]) are carried out in a
spatial box of 48× 48× 24 fm3 with periodic boundary condition. The unit spatial spacing and the unit
time spacing are xed to 1.0 fm and 2/3 × 10−24 s, respectively.

The initial positions of 248Cm and 48Ca are xed to (0, b, 0) and (-15,0,0), respectively. The initial
248Cm is almost spherical the diameter for x, y, and z directions are 19 fm, 19 fm and 18 fm, respectively.
248Cm (the right hand side on x − y-plane) does not have initial velocity on the frame, while the initial
velocity parallel to the x-axis is given to 48Ca (the left hand side on x − y-plane). The systematic
results of TDDFT calculations for a given incident energy (268 MeV) are summarized in Fig. 1. These
results, which include many fusion events, provide a quite optimistic view for producing superheavy
elements. However, in comparison with experiments, the corresponding fusion cross-section of those
low-energy heavy-ion reactions is too high to believe. Consequently, although these TDDFT results are
still legitimate to show products just after the early stage of heavy-ion reactions, it is necessary to take
into account PSV in order to have comparable results to experiments.

In case of the incident energy 268 MeV, the pure TDDFT results show the following reactions
(Fig. 2):

248Cm + 48Ca → 296Lv

248Cm + 48Ca → 247Cf +49 Ar

248Cm + 48Ca → 246Bk +50 K

248Cm + 48Ca → 248Cm + 48Ca

for b = 4, 6, 8, 10 fm, respectively. If we take into account the neutron and alpha emissions, they become

248Cm + 48Ca → 280Ds + 3α + 4n

248Cm + 48Ca → 238Pu +47 Ar + 2α+ 3n

248Cm + 48Ca → 237Np +48 K+ 2α + 3n

248Cm + 48Ca → 248Cm + 48Ca

for b = 4, 6, 8, 10 fm, respectively.
Concerning the ssion dynamics, here we take the case of b = 4 fm. For instance we consider the

symmetric ssion for 296Lv, which corresponds to the pure TDDFT product. The distance R0 =11.8 fm

216

244 Y. Iwata, S. Heinz



Fig. 3: (Colour online) Symmetric ssion dynamics from the compound nucleus, which corresponds to the
heavy-ion reaction shown in Eq. (3), is simulated. A calculation box is xed to 48×48×24 fm3. Snapshots at
0.0×10−22 s, 8.3×10−22 s, 16.6×10−22 s and 24.9×10−22 s are shown. The distance R0, which is deduced from
the excitation energy, is equal to 11.8 fm. Note that the orthogonalization is applied to the initial state before
starting TDDFT calculations, because the two initial nuclei are slightly overlapped.

is deduced from the excitation energy of the compound nucleus (296Lv), where trial TDDFT calculations
with several R0 were performed to identify R0. The ssion dynamics

248Cm + 48Ca → 296Lv → 148Ce + 148Ce (3)

is shown in Fig. 3. The magnitude of R0 is related to the difculty of ssion, as well as the total time-
scale of ssion. In addition R0 becomes larger for lower incident energies. Note that R0 can be larger
than the touching distance in which case the ssion is suggested to be impossible. In this sense this
method is applicable to the ssion appearing in heavy-ion collisions. Although the duration of ssion
shown in Fig. 3 is quite short (similar to the typical duration time of low-energy heavy-ion reactions),
the additional time is necessary to realize the initial state. The total duration time is expected to be
signicantly longer than 10−21 s, because the initial state shown in Fig. 3, which cannot be realized in
the standard TDDFT at the least, cannot be easily realized.

4 Summary
A procedure of obtaining ssion dynamics of excited compound nuclei has been presented, where the
reproduction of microscopic ssion dynamics was a long standing problem in nuclear theory (among
a few preceding works on microscopic ssion dynamics, see J. W. Negele [8]). The presented method
allows us to have a self-consistent treatment of ssion dynamics. The obtained dynamics treating the
excited states under the strict total energy conservation is diabatic, which is essentially different from the
adiabatic ssion dynamics.

For the proposed method it is remarkable that the initial condition of ssion dynamics is uniquely
determined without having any intentional settings; i.e., it is automatically determined for a given set of
AR, ZR, A1Z1, A2Z2 and ER. As is seen in the comparison between Figs. 2 and 3, the presented ssion
dynamics is hidden if only pure TDDFT calculations are utilized. In this sense a new point of this method
is to choose an ideal conguration (which is rarely realized in most cases if the excitation energy is not so
high) as the initial state. As a matter of cause, a different choice of A1Z1 and A2Z2 brings about different
ssion dynamics even from an identical compound nucleus. It is also worth noting that this method with
taking into account many different initial conditions can be utilized to distinguish whether ssion arising
from the collective dynamics can appear or not. Even though the proposed procedure might not be the
ultimate solution for investigating ssion dynamics, the obtained dynamics actually extracts important
aspects of ssion dynamics (for example, see the time evolution of the neck).

It was suggested by the calculation shown in Fig. 3 that symmetric ssion of the compound nu-
cleus (296Lv) is possible in the collision: 248Cm + 48Ca with an incident energy E =268 MeV. The
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       −21           
               

              
     
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Abstract
We explore the excitation energy sorting mechanisms in binary fission that lead
to the formation of two excited primary fission fragments, which quickly de-
cay by emitting prompt neutrons and gamma rays. Using Monte Carlo Hauser
Feshbach calculations to describe the characteristics of those evaporated par-
ticles, we infer significant constraints on the energy partitioning mechanisms
at play near the point of scission. The example of the spontaneous fission of
252Cf is used to illustrate this discussion.

1 Introduction
In a binary fission process of a heavy nucleus, two lighter fragments are produced in compound excited
states. While the total excitation energy of the system may be known fairly accurately, the partitioning
of this energy between the two fragments is a complicated and not fully understood problem. Since no
direct observation of the scission process exists, looking at the decay of the primary fragments is certainly
the next best thing to do to shed some light on the configurations of the fragments near the scission point.
The excited primary fragments do indeed quickly evaporate neutrons and gamma rays until they reach a
ground-state or a long-lived isomer. They may further β-decay, but we will ignore those in the current
work.

The Hauser-Feshbach statistical theory of nuclear reactions [1] is perfectly suited to describe the
de-excitation of the primary fragments, as nuclear fission constitutes perhaps the best example of the
compound nucleus formation process. Recently, we have developed a Monte Carlo version [2] of the
Hauser-Feshbach theory that tracks individual decay histories following probability laws for the neutron
and gamma-ray emissions. An obvious advantage of the Monte Carlo technique over traditional deter-
ministic Hauser-Feshbach codes is that it provides distributions and correlations of the emitted particles
in a straightforward manner, and is a clear benefit for the purpose of the present work. It is worth noting,
though, that even though the Hauser-Feshbach formalism seems to be well suited for modeling fission
fragment decay, some of our recent work points to challenges and puzzles that need to be addressed,
given differences between predicted and measured PFNS for nth+235U [3].

2 Energy Balance along the Fission Path
In low-energy fission, the total Q value of the reaction is the sum of the total kinetic energy TKE and
the total excitation energy TXE that is later evaporated through the emission of prompt neutrons and
gamma rays. If for a given fragmentation, Q and TKE are known, then TXE is also known. This
energy is not necessarily fully available to the fragments right at the scission point, as part of it is often
stored in deformation energies of the two fragments. The deformation energy is defined as the energy
of the fragment in its scission shape minus the energy of the same fragment in its ground-state. These
energies, along with excitation from collective modes normal to the fission axis, get quickly transformed
and add to the intrinsic excitation energies that the fragments have accumulated in their descent from the
saddle to scission points.

It is widely admitted that the deformation energies of the fragments at scission are responsible
for the saw-tooth shape of the average prompt neutron multiplicity as a function of fragment mass.
The deformation energy is strongly dependent on shell closures in the fragments. The total intrinsic
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energy available at scission is shared differently. Recently, Schmidt and Jurado [4] proposed an energy
sorting mechanism that maximizes the entropy of the full fissioning system, and follows our conventional
understanding of two bodies in thermal contact: energy naturally flows from the hot body to the cold one.
If the temperature of the light fragment is higher than the one of its heavy partner, then the excitation
energy will go primarily into the heavy fragment. Note that this view implicitly assumes that the system
is in equilibrium. In such a scenario, the average excitation energy in the light fragment is obtained as [4]

�Ul� =
∫
dUUρl(U)ρh(Uint − U)∫
dUρl(U)ρh(Uint − U)

, (1)

where Uint corresponds to the total intrinsic excitation energy at scission, before the relaxation of the
fragment deformation energies, and ρl,h are the level densities in the light and heavy fragment respec-
tively.

The purpose of this presentation is to discuss both collective and intrinsic mechanisms in view of
prompt fission neutron and gamma-ray data that can be computed through Monte Carlo Hauser-Feshbach
calculations.

3 Prompt Neutron and Gamma-Ray Data
Evaporated prompt neutrons take away a lot of excitation energy from the primary fragments but little
angular momentum, while gamma rays will remove most of the angular momentum left after the neutron
emission phase. The evidence for the emission of neutrons prior to the full acceleration of the fission
fragments remains scarce and mostly inconclusive at this point, and has not been considered here.

In Monte Carlo Hauser-Feshbach (MCHF) calculations, the competition between neutrons and
gamma rays is readily taken into account (see discussion in next section). However, because of the
behavior of the respective transmission coefficients with excitation energy, most neutrons are emitted
prior to gamma rays.

Experimental data on prompt neutrons and gamma rays are crucial as they put stringent constraints
on the modeling of nuclear configurations near scission. While average quantities such as the average
neutron multiplicity ν or the average neutron energy spectrum �χ� can be reproduced fairly well with
simplified models (e.g. [5]), more detailed characteristics cannot be reproduced without a deeper under-
standing and more complex modeling of the evaporation stage. MCHF calculations can indeed predict
distributions, e.g., P(ν), P(Nγ), mass- and kinetic energy-dependent quantities, e.g., ν(A,KE), exclu-
sive spectra for given multiplicities, correlations, etc.

Experimental data exist on some of these quantities, and more are needed to fully constrain fission
model parameters. However, existing data on P(ν) and ν(A) can already lead to specific conclusions, as
discussed below.

4 Monte Carlo Implementation of the Hauser-Feshbach Theory
As mentioned earlier, the statistical Hauser-Feshbach theory of nuclear reactions is ideally suited to de-
scribing the evaporation stage of the primary fission fragments. For the excitation energies typically
encountered in low-energy fission, only the statistical emissions of neutrons and gamma rays are proba-
ble, while the emission of charged particles is strongly hindered by the Coulomb barrier.

The probabilities of emitting prompt neutrons and gamma rays are calculated as

P (�γ)d�γ ∝ Tγ(�γ)ρ(Z,A,U − �γ), (2)

and

P (�n)d�n ∝ Tn(�n)ρ(Z,A− 1, U − �n − Sn). (3)
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The energy-dependent neutron transmission coefficients Tn(�n) are obtained from optical model
calculations. In the present work, the global optical model potential of Koning and Delaroche [6] is
used for all fragments. The gamma-ray transmission coefficients Tγ(�γ) are calculated from gamma-ray
strength functions as

TXL(�γ) = 2π�2L+1
γ fXL(�γ), (4)

where XL defines the multipole type. In this work, only the three most important multipoles are consid-
ered: E1, E2 and M1.

The level density ρ(U) appearing in Eqs. 2 and 3 is represented in the Gilbert-Cameron-Ignatyuk
formalism [7, 8]. At the lowest excitation energies, a constant temperature regime dominates while a
Fermi-gas representation is used at higher excitation energies. The washing-out of shell corrections with
increasing excitation energy is taken into account through an energy-dependent level density parameter.
The parity distribution is assumed to be equiprobable in the continuum, while the spin distribution is
given by

f(J, U) ∝ (2J + 1) exp
{
−(J + 1/2)2

2σ2(U)

}
, (5)

where σ2(U) is the energy-dependent spin cut-off parameter.

Our recent CGMF code [2, 11] solves the Hauser-Feshbach equations using the Monte Carlo tech-
nique to sample the probability distributions. Earlier works [9, 10] used the Weisskopf approximation,
neglecting spin and parity conservations and treating the neutron-gamma competition in a crude way
only. Other works [12, 13] use similar techniques, but none implements the Hauser-Feshbach theory as
CGMF does.

5 Numerical Results
The fission fragments produced in the spontaneous fission of 252Cf are indicated as black squares in Fig. 1
overlying a colored map of the ground-state deformations as calculated in the Finite-Range Droplet
Model (FRDM) by Möller et al. [14]. The wide range of ground-state deformations observed for the
fission fragments has an important impact on the overall form of the prompt fission neutron multiplicity
as a function of the fragment mass ν(A). The influence of the double spherical shell closure near N = 82
and Z = 50 is clearly visible in Fig. 1.

5.1 Level Density and Temperature
In thermodynamical terms, the temperature and level density are related through the entropy S by

1

T
=

∂S

∂U
=

∂

∂U
ln ρ(U). (6)

Temperatures calculated as a function of excitation energy are shown in Fig. 2a in the case of specific
fission fragment pairs produced in the spontaneous fission of 252Cf. The result for the fragment pair
(102Zr,150Ce) is qualitatively identical to what was reported by Schmidt and Jurado [4]: both fragments
exhibit a constant-temperature regime at the lowest excitation energies, as expected from the Gilbert-
Cameron representation used, and the light fragment temperature is significantly higher than the temper-
ature of its heavy partner. However, this situation is reversed in the case of (120Pd,132Te) for which the
expected important shell closure brings up the temperature of the heavy fragment higher than its light
partner.

Following Schmidt [4], if the total intrinsic excitation energy is shared according to Eq. 1, one can
calculate the average intrinsic excitation energies in both fragments. This was done for the same pairs of
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Fig. 1: Nuclear ground-state deformations calculated in the FRDM by Möller et al. [14]. The black squares
indicate the fission fragments produced in the spontaneous fission of 252Cf.
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Fig. 2: (a) Nuclear temperatures, as calculated with Eq. 6, as a function of excitation energy for specific fission
fragment pairs produced in the spontaneous fission of 252Cf. (b) The average fission fragment excitation energies
as a function of the total intrinsic excitation energy are calculated with Eq. 1 following K.-H. Schmidt [4]. “Mass
ratio" indicate the results that would be obtained assuming a level density proportional to the mass of the fragment,
and an equal temperature between the light and the heavy fragments. Results are similar to what was described
in [4], except that the process can be inverted due to strong shell closures, i.e., the temperature in the heavy
fragment can be higher than the one in its light partner, as seen for the pair (120Pd,132Te).

fission fragments, and the result is shown in Fig. 2b. Clearly, if correct, the energy sorting mechanism
proposed in [4] does not necessarily happen in one direction only, i.e., from the light to the heavy, but
can be strongly modulated by the presence of shell effects.

Of course, these results depend on the choice of the systematics used to describe the level density
in the fission fragments, in particular near the scission point. Unfortunately, little is known about the
nuclear structure of neutron-rich isotopes, and even less about their specific deformations near scission.
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5.2 Monte Carlo Hauser-Feshbach Results
The average prompt fission neutron multiplicity as a function of the fragment mass ν(A) was calculated
for the spontaneous fission of 252Cf, and is shown in Fig. 3 for two choices of the RT parameter, which
describes the ratio of temperatures in the light vs. heavy fragments Tl/Th: (a) RT = 1.0 and (b) RT (A)
fitted to reproduce the ν(Al)/ν(Ah) experimental data.

One can see that the assumption Tl = Th works very well for very asymmetric fragment pairs, i.e.,
Al ≤ 100 and Ah ≥ 150, but clearly fails for more symmetric masses. There, more excitation energy
has to be transferred to the light fragment at the expense of the heavy fragment. At its most extreme
near A � 130, the difference between ν calculated with RT = 1 and the experimental data is close
to one neutron, which would correspond to about 6 MeV of excitation energy. This difference can be
explained by the role of deformation and collective energies of the nascent fission fragments near the
scission point. Calculations are under-way to compute those deformation energies from FRDM shape
predictions for fragments near scission and in their ground-state.
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Fig. 3: Average prompt fission neutron multiplicity calculated as a function of the fragment mass ν(A) with (a)
RT = 1.0 and (b) RT (A) chosen to fit the experimental ratio ν(Al)/ν(Ah).

6 Conclusion
The question of the excitation energy sorting mechanisms between nascent fission fragments was stud-
ied through the lens of post-scission data such as prompt fission neutron multiplicity distributions as a
function of the fragment mass. Modern Monte Carlo Hauser-Feshbach calculations constitute a powerful
tool to study the distributions and correlations of prompt neutrons and gamma rays emitted right after
scission.

The role of collectivity versus intrinsic excitation energy sorting near scission was discussed. De-
formation energies play a major role in shaping the saw-tooth form of ν(A). The interesting develop-
ments brought by Schmidt and Jurado [4] are being studied in the context of actual MCHF calculations.
It was shown that energy transfers can happen both ways between the heavy and light fragments, and
that shell closures play an important role in the determination of the temperature of the fragments.
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Abstract 

A fission reaction chamber was designed to measure the angular distribution 
of the fragments emitted in neutron-induced fission reactions at n_TOF. Up 
to ten Parallel Plate Avalanche Counters can be included and kept at 
controlled low-pressure gas. Counters are tilted 45º with respect to the 
neutron beam direction and up to nine targets can be interleaved in between. 
A first measurement of the 232Th(n,f) was recently done and preliminary 
experimental results demonstrating the suitability of the setup are presented 
here. 

1 Introduction  
Accurate data on neutron-induced reactions at intermediate energies are crucial for different fields in 
physics. In particular, an accurate knowledge on the reactions involved in the so-called thorium cycle 
is of relevant interest for improving the existing nuclear energy-related technologies. With the aim of 
providing accurate values on the cross sections of neutron-induced reactions, an extensive 
experimental program is being carried out at the n_TOF facility at CERN [1, 2]. 

One of the experimental setups used at n_TOF for studying fission reactions is a reaction 
chamber containing Parallel Plate Avalanche Counters (PPACs). During the so-called Phase I 
(developed between 2002 and 2003), the fission cross section of several nuclei have been measured [3, 
4] but, because of the limited angular acceptance exhibited by these detectors, the detection efficiency 
had to be corrected by the angular distribution of the emitted fragments, according to previous 
available data in the literature. In order to overcome this difficulty, and to get a simultaneous 
measurement of the fission cross section and of the angular distribution of the fragments emitted, a 
new geometrical configuration was developed and firstly used in the 2010 and 2011 campaigns to 
measure the 232Th(n,f) reaction, demonstrating the suitability of the method described here. 

2 Experimental setup 
The experiment was performed at the CERN Neutron Time-of-Flight (n_TOF) facility [1, 2], where a 
very intense neutron flux is available covering a wide energy range, from thermal up to GeV neutrons. 
The long, 185-m flight path between the spallation target and the experimental area makes it possible 
to obtain high-resolution time-of-flight (TOF) measurements. 

2.1 Parallel Plate Avalanche Counters and targets 

The PPACs used in this experiment have a central anode flanked by two cathodes. A low-pressure gas 
fills the 3-mm gaps between the 1.5- m  aluminized Mylar foil electrodes. The cathodes of each 
PPAC are segmented in 2-mm wide strips separated 100 m  to provide the spatial position of the 
hitting. PPAC anode signals are very fast (9 ns width at half maximum), reducing the pileup 
probabilities and makes it possible to reach energies as high as 1 GeV. 
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The fission reaction chamber includes 10 PPACs with 9 targets in between, so that the 
fission events were identified as coincidence signals in the anodes of two consecutive PPACs. 
The samples used in this experiment have 8 cm diameter and were produced by 
electrodeposition on an aluminium foil of 0.75 m  thick (six 232Th samples) and of 2.5 m  
(for 235U, 238U and 237Np samples). A schematic view of the samples and detectors can be 
seen in Fig. 1. 

 
 

 
 

Fig. 1: Schematic view of the PPAC detectors and of the samples used in this experiment. 

3 Simulation work 
The angular acceptance and the total detection efficiency of this tilted experimental setup were 
investigated by means of Geant4 simulations, and compared with the situation where the detectors and 
targets are perpendicular to the beam direction. A simplified version of the real setup was 
implemented in Geant4, including only two PPAC detectors and one target in between. In order to 
study the geometrical detection efficiency, we are only interested in the slowing down of the fission 
fragments in the detection setup, so that we ignore the signal generation in the electrodes. 

The event generator produced two complementary fission fragments that are emitted in 
opposite directions from a random point inside the target volume. The mass and charge of the 
fission fragments were randomly selected according to a probability distribution given by the 
fission yield provided by the ENDF/B-VII.1 evaluation [5]. The total kinetic energy released 
in the reaction was calculated using the Viola’s systematic [6] and shared between both 
fission fragments in an inverse relation accordingly with their masses. 

3.1 Detection efficiency 

In the case where the PPACs and the target are perpendicular to the neutron beam direction, the 
distance travelled by the fission fragment inside the material layers is proportional to cos , so that 
the energy loss is minimal for fission fragments crossing the detectors in the direction of the beam 
(perpendicular to the detector surface) and it increases until the maximum polar angle  is reached for 
the emitted fragments. Since both fission fragments must be detected, the most restrictive case occurs 
when the heavy fission fragment passes through the backing. Geant4 simulations indicate the 
maximum angle to be around 65º, as shown in Fig. 2(a), where the detected events are histogrammed 
as a function of cos  and . There is no dependence on the  angle in this case. 

However, in the tilted setup used in the present experiment, the angular range covers all the possible 
values for cos  between 0 and 1, although there is no axial symmetry in this case, being the 
efficiency dependent also on the  angle. The detected events in this case are represented in Fig. 2(b). 
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Fig. 2: Detected events as a function of cos  and  for both geometrical setups: In the perpendicular 
configuration (Fig. 2(a)), the cosine of the polar angle  is limited to angles below 65º and does not depend on 

the azimuthal angle  around the beam axis. However, in the tilted setup (Fig. 2(b)), the angular acceptance 
covers all the possible values of  but the acceptance in the azimuthal angle  decreases as  increases. 

The detection efficiency, defined as the ratio between the number of detected and 
generated fission events, is shown in Fig. 3 as a function of cos  for both cases. In the 
perpendicular setup, the efficiency is very close to 1 for 48.0cos  )61(  and drops 
quickly to zero for larger angles, while the tilted setup presents a non-zero efficiency for all 
values of , even though this is never constant. The fact that it is possible to detect fission 
fragments emitted at every  angle converts this geometrical configuration into an excellent 
experimental setup for measuring fission fragment angular distributions. Despite the different 
behaviour of the angular acceptance in both cases, the overall detection efficiency is nearly 
the same (60% for both configurations).  
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Fig.3: Comparison of the detection efficiency for perpendicular and tilted setups. 

4 Data analysis 
The detection principle of fission events is based on the detection in coincidence of both 

fission fragments in two adjacent PPACs in a coincidence window of 10 ns, as it was done in 
previous experiments [3, 4], rejecting most of the background produced by the  emission of 
the radioactive samples and by spallation reactions in the materials surrounding the samples. 
The stripped cathodes provide the spatial position and, therefore, the emission angle  of the 
fragments can be calculated. 

The fission fragment angular distribution (FFAD) is defined with respect to the cosine of 
the angle  between the beam axis and the direction of the fission fragments, assumed to be 
emitted back to back. The detection efficiency (that is angle-dependent) was calculated by 
using the data from the U235 (n,f) reaction at low energies measured in the same experiment, 
since it is well-known to be isotropic. After the efficiency correction, the angular distributions 
for 232Th were fit to a serie of Legendre polynomials cosLP , according to the expression: 

 

 
max

0
0 cos1

L

evenL
L

LLPAAW  (1) 

where LA  are the fitting coefficients. Only even terms in cos  are used because of the 
backward-forward symmetry of the emitted fragments. The maximum order maxL  used for 
each energy bin was chosen by a 2  test. A more detailed description of the analysis and of 
the results is given in Ref. [7]. 
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5 Results 
Two examples of the angular distributions obtained for the neutron-induced fission of 232Th 
are given. Fig. 4(a) represents an emission peaked in the beam direction, while Fig. 4(b) 
shows a side-peaked emission with a maximum at 45º and a minimum at 0º. In both cases, fits 
including up 2nd, 4th, and 6th order polynomials are represented showing that, at least, the 4th 
order must be included in the fits. 

A way to characterize the behaviour of the angular distribution with the neutron energy is the 
anisotropy parameter, defined as the ratio of the number of fragments emitted along the beam 
axis with respect to the perpendicular direction: A=W(0º)/W(90º). By inserting Eq. (1), the 
following analytical expression for the anisotropy parameter is obtained: 
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The anisotropy parameter itself only provides information at 0º and at 90º, hiding the 
behaviour at intermediate angles. The main advantage of this setup is that fragments emitted 
at every  angle can be measured, even along the neutron beam direction, thanks to the 
insensitivity of the PPACs to the neutrons, so that the full angular distribution can be 
measured. 

The anisotropy parameter obtained for 232Th(n,f) in the fission threshold region is 
represented in Fig. 5. The good agreement with previous data available in EXFOR [8] 
demonstrates the suitability of this setup to perform this kind of measurements. As it was 
shown in previous experiments at n_TOF, results up to 1 GeV can be obtained thanks to the 
excellent time properties of the PPACs. These results for the angular distribution in the whole 
energy range will be part of a forthcoming publication. 

6 Summary and conclusions 
A new fission chamber based on Parallel Plate Avalanche Counters tilted 45º with respect to the 
neutron beam direction was used to measure the angular distribution of the fragments emitted in 
neutron-induced fission. Preliminary results on the analysis of the first measurement of 232Th(n,f) with 
this new reaction chamber at n_TOF were shown here, demonstrating the suitability of this setup to 
perform this kind of measurements. New experiments to measure other isotopes are already scheduled 
to be done at the n_TOF facility. 
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Fig.4: Examples of angular distributions of fragments emitted in neutron-induced fission of 232Th. In Fig. 4(a) 
most of fission fragments are emitted in the beam direction, while in Fig. 4(b) the maximum of emission is at 45º 

and the minimum is along the beam direction. In both cases, fits to the 2nd, 4th, and 6th order are drawn. 
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Fig.5: Dependence of the anisotropy parameter on the neutron energy for the 232Th(n,f) reaction in the present 
experiment (black markers), compared with previous results from other authors. 
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Abstract
We rst discuss studies of alpha-condensate-like states in 12C including the
historical survey of the studies of the Hoyle state to which Morinaga assigned a
linear-chain structure [1] of 3α clusters. A very important fact is that the wave
function of the Hoyle state by the microscopic 3α cluster model (RGM/GCM)
which could have reproduced many experimental data proved to be almost
100% equivalent [2] to a single THSR wave functions [3]. We next discuss
studies of 4α-condensate-like states in 16O which have been made by using
the THSR wave function and also by OCM approach. The 4α OCM suggested
that the 6th 0+ state at 15.1 MeV excitation energy is a strong candidate of
the 4α condensate-like state. We also give discussions on other systems which
show the existence of cluster-gas-like states, including the possible existence
of excited cluster states having the structures including 12C cluster in Hoyle
state.

1 Introduction
This talk is dedicated to Professor M. Kawai. In the graduate course I learned nuclear dynamics through
the lectures by Professor Kawai on nuclear reaction. For me, ”Nuclear Matter and Nuclear Reaction” by
Kikuchi and Kawai has been an important textbook. I learned a theoretical foundation for my AMD study
of proton inelastic scattering to continuum by the semiclassical distorted-wave model of proton inelastic
scattering to continuum by Professor Kawai and his collaborators. Also for the subject of ”cluster-gas
states in light nuclei” which I discuss in this talk, I owe very much to Professor Kawai as is exlained in
the following. Around 1970, I started my study of the 3α structure of the Hoyle state by the analysis of
the reduced α-decay width of the Hoyle state. I noticed the fact that the observed reduced α-decay width
of the Hoyle state is much larger than the Wigner limit value. I argued that this fact means the inadequacy
of the assignment of 3α linear-chain structure [1] to the Hoyle state [4]. This argument is based on the
recognition that the 3α linear-chain structure contains many partial waves than S-wave for the 8Be(0+) -
α relative motion. Since the α-decay of the Hoyle state is only via the S-wave because of the very small
Q-value of the decay, the 3α linear-chain structure necessarily gives much smller value than the Wigner
limit for the reduced α-decay width of the Hoyle state. Thus the assignment of 3α linear-chain structure
to the Hoyle state is in contradiction to the experimental observation. In the process of this investigation
of the reduced α-decay width of the Hoyle state, the advices and encouragements by Professor Kawai
were very much helpful and useful.

The large reduced α-decay width of the Hoyle state strongly suggests the dominance of the S-wave
of the 8Be(0+) - α relative motion in the Hoyle state. The conrmation of the S-wave dominance was
obtained by performing the full three-body calculation of 3α clusters in Ref. [5]. In Fig. 1 we shpw the
calculated results of the α-reduced-width amplitudes of the ground state (0+1 ) and the Hoyle state (0

+
2 ).

The large spectroscopic factor S2 of the Hoyle state conrms the S-wave dominance.
A few yeas after the 3α OCM calculation of Ref. [5], the full microscopic 3α calculations with

GCM [6] and RGM [7] methods were reported. They also conrmed the S-wave dominance of the
8Be(0+) - α relative motion in the Hoyle state. Table 1 shows good reproduction of many data of 12C
by Ref. [7]. As shown in this Table, 3α model calculations predicted a large radius of the Hoyle state, in
other words a very dilute density of the Hoyle state which is about 1/3 of the ground-state density.
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Fig. 1: α-reduced-width amplitudes of
the ground state (0+

1
) and the Hoyle

state (0+
2
) obtained by the 3α OCM

calculation of Ref. [5].

Table 1: Reproduction of the 12C data by 3α calculation of Ref. [7]

Exp. Theor.
Excitation energy (0+2 ) (MeV) 7.65 7.74

Width (0+2 ) (eV) 8.7 ± 2.7 7.7
M(0+2 → 0+1 ) (fm2) 5.4 ± 0,2 6.7

B(E2 : 0+2 → 2+1 ) (e2 fm4) 13 ± 4 5.6
B(E2 : 2+1 → 0+1 ) (e2 fm4) 7.8 9.3

Rrms(0+1 ) (fm) 2.43 2.4
Rrms(0+2 ) (fm) 3.37

The Hoyle state was considered to have three distinctive characters: the rst is its weak binding
energy measured from the 3α breakup threshold, the second is the S-wave dominance of the 8Be(0+)
- α relative motion, and the third is its dilute density. Thus the Hoyle state was regarded as having a
gas-like structure of 3α clusters. Actually in Ref. [6], the authors wrote that the Hoyle state could be
called α-boson gas.

As we explain in the next section, about 25 years after these 3α cluster model investigations by
the use of OCM, GCM, and RGM methods, a new proposal was given which regarded the 3α gas-like
structure of the Hoyle state as being a 3α-condensate-like structure.

2 3α-condensate-like structure of the Hoyle state
Our study of α-condensate-like states in nite nuclei started on the excursion boat of the cluster confer-
ence at Rab, Croatia, in 1999. Peter Schuck asked me whether there is any possiblity of α-condensate-
like structure in nite nuclei. He and Gerd Röpke gave talks on α condensation in nuclear matter at this
conference. I explained the 3α cluster-model calculations [5–7] performed in 1970’s which concluded
that the Hoyle state is a 3α gas-like state with very dilute density.

In our paper [3] published in 2001 we proposed the so-called THSR wave function for expressing
the α-condensate-like structure in nite nuclei and by using this THSR wave function we concluded that
the Hoyle state can be regarded as having a 3α-condensate-like structure because the energy of the Hoyle
state was reproduced quite easily in the vicinity of the 3α threshold. The THSR wave function for the
3α system is given as

ΦB(3α) = A{exp[−
2

B2
(X2

1 +X2
2 +X2

3)] φ(α1)φ(α2)φ(α3)} (1)

= exp(−
6

B2
ξ23)A{exp(−

4

3B2
ξ21 −

1

B2
ξ22) φ(α1)φ(α2)φ(α3)}, (2)

ξ1 = X1 −
1

2
(X2 +X3), ξ2 = X2 −X3, ξ3 =

1

3
(X1 +X2 +X3). (3)
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Here Xi and φ(αi) stand for the C.M. (center of mass) coordinate and the internal wave function of
the i-th α cluster, respectively. As shown in Eq. (2), the THSR wave function can be regarded as ex-
pressing the cluster structure where a 8Be(0+1 )-like cluster A{exp(−(1/B2)ξ22)φ(α2)φ(α3)} and the
α1 cluster couple via S-wave with inter-cluster wave function exp(−(4/3B2)ξ21). On the other hand,
Eq. (1) shows that the THSR wave function represents the state where three α clusters occupy the same
single 0S-orbit exp(−(2/B2)X2), namely a 3α condensate state which is the nite size counterpart of
the macroscopic α-particle condensation in innite nuclear matter at low density [8]. What the authors
of Ref. [3] proposed was that the 8Be(0+1 ) + α structure of the Hoyle state can be regarded as being a 3α
condensate-like state and furthermore that one can expect in general the existence of nα condensate-like
state in the vicinity of the nα breakup threshold in 4n self-conjugate nuclei.

Detailed comparison of the 3α THSR wave function with the 3α GCM and RGM wave functions
was reported in Ref. [2]. A very astonishing fact reported in this paper is that each of the 3α GCM and
RGM wave functions reported in Ref. [6] and in Ref. [7] has almost 100% overlap with a single THSR
wave function:

|�single THSR w.f.|3α RGM/GCM w.f. of Hoyle state�|2 ≈ 100%. (4)

In view of the complexity of the 3α GCM and RGM wave functions, the equivalence of each of these
wave functions with a single THSR wave function which has the simplest form among 3α wave func-
tions is very striking and forces us think that the Hoyle state structure has a strong relation with the α
condensation physics in dilute innite nuclear matter [8].

10 MeV

100 MeV

ground state

liquid

 cluster gas

nucleon gas
excitation energy

Fig. 2: Excitation energies of α-cluster gas state and nucleon gas
state in the case of 12C.

The α-condensate-like state is the lowest-energy state of the α-cluster gas state. In nuclear physics,
gas state of nucleons has been an important subject of study for a long time. Such a state has a very high
excitation energy and therefore has been a subject of nuclear matter and nuclear reaction rather than
nuclear structure. On the other hand, the gas state of clusters is not so highly excited, and can be a
discrete state accessible spectroscopically. This situation is shown in Fig. 2. Gas state of clusters is
a new concept of nuclear structure and this concept was rst proposed for the Hoyle state of 12C in
1970’s. However, the discussion at that time was conned only for the Hoyle state. Now after 2000,
gas state of clusters is regarded as being universal and is studied in many nuclei both theoretically and
experimentally.

The clustering structure in 12C can now be studied without assuming the existence of α clusters
by AMD [9] and FMD+UCOM [10] methods. Both methods adopt the 12-nucleon calculation by the use
of nuclear force including non-central forces, Therefore the obtained wave functions are no more pure
[4]-symmetry states in general, but the the wave function for the Hoyle state in these approaches proved
to be a dominantly 3α-cluster state with large radius. Table 2 shows the good reproduction by the AMD
calculation of the observed β+ decay strengths to 12C states from the ground 1+ state of 12N which are
due to the components with broken spatial symmetry of 12C wave function.
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Table 2: The experimental data for β decays 12N(β+)12C compared with the AMD results [9].

States in 12C (MeV) J± (logft)exp (logft)AMD (J±

f )

0 0+ 4.120 ± 0.003 3.8
4.44 2+ 5.149 ± 0.007 4.8 (2+1 )

7.65 0+ 4.34 ± 0.06 4.0 (0+2 )

10.3 (0+) 4.36 ± 0.17 4.7 (0+3 )

12.71 1+ 3.52 ± 0.14 3.8 (1+1 )

3 4α-condensate-like states in 16O
In 12C there are only two states below the 3α threshold, but in 16O there are many states below the 4α
threshold. In the case of T = 0 and Jπ = 0+, there are ve 0+ states below the 4α threshold. The second
and third 0+ states are known [11] to have 12C(0+1 ) + α (S-wave) and 12C(2+1 ) + α (D-wave) structures,
respectively. The 4α condensate-like state which we expect to be located near the 4α threshold is, of
course, orthogonal to all these lower-lying 0+ states. We can say that the formation of 4α condensate-
like state is only possible by the assistance of this orthogonality to the lower-lying states. It is because
the orthogonality to the 12C + α states and the ground state works to prevent the 4α condensate-like state
from collapsing into more compact congurations of 4α clusters. If we solve full four-body problem of
α clusters, this orthogonality requirement to lower-lying states is automatically satised.

Fig. 3: Energy spectra by 4α OCM [12] with two kinds of
effective nuclear force, SW and MHN.

Fig. 3 shows the calculated 0+ levels by 4α OCM of Ref. [12]. We see that the calculated energies
of the lowest six 0+ states well correspond to the observed energies of lowest six 0+ states up to the 0+6
state at 15.1 MeV. The calculated 0+1 has, as its dominant component, the wave function with the lowest
total oscillator quantaNtotal = 12. Thus it well corresponds to the ground state. From the analyses of the
reduced-width amplitudes of various 12C + α channels, the calculated 0+2 and 0

+
3 states proved to have,

as their dominant components, the wave functions with 12C(0+1 ) + α and 12C(2+1 ) + α cluster structures,
respectively. Therefore the calculated 0+2 and 0+3 states well reproduce the respective characters of the
observed 0+2 and 0+3 states. As for the calculated 0+4 and 0+5 states, the analyses of the reduced width
amplitudes in various 12C + α channels show that the 0+4 and 0+5 states have dominantly 12C(0+1 ) + α
and 12C(1−) + α cluster structures, respectively. The assignment of the calculated 0+4 , 0

+
5 and 0

+
6 states

to the observed 0+4 , 0
+
5 and 0

+
6 states is supported by the good reproduction of decay widths: the widths

of the calculated 0+4 , 0
+
5 and 0

+
6 states are ∼ 600, ∼ 200, and ∼ 140 keV, respectively, while those of the

observed 0+4 , 0
+
5 and 0

+
6 states are 600, 185, and 166 keV, respectively.
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Table 3: Partial α decay widths of the 0+
6
state of the 4α OCM. Observed total width is 166 keV.

12C(0+1 )+α 12C(2+1 )+α 12C(0+2 )+α Total
(a = 8.0 fm) (a = 7.4 fm) (a = 8.0 fm)

ΓL (keV) 104 32 8 × 10−7 136
θ2L(a) 0.024 0.016 0.6

A very important result of the 4α OCM of Ref. 12 is that the calculated 0+6 state has a character of
4α-condensate-like state. Figure 4 shows the reduced width amplitudes of various 12C + α channels for
the calculated 0+6 state dened by

y(r) = �
δ(rC−α − r)

r2
[YL(r̂C−α)φL(

12C)]0 | Φ(
16O, 0+6 ) �, (5)

where φL(
12C) is the wave function of 12C given by the 3αOCM calculation [13] with the same effective

inter-α interaction. This gure shows clearly that the y(r) has a large amplitude only in the 12C(0+2 ) +
α channel whereas the amplitudes in other channels are much suppressed. Since the y(r) in the Hoyle
state channel has a very long tail stretching out to about 20 fm and the Hoyle state has a 3α condensate-
like structure, one can certainly say that the calculated 0+6 state has a character of 4α-condensate-like
structure.

Fig. 4: The reduced width amplitudes
dened by Eq. 5 for the 0+

6
state with

the MHN force.

The 4α threshold is about 7 MeV higher than the 12C + α threshold. Thus one may think that the
width of a 4α-condensate-like state expected to be around the 4α threshold must have a very large decay
width. But as mentioned already, contrary to this conjecture, the width of the calculated 0+6 state which
has a 4α-condensate-like character has a rather small width of 140 keV. The reason of this small width is
simple and two-fold. One reason is the small overlap of the exotic structure of 4α-condensate-like state
with the wave functions of 12C + α channels except the Hoyle-state channel 12C(0+2 ) + α. The small
overlap is because the 12C states other than the Hoyle state are compact. The other reason is the very
small decay Q-value to the Hoyle-state channel, which makes the Coulomb-barrier penetration very small
although the overlap of this channel with the 4α-condensate-like state is rather large. We can clearly see
in Table 3 that these two reasons explain the small width of the calculated 0+6 state. These two-fold
reasons are expected to be general and applicable to heavier nα-condensate-like states. We can expect
that generally the nα-condensate-like states will have rather small width in spite of their high excitation
energies. Smallness of decay widths can be expected on the basis of our above arguments. Smallness of
the spreading width is expected from the very large difference of the structure of the nα-condensate-like
state from those of the background compound leves with mean-eld structures.

In Fig. 5 taken from Ref. [14], we show that the ne structures of the isoscalar monopole strength
function in the low energy region up to Ex ≈ 16 MeV in 16O are rather satisfactorily reproduced within
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the 4α OCM. This gure shows that the observed ne structures can be attributed to the 0+3 , 0
+
4 , 0

+
5 , and

0+6 states.

Fig. 5: Calculated isoscalar monopole
strength function of 16O (bold line)
and experimental data (thin line). In
calculating the strength function, the-
oretical values are used for monopole
matrix elements and decay widths of
the lowest six 0+ states, while ob-
served values are used for the excita-
tion energies of the six 0+ states.

4 Cluster-gas-like states in other nuclei
The third 3/2− state of 11B at Ex = 8.56 MeV and its mirror state in 11C at Ex = 8.11 MeV are
now considered to be candidates of the gas-like states which may correspond to the Hoyle state of 12C.
They became to attract attention rather recently by many unordinary characters of these states. The
third 3/2− state of 11C is excited very weakly at zero degree by high-resolution reaction of 11B(3He,
t)11C∗ implying a very small B(GT) value of this state. This 3/2− state was not reproduced by the
recent no-core shell model calculation of Ref. [15] although the B(GT) values of the other populated
states well agreed with the calculation of Ref. [15]. Furthermore recently it was found by 11B(d, d�)
inelastic scattering that the third 3/2− state has a markedly strong monopole transition strength [16].
The unusual properties of the third 3/2− states of 11B and 11C were nicely reproduced by the AMD
calculation of Ref. [16, 17]. In The E0 strength of the third 3/2− state of 11B, B(E0,IS) = 96 ± 16
fm4, is of comparable magnitude with the E0 strength of the Hoyle state of 12C, B(E0,IS) = 121 ± 9
fm4. In Ref. [16], it wa noticed that the E0 strengths of cluster states in light nuclei including the Hoyle
state of 12C are generally comparable to the single-nucleon strength, and it was insisted that the large E0
strength of the third 3/2− state of 11B would imply that this 3/2− state is a cluster state related to the
Hoyle state. The density distribution of the third 3/2− state by the AMD calculation shows that the third
3/2− state of 11B has a three-cluster structure of 2α + t and that the calculated r.m.s. radius of the third
3/2− state of 11B is 3.0 fm and is remarkably larger than that of the ground 3/2− state which is 2.5 fm.

In 13C (13N), the possible cluster-gas-like states of 3α + n (p) have been studied by many authors
as is reviewd in Ref. [18]. The possiblity of nα-gas-like states around the core nuclues such as 16O
and 40Ca has been also studied by many authors as is reviewd in Ref. [18]. Sakuragi and his collabora-
tors [19] have discussed molecular resonances of the structures 12C(0+2 ) + C and 12C(2+2 ) + C, where C
is 12C(0+1 ), 12C(2

+
1 ), or 12C(0

+
2 ). The 4α OCM also suggests the existence of the states around Ex ≈

17 MeV which have the structure of 12C(0+2 ) + α [20].

5 Delocalized motion of clusters in nuclei
As was mentioned already, each of the 3α GCM and RGM wave functions of the Hoyle state has almost
100% overlap with a single THSR wave function. What is very interesting is the fact that each of the
3α GCM and RGM wave functions of the 12C ground state has about 93 % overlap with a single THSR
wave function. Recently it was found that the 16O + α RGM/GCM wave function of the 20Ne ground
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state has the almost 100% overlap with a single THSR wave function [21].

|�single THSR w.f.|16O+ α RGM/GCM w.f. of G.S.�|2 ≈ 100%. (6)

This is also true not only for the ground state but also for 2+ and 4+ members od the grpond band. These
results for non-gas-like states imply that the motion of clusters in non-gas-like states in nuclei is rather
delocalized, which is a large contrast to the traditional idea of the geometrical conguration of clusters.

6 Summary
1. 3α cluster model studies in 1970 Afs reproduced almost all the observed data of the Hoyle state of

12C and concluded that the Hoyle state has 3α-gas-like structure.
2. 3α cluster model wave function of the Hoyle state proved, after about 25 years, to have about 100

% overlap with a single THSR wave function which expresses α-condensate-like structure.
3. The 6th 0+ state of 16O has been assigned to have 4α-condensate-like structure by the full 4-body

calculation of α-cluster model which reproduced well (i) the excited states which are known to
have 12C + α structures, and (ii) observed strength function of the monopole excitation.

4. Cluster-gas-like states are now discussed in many nuclei.
5. Studies of non-gas-like cluster states by using THSR wave functions suggest strongly the impor-

tance of delocalized motion of clusters in nuclei which is a large contrast to the traditional idea of
the geometrical conguration of clusters.

This talk is dedicated to Professor Kawai. As I explained, I owe very much to Professor Kawai when
I startted the study of the Hoyle state in my graduate-course days by analysing the decay width of the
Hoyle state which eventually replaced the 3α-linear-chain structure by the S-wave-dominant structure
for the Hoyle state. I close my talk by wishing Professor Kawai many more healthy and successful years.
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Symmetry Energy from Isobaric Analog States

P. Danielewicz
National Superconducting Cyclotron Laboratory Michigan State University East Lansing, Michigan
48824, USA

Extraction of the symmetry energy from systematic of excitation energies to isobaric analog states
(IAS) of ground states is discussed. Understanding of the symmetry energy is essential when extrapo-
lating from ïn Anite nuclei to neutron matter. At diïn Aerent densities, the symmetry energy is explored
within nuclear structure and heavy-ion reactions. The IAS systematic allows for an independent as-
sessment of the magnitude and slope of the symmetry energy with density, for uniform matter. In the
course of carrying through the assessment, new analytic criteria for stability of systems described by phe-
nomenological Skyrme interactions are derived. Close to 40the literature turn out to produce unstable
systems, even when employing only time-even terms within calculations.
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Abstract
Measuring radioactive nuclei at or just beyond a drip line is very difcult.
Conversely, many have mirror nuclei on or near the valley of stability, where
properties are often well known. With a Multi-Channel Algebraic Scattering
formalism (MCAS), we predict the spectrum of the proton emitter 17Na by the
use of its mirror 17C. Firstly, model parameters are xed for neutron-nucleus
scattering where the compound system has a stable ground state, and then the
protons and neutrons are interchanged to examine the unstable system. In the
absence of a measured ground state with which to assess the MCAS prediction,
we compare with values from mass equations and from systematic trends we
have found in known nucleon separation energies of mirror systems.

1 Introduction
The masses of nuclei on and near the “valley of stability” are known, often to high precision, and can
be found in the Ame2003 compilation [5] or TUNL project[13] tabulations (for light-mass systems).
However, the study of radioactive nuclei is most challenging, especially of those at or just beyond a
drip line. Presently, not even the ground state energy of many are known. Few, if any, excited levels
have been identied, and the spin-parities of many of the states that are known have not been assigned
with certainty. While the advent of radioactive ion beams allows the investigation of such exotic nuclei,
theoretical approaches may provide some information in the interim.

We examine here the results of several of the various phenomenological methods available that
offer some insight into the masses, using the unmeasured proton emitter 17Na as an example.

2 MCAS study
The experimental observation of 17Na presents a great challenge, with it being beyond the proton drip
line. However, the rst two eigenstates of 16Ne, which has one proton less, have been measured. Addi-
tionally, the mirror to 17Na, being 17C, has also been measured to some extent, as has the nucleus with
one less neutron, 16C. Thus, with the MCAS formalism (Multi-Channel Algebraic Scattering) [2] we pre-
dict the spectrum of 17Na as resonances of p+16Ne by rst setting the model parameters for the mirror
system n+16C→17C, and then interchanging protons and neutrons and adding a Coulomb interaction.

MCAS solves the coupled-channel Lippmann-Schwinger equations:

T Jπ

cc′ (p, q;E) = V Jπ

cc′ (p, q) + μ

[ open∑

c′′=1

∫
∞

0

V Jπ

cc′′ (p, x)
x2

k2c′′ − x2 + i�
T Jπ

c′′c′(x, q;E) dx

−

closed∑

c′′=1

∫
∞

0

V Jπ

cc′′ (p, x)
x2

h2c′′ + x2
T Jπ

c′′c′(x, q;E) dx

]
(1)
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and is built upon: realistic nuclear interaction input potentials, V Jπ

cc′ (here from a Tamura collective model
with rotor character [12]); the separation of these interactions into an ‘optimal’ set of functions (derived
from sturmians) [15]; and constructing scattering matrices (and thus observables) for these interactions:

Scc′ = δcc′ − ilc′−lc+1πμ

N∑

n,n′=1

√
kcχ̂cn(kc)

(
[η −G0]

−1
)

nn′

χ̂c′n′(kc′)
√

kc′ , (2)

where the Green’s function is

[G0]nn′ = μ

[open∑

c=1

∫
∞

0

χ̂cn(x)
x2

k2c − x2 + i�
χ̂cn′(x) dx−

closed∑

c=1

∫
∞

0

χ̂cn(x)
x2

h2 + x2
χ̂cn′(x) dx

]
, (3)

with χ̂cn(x) determined from sturmian functions as specied in Ref. [2].
The advantages of this method include location of all resonance centroids and widths of the A+1

coupled system; determination of all subthreshold bound states using negative energies; and a mechanism
to incorporate the Pauli principle, even with targets dened by collective models. The latter is done with
orthogonalising pseudo potentials:

Vcc′(r, r
�) = Vcc′(r)δ(r − r�) + λAc(r)Ac′(r

�)δc,c′ , (4)

with Vcc′(r) being the original potential, Vcc′(r, r
�) the resultant (non-local) potential which is expanded

in a series of separable sturmian terms, and the added orthogonalising pseudo potentials consisting of
Ac(r) and Ac′(r

�), the radial components of the single-particle wave functions of occupied states, and λ,
a parameter that tunes Pauli-blocking to the level of shell occupancy.

The possibility of incorporating the Thomas-Ehrman shift is provided by the MCAS Hamiltonian
formulation, which solves the single-particle equation in the coupled-channel formalism.

The parameters found for the n+16C→17C system, selected to give the best t for the three mea-
sured subthreshold states, are shown in Table 1 (for further details, see Ref. [1]).

Table 1: TheMCAS parameter values used to dene the channel-coupling properties of the n+16C system. Energy
units are MeV, length units are fm.

V0 Vll Vls VIs

-36.7 -2.0 9.0 1.7
R a β2 β4
2.9 0.8 0.33 0.1

state in OPP λlj
16C (1s 1

2

, 1p 3

2

, 1p 1

2

) 1d 5

2

2s 1

2

0+ (ground) 106 2.7 0.0
2+ (1.766) 106 2.7 0.0
4+ (4.142) 106 0.0 2.0

The spectrum that resulted is shown in Fig. 1, along with that of experiment (a combination of
states listed in Table 4 of Ref. [7] and Fig. 5 of Ref. [11]), and the energies of the 16C states used in the
channel coupling. Only positive parity states are known in the low-excitation spectrum. The energies of
the experimental spectrum are given relative to the n+16C scattering threshold. Some states specied by
Raimann et al. [11] are displayed by the dash-dot lines.

Clearly the three known subthreshold (n+16C) states are matched well in energy and spin-parity by
the MCAS results. The other known and uncertain spin-parity states also have matching MCAS partners
in proximity of their excitation energies. Additionally, the uncertain states from Raimann et al. [11] seem
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Fig. 1: MCAS results for the spectrum of 17C com-
pared with experimental data. The energy scale is
set with the n+16C threshold as zero.
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Fig. 2: Results from model evaluations of the spec-
trum of 17Na. The energy scale is relative to the
p+16Ne threshold. See Sec. 3 for T+D levels.

to have possible matches, and the rst low-lying state above threshold of that set we expect to be a 7
2

+

resonance.
These results show two very narrow states of spin-parity 13

2

+ and 11
2

+ at 3.82 and 4.16 MeV
excitation respectively. These two states are generated by the coupling of the neutron single-particle
state with the “geometrical” collective states of 16C, where there are no restrictions on momentum cou-
pling. However, these states would not be found in a simplistic s-d shell model calculation because the
maximum coupling in 17C of

(
d 5

2

)3

is 9
2

+, with the 11
2

+ only possible as
(
d 5

2

)2

d 3

2

[1].

We exchange neutrons for protons to model 17Na as p+16Ne. The Coulomb potential added is
derived from a Woods-Saxon charge distribution with the same geometry and deformation as the nuclear
interaction. Where the 0+ and 2+ states of 16Ne to which we couple the proton are experimentally
known, the 4+ is as yet unobserved, but is included, by symmetry arguments, at an estimated energy of
4 MeV above the scattering threshold. Results of this MCAS study are shown in the right-hand side of
Fig. 2, and estimate a 17Na ground state 1.03 MeV above the scattering threshold.

3 Comparison with other methods
Given the unmeasured status of the 17Na ground state, a selection of methods of estimating it are sought
in the literature for comparison (though others exist [8]).

A recent study [14] used a microscopic-cluster structure model for n+16C→ 17C, and also then
assumed charge symmetry to study p+16Ne→ 17Na. The results of that study are shown in the centre
column of Fig. 2. The ground state centroid energy (width) was predicted to be 2.4 (1.36) MeV.

Another approach, dating back to the 1950s [16] (and summarized in Ref. [6]), is the use of mass
formulae for nuclei within an isobar multiplet. It is characterised by being model-independent. Kelson
and Garvey [10] gave a parameter-free formula to relate masses of isobars, namely

M(A,Tz = −T )−M(A,Tz = T ) =
∑

x

[M(A+ x, Tz = −1/2)−M(Z + x, Tz = 1/2)] , (5)

where −(2T − 1) ≤ x ≤ (2T − 1).
They found that their formula suggested a mass excess of 35.61 MeV for 17Na. Using the same

formula to estimate the mass excess of 16Ne as 24.67 MeV, they predicted that the p+16Ne threshold
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would lie 3.65 MeV below, i.e. Th(p16Ne) = 3.65 MeV. However, using the masses of Ame2003 in
Eq. (5), one obtains a 17Na mass excess of 35.56 MeV. Considering the now-measured 16Ne mass excess
of 23.996 MeV and proton mass excess of 7.288 MeV [5], the Kelson and Garvey formula now gives
Th(p16Ne) = 4.28 MeV. Obviously, these mass formulae are sensitive to the precision of known data.

Antony et al. [4] proposed another mass formula to specify isobaric mass multiplet energies for
A < 40, for which they considered multiplets with T ≤ 2. This formula is also parameter-free, being
based on experimental data. The energy differences (�) between ground states of isobar pairs are approx-
imated. The energy of a generic (less-stable) ground-state nucleus is given with respect to that of a more
stable one, taken as a ‘base’,

� = �(Z,A) = E(Z,A)−E(Zs, A) ; E(Z,A) = MZ,A−ZMH−(A−Z)Mn−0.6Z(Z−1)A
1

3 . (6)

In this formula, Zs is the charge number of the base nucleus, Mn is the mass of the neutron, andMH is
the mass energy of the hydrogen atom. The units are MeV and the last term is an approximation for the
Coulomb energy.

For 17Na, we have two unknowns: the atomic mass and the gap energy. Given the close pairing
of the ground-state energies for nuclei of the same T within an isobar multiplet, and noting that as T
increases, so does the gap between these ground states, we estimate the gap between the T = 5

2
17C and

17Na ground states to be around 1 MeV [3]. Then, since the gap energy between 17C and 17O ground
states is 26.54 MeV, we assume a gap energy for 17Na above 17O of 25.5±1.0 MeV. Thus the atomic
mass of 17Na is estimated as 17.03752 ± 0.00107, which is 3.66 ± 1.0 MeV above the proton-16Ne
threshold.

4 An approach based on nuclear data systematics
Given the lack of accord in the results of the above methods, we developed an experimental guide from
energy systematics in Ref. [3].

Dening two mirror nuclei by X = A
(π=Z)

X(ν=N) and Y = A
(π=N)

Y(ν=Z) , let the energies (in
MeV) of the nucleon plus nucleus thresholds be

Th(nX) = E(n+X)−Eg.s.

[
(A+1)

(π=Z)
X(ν=N+1)

]
, and Th(pY ) = E(p+Y )−Eg.s.

[
(A+1)

(π=Z+1)
W(ν=N)

]
.

(7)
Data for Th(nX) and Th(pY ) from the Ame2003 compilation [5] for all nuclei with known mass

(A) and with core nucleus isospin (T ) less than 3, are shown in Fig. 3. Core nuclei have been grouped
according to isospin. For example, the values for the mirror pair, 13

6C7 − 13
7N6, are formed from the

single, isospin T = 0, core nucleus, 126C6, while those for the mirror pair 135B8 −
13
8O5 have mirror core

nuclei with T = 1, 125B7 and 12
7N5 respectively.

Dening Δ(Th) to be the difference Th(nX) − Th(pY ), the data in Fig. 3 can be recast as in
Fig. 4, the left panel being the full set ofΔ(Th) values (for A ≤ 100), and the right being the light mass
results (A ≤ 20) shown at a larger scale. Therein the curves are theoretical results for T = 0 core nuclei
(N = Z = A

2
) with a proton. They were found from

Δ(Th) =
αZ�c

R
=

197.3269602

137.035999679
Z

1

R
. (8)

where R is as recently dened [9] with the proton radius, rp, added, i.e.

R = c1 A
1

3 + c2 A
−

2

3 + rp. (9)

Using c1 = 0.94 and c2 = 2.81 fm from Ref. [9], and taking the proton radius to be rp = 0.5 fm,
the dashed curve in Fig. 4 was found. Using a radius dened without any proton radius correction
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Fig. 3: Excitation energies of particle-emission thresholds, Th(nX) (lled squares) and Th(pY ) (lled circles).
The connecting lines are simply to guide the eye.

(rp = 0) and making a curve t to the T = 0 data set to determine the coefcients c1 = 1.07585 fm and
c2 = 1.95514 fm, the solid curve is obtained. Both show similar trends.

Examining the data for A = 17, one might expect the difference in the n+16C and p+16Ne thresh-
old energies, relative to the ground states of 17C and 17Na respectively, to be within the range of ∼3.2
to ∼4.8 MeV. Then, as 17Na lies beyond the proton drip-line and the n+16C threshold lies 0.728 MeV
above the 17C ground state, the ground state of 17Na is estimated to be between 2.5 and 4.1 MeV above
the p+16Ne threshold. Taking the line of t into account, this can be summarised as 3.3±0.8 MeV.

The results of all methods outlined above are summarised in Table 2. Excluding the outdated result
of the Kelson and Garvey formula from the 1966, there is clearly little accord between these values, and
the MCAS result is signicantly lower than the others, predicting a large Thomas-Ehrman shift.

Table 2: Predicted ground state energies of 17Na relative to the p+16Ne threshold (in MeV).

Systematics KGold KGnew Antony cluster MCAS
3.3(8) 3.65 4.28 3.66(1.0) 2.4 1.03
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5 Conclusions
An MCAS calculation, a microscopic-cluster calculation, two mass equations, and a novel approach
of systematics all predict different values for the ground-state energy of 17Na relative to the p+16Ne
threshold. If the MCAS result is accurate, it could indicate a large Thomas-Ehrman shift. Thus, a direct
measurement of the 17Na ground state mass would be illuminating.
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Abstract
We discuss a method for treating the general pairing problem in a nite Fermi-
system without violating the particle number conservation. The operator equa-
tions of motion are brought to the form of the recurrence relations with respect
to the particle number. Examples of applications are shown. The results re-
produce the exactly solvable models and consistently display an advantage
compared to the conventional BCS solution. Extensions of the method are
discussed.

1 Introduction
The conventional description of pairing in small systems usually employs the classical BCS [1] approach
used in theory of superconductivity. This approximate solution is highly accurate for large systems and
becomes exact in the asymptotic limit [2]. Following the works [3, 4] the BCS approach and more gen-
eral Hartree-Fock-Bogoliubov method have been widely used in nuclear physics. However, the particle
number non-conservation and the instability of the BCS technique when the pairing is weak relative
to the shell gaps are the major weaknesses of the approach when applied to physics of nuclei. In the
density functional approaches, the problem of restoration of the particle number requires special serious
efforts [5].

Below we present a variational particle conserving approximate solution in the form of a recur-
rence relation with respect to the number of particles N . Each step of the iterative solution is similar
to the one in the BCS approach. For each value of N one is required to solve equations for the energy
gap and chemical potential. The numerical procedure is simple and fast; the standard BCS theory results
from additional approximations. The idea of the method goes back to [6–9]. The approach takes it roots
in the exact operator equations of motion for a collective variable, here the gauge angle conjugate to the
particle number [10]. In discrete space the corresponding equations are of recurrent type.

We start with the brief reminder of the BCS approach and in the derivation maintain the parallel to
the BCS and Hartree-Fock-Bogoliubov (HFB)method. We show that once particle number dependence is
ignored the method reduces to the BCS, in the well known degenerate model the solution coincides with
the exact one. The weak pairing limit is examined in a two-level model where the particle-conserving
solution is compared to the exact one and to the BCS solution; an improvement over the BCS is observed.
Finally, the chain of tin isotopes is presented as a realistic example.

2 Pairing problem in BCS formulation
We use the language of second quantization with a†1 and a1 being creation and annihilation operators for
single-particle orbitals labeled with subscript 1. The pairing Hamiltonian involves interaction of nucleon
pairs on time-conjugated orbitals 1 and 1̃. Here, we limit ourselves to systems with identical nucleons.
The set of three pair operators is dened as p†1 = a†1a

†

1̃
, p1 = a1̃a1 and n1 = (a†1a1 + a†

1̃
a1̃)/2. These

operators form the quasispin algebra [p†1, p2] = 2δ12 p
z
1, p

z
1 = (n1 − 1/2). We assume the following

form of the pairing Hamiltonian:

H = 2
∑

1>0

�1n1 −
∑

1,2>0

G12p
†

1p2. (1)
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This Hamiltonian leaves the unpaired particles untouched, therefore single-occupied pair states are ef-
fectively blocked.

The BCS approach can be formulated with the help of the canonical transformation to new fermionic
operators b†1 and b1, where |u1|2 + |v1|

2 = 1,

b†1 = u∗1a
†

1 − v∗1a1̃ b1 = u1a1 − v1a
†

1̃
. (2)

With respect to time conjugation, u1 = u1̃ and v1 = −v1̃. Non-conservation of the number of particles
requires an introduction of the chemical potential as a Lagrange multiplier, it is also advantageous to
treat the diagonal terms G11 as a part of single-particle energy. Thus,

H � = H − μN = 2
∑

1>0

ε1n1 −
∑

1�=2;1,2>0

G12p
†

1p2,

where ε1 = �1 − μ − G11

2
.Within the BCS approach the Hamiltonian H � is brought to a diagonal form

H � = 2
∑

1>0 e1b
†

1b1. This determines the parameters of the canonical transformation (2),

|u1|
2 =

1

2

(
1 +

�1
e1

)
, |v1|

2 =
1

2

(
1−

�1
e1

)
,

and the quasiparticle energies e1 = +
√
�21 +Δ2

1. The energy gaps Δ1 satisfy the set of non-linear
equations

Δ1 =
∑

2>0

G12u2v2 =
∑

2>0

G12

Δ2

2e2

to be solved together with an equation for the chemical potential that assures a correct average number
of particles N = 2

∑
1>0 |v1|

2.

3 Particle number conserving approach
Below we replace the ground state |BCS� of the BCS approach by a seniority zero ground state |N�

of an even-particle system. The one-quasiparticle states |1� ≡ b†1|BCS� that carry the single-particle
quantum number, 1, should now represent excitations in an odd-mass system |N ± 1; 1�. We introduce
the one-nucleon amplitudes following the analogy to the BCS approach. For BCS, from Eq. (2) we nd
�1|a†1|BCS� = u∗1, �1̃|a1|BCS� = v1; thus for the particle conserving approach we dene

v1(N) ≡ �N − 1; 1̃|a1|N� , u∗1(N) ≡ �N + 1; 1|a†1|N�.

In the particle conserving approach we restrict the admixtures of states by seniority. For example,
the particle number can be evaluated as �N |a†1a1|N� � �N |a†1|N−1, 1̃��N−1, 1̃|a1|N� = v∗1(N)v1(N),
where the transition proceeds via a single intermediate state |N − 1, 1̃�. The consistent application of
these approximations leads to the BCS-like properties

|u1(N)|2 + |v1(N)|2 = 1,

N = �N |
∑

1

a†1a1|N� �
∑

1

|v1(N)|2 = Ω−
∑

1

|u1(N)|2,

and allows for a similar denition of the number-dependent pairing gap

Δ1(N) ≡
1

2
�N + 2|

∑

2

G12p
†

2|N� =
1

2

∑

2

G12 v
∗

2(N + 2)u2(N). (3)
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The transition between adjacent systems is determined by an equation of motion for the one-body
operator

[a1, H] = �1a1 −
1

2

∑

12

G12a
†

1̃
p2 = �1a1 −G11a1 −

1

2

∑

12

G12p2a
†

1̃
.

The matrix element �N − 1; 1̃|[a1, H]|N� of this equation gives

[E(N)− E1(N − 1)− �1] v1(N) + u1(N − 2)Δ∗

1(N − 2) = 0, (4)

where the following approximation is used for decoupling:

�N−1; 1̃|
1

2

∑

12

G12a
†

1̃
p2|N� � �N−1; 1̃|a†

1̃
|N−2��N−2|

1

2

∑

12

G12p2|N� = −u1(N−2)Δ∗

1(N−2)

Analogously, from �N + 1; 1|[H, a†1]|N� it follows:

[E1(N + 1)− E(N)− �1 +G11]u1(N)− v1(N + 2) Δ1(N) = 0. (5)

The set of equations (4) and (5) can be brought to a BCS-like form using the denitions for the
chemical potential μ(N), the quasiparticle energy e1(N), and the relative single-particle energy

E(N + 2) = E(N) + 2μ(N), E1(N + 1) = E(N) + μ(N) + e1(N)−
G11

2
, (6)

ε1(N) = �1 − μ(N)−
G11

2
. (7)

In terms of the new variables we obtain the nal set of equations,

−Δ∗

1(N)u1(N) + [e1(N) + ε1(N)] v1(N + 2) = 0
[e1(N)− ε1(N)] u1(N)−Δ1(N) v1(N + 2) = 0

.

The non-trivial solution for this set of equations is possible when

e21(N) = ε21(N) + Δ2
1(N), (8)

in which case the amplitudes for N and (N + 2)-particle systems are related as

v1(N + 2) =
Δ1(N)u1(N)

e1(N) + ε1(N)
. (9)

The problem is now reduced to theN -dependent BCS theory. Assuming n1(N) = |v1(N)|2 to be given,
the set of gap equations follows from (3) and (9):

Δ1(N) =
1

2

∑

2

G12

Δ2(N)

e2(N) + ε2(N)
[1− n2(N)] . (10)

The occupation numbers for the system of N + 2 particles are dened following (9):

n1(N + 2) =
Δ2

1(N) [1− n1(N)]

[e1(N) + ε1(N)]2
=

e1(N)− ε1(N)

e1(N) + ε1(N)
[1− n1(N)] . (11)

The unknown chemical potential μ(N) in the gap equation (10) is xed to guarantee that
∑

1

n1(N + 2) = N + 2. (12)
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The solution for a given Hamiltonian can proceed in an iterative manner starting from the empty
shell when n1(0) = 0. Alternatively, one can reverse the procedure and start from a fully occupied shell,
n1(Ω) = 1, in which case one could use

Δ1(N) =
1

2

∑

2

G12

Δ2(N)

e2(N)− ε2(N)
n2(N + 2). (13)

Reduction to the standard BCS follows if one assumes that the density change due to an addition of a new
pair into the system is small. Taking n1(N + 2) ≈ n1(N) in Eq. (11) gives n1 = 1

2

(
1− ε1

e1

)
and the

gap equation reduces to the one found in the BCS theory. If the difference of occupancies is non-zero but
small, one can use simple Taylor expansion and recover the so-called moment of inertia for pair rotation
in the gauge angle conjugate to the particle number [10].

By virtue of Eq. (10), the constant pairing strength G12 ≡ G leads to a constant gap, Δ1 ≡ Δ.
For a degenerate model when all single-particle energies are equal, �1 ≡ �, the solution is analytic and
is similar to the BCS case with the subtle difference due to Eq (12): Δ2(N) = G2

4
(Ω − N)(N + 2)

and μ(N) = � − G
4
(Ω − 2N). This result reproduces the exact degenerate model solution, E(N) =

�N − G
4
(N − ν)(Ω −N − ν + 2), valid for both even N with ν = 0 and for odd N + 1 where ν = 1.

0
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0 0.1 0.2 0.3 0.4 0.5

Δ
E
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0
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3

N
2

 EP
 PC

 BCS

Fig. 1: Comparison of the BCS (BCS),
particle-conserving (PC) and exact pairing
(EP) solutions for the half-occupied two level
model N = Ω1 = Ω2 = Ω/2 = 8. The unit
of energy is set by the level spacing between
the two levels. Upper plot: the occupancy of
the upper level N2 as a function of the pair-
ing strength G. Lower plot: the ground state
energy difference of BCS and PC solutions
relative to EP.

In Fig. 1 we examine the particle-number conserving
method in the limit when pairing is weak relative to the shell
gap. We introduce the shell gap using the two-level model.
The most interesting situation occurs when the particle num-
ber is such that the Fermi surface is exactly between the two
levels. The pairing excitations are suppressed by the energy
required to promote particles across the shell gap. Below a
critical value, Gc, of the pairing strength, the BCS theory
does not support a non-zero pairing gap, so that only a triv-
ial solution is possible with all particles occupying the lower
level, N1 = N , and the upper level is empty, N2 = 0. The
number of particle N2 as a function of the pairing strength G
is shown in the upper panel of Fig. 1. Here we solve the pair-
ing problem using three methods: exact (EP), BCS (BCS),
and with iterative particle conserving (PC). The BCS theory
(blue dotted line) produces a non-zero gap and N2 �= 0 only
if G > Gc = 1/Ω. In the PC method (red dot-dot-dashed
line) and in the exact solution (black solid line) virtual pair
excitations contribute at an arbitrary small pairing strength,
thus the pairing phase extends continuously into a region of
weak pairing (no sharp phase transition). The ground state
energy deviation between the approximate methods of BCS
and PC and an exact solution is shown in the lower plot of
Fig. 1.

In Fig. 2 we demonstrate a realistic application.
Here we consider a chain of 100−132Sn isotopes in the va-
lence space that includes ve single-particle orbitals. Single-
particle energies and pairing matrix elements are taken from
the G-matrix calculations [11], the numerical values of the

parameters are listed in Table 1 of Ref. [12]. We compare the solutions using the present particle con-
serving method (PC) with the BCS approach (BCS). In Fig. 3 the ground state energy difference relative
to the exact eigenvalue from diagonalization is shown as a function of the mass number. While the PC
approach is still an approximation it clearly represents an improvement over BCS.
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Fig. 2: The chain of 100−132Sn isotopes
with the realistic (non-constantG) pairing
Hamiltonian. The ground state energy dif-
ference of BCS and PC solutions relative
to EP is shown as a function of the mass
number.

4 PC-HFB
An interesting feature of the particle-number conserving approach is its density-dependent nature. A
nucleon pair can be added to a system which is described by a certain density prole. Thus, the ap-
proach does not have to start from the spherical closed shell. The density of a new, enlarged system, is
determined by Eq. (12), however other components of the interaction can be included at that time.

Below we outline the generalized procedure of the iterative particle-conserving HFBmethod. Here
the equations of motion include the pairing and normal densities leading to a generalized iterative proce-
dure. We extend our Hamiltonian by including all other interactions,

V =
1

4

∑

1234

V12;34a
†

1a
†

2a4a3.

The generalized Bogoliubov transformation denes the following matrices

v12(N) = �N − 1; 1̃|a2|N� , u12(N) = �N + 1; 1|a†2|N�.

The operator equation of motion contains now

[a1, V ] =
∑

2

W12{R̂}a2 =
∑

2

a2 W12{1+ R̂}, (14)

whereW12 is a linear functional of the generalized density matrix operator R̂21 = a†1a2,

W12{R̂} =
1

2

∑

34

V13;24R̂43 =
1

2

∑

34

V13;24a
†

3a4.

Note thatW †

12{R̂} = W21{R̂}. In the rst term of (14),W acts on the identity matrix and the result is a
c-number matrix renormalizing the one-body part of the Hamiltonian,W12{1} ≡ 1

2

∑
3 V13;23.

Similar to the previous section, we describe the paired state with the density matrix given as an
expectation value �N |R̂21|N� =

∑
3 v

∗

31v32 ≡ (vT v∗)21 ≡ R21(N). This c-number matrix we denote
asR(N). Including pairing forces and evaluating the full commutator,

[a1, H] = �1a1 −
1

2

∑

12

G12a
†

1̃
p2 +

∑

2

a2W12{1+ R̂},

in the matrix element �N − 1; 3̃|[a1, H]|N�, we obtain

[E(N)− E3(N − 1)− �1] v31(N)−
∑

2

W12 {1+R(N)} v32(N) + u31(N − 2)Δ∗

1(N − 2) = 0.

As before, the Hermitian conjugate equation of motion can be used to construct the second equation
resulting in the nal set of matrix equations
[
e3(N) + ε1(N) +

G11 −G33

2

]
v31(N+2)+

∑

2

W12 {1+R(N + 2)} v32(N+2)−u31(N)Δ∗

1(N) = 0,
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[
e3(N)− ε1(N) +

G11 −G33

2

]
u31(N) +

∑

2

W21 {R(N)} u32(N)− v31(N + 2) Δ1(N) = 0.

These equations still couple the matrix densities v(N + 2) and u(N), because matrices u and v are
subjects to constraints that retain the Bogoliubov transformation as canonical. In the absence of pairing,
or in the limit of V = 0, these equations reduce to the HF equations and to the PC equations discussed
above, respectively.

5 Conclusions
This short presentation is a continuation of our efforts in Refs. [12] and [13]; here we present a particle-
number conserving method intended to deal with the problem of pairing in nite systems. The method is
an extension of a conventional BCS approach, and represents a recursive solution of BCS-like equations
for the energy gap and the chemical potential as functions of the total particle number. The results are
in a better agreement with the exact solutions in all considered cases. The method appears to provide a
better treatment of superconducting state when pairing is weak.

The appealing merits of the new technique are in its relative computational simplicity and broad
applicability. There is no restrictions for the type of the single-particle spectrum or pairing matrix el-
ements; extension to other pairing modes or/and introduction of time reversal non-invariant forces is
also possible. As demonstrated, the method can be incorporated in the self-consistent scheme of the
HFB approach taking into account on equal footing non-pairing components of the residual interaction.
We expect the importance of exact particle number conservation to increase for the description of soft
nuclei where the static mean eld is unstable, in the cases where nuclear spectra reveal a stronger N -
dependence, or near nuclear drip-lines. Next steps beyond the present approximation should include the
intermediate states of higher seniority.

This work is supported by the DOE grant DE-FG02-92ER40750 and by the NSF grant PHY-
1068217.
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Abstract
We examine the properties of hot nuclei within the context of the statistical
multifragmentation model. We then relax the simultaneous emission hypothe-
sis of the model to permit the calculation of partial widths and lifetimes. The
model that results is essentially a compound nucleus evaporation one in which
the time between successive evaporations is so short that they can be consid-
ered to be almost simultaneous. However, the compound nucleus in this case
is not the usual low-energy one, but a greatly expanded one, roughly consistent
in size with the multifragmentation breakup volume.

1 Introduction
The statistical multifragmentation model [1–5] assumes that a large fraction of excited compound nuclei
desintegrate almost simultaneously into a number of small and intermediate mass fragments. The re-
maining fraction of compound nuclei, as well as the primary products of the multifragmentation, decay
by emission of small or intermediate mass fragments or by ssion. A drawback to the model is that it
contains no lifetimes or partial widths that would permit comparison of the different decay modes. Here,
we begin by examining the properties of hot nuclei in the context of the multifragmentation model. We
then relax the simultaneous emission hypothesis of the model and extend it to include uxes, which then
permits the calculation of partial widths and lifetimes. The resulting model is essentially a compound
nucleus evaporation one in which the time between successive evaporations is so short that they can be
considered to be almost simultaneous. Such a model was considered long ago by Moretto and collab-
orators as an alternative to multifragmentation [6]. However, in our case the highly excited compound
nucleus differs from the usual low-energy case in that it is greatly expanded, roughly consistent in size
with the multifragmentation breakup volume.

2 The hot compound nucleus
A hot compound nucleus is a difcult object to study, both experimentally and theoretically as, at all but
the lowest excitation energies, it decays extremely quickly. Experimentally, we must infer its character-
istics through its decay. Theoretical studies of its structure are dubious due to the fact that it is not the
stable long-lived object that theory must assume it to be to carry out such studies. With this proviso in
mind, we have attempted to gain a better understanding of hot compound nuclei using two self-consistent
temperature-dependent mean-eld approaches [7].

In the rst of these, which we denote as BS (bound states), we perform self-consistent relativistic
Hartree calculations using a grand canonical ensemble of bound neutron states and proton states below
the Coulomb barrier. As the temperature increases, the nucleus grows in size, as shown in Figure 1
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for the case of 58Ni. Unbound states can become bound as the size of the nuclear well increases with
temperature and calculation of the nuclear mean eld can be extended to arbitrarily high temperatures.

Fig. 1: Nuclear density of 58Ni for two parameterizations of the relativistic mean eld as a function of temperature
including only bound nucleon states.

In the second approach we apply the method of Bonche, Levit and Vautherin [8, 9], which we
denote by BLV, to self-consistent relativistic Hartree and nonrelativistic Thomas-Fermi calculations using
the grand canonical ensembles of a nucleus+gas minus the background gas. This formalism includes
bound states and single-particle resonances. We have performed self-consistent calculations in both the
BS and BLV formalisms in the relativistic mean eld approximation using the NL3 [10] and DDME1 [11]
interactions. Again, as the temperature increases, the nucleus grows in size, as shown in Figure 2 for the
case of 58Ni. Here the background gas density increases with temperature until the nucleus melts into
the gas and disappears.

Fig. 2: Nuclear density of 58Ni for two parameterizations of the relativistic mean eld as a function of temperature
in the formalism of Bonche, Levit and Vautherin [8, 9]

In the non-relativistic Thomas-Fermi approach, we have performed calculations of the BLV for-
malism using the Bsk14 [12] and NRAPR [13] Skyrme interactions. The BLV calculations were per-
formed at integer values of T and stop at the last value at which they converged. In Figure 3, we show
the rms radius of 58Ni as a function of the temperature for all calculations. The rms radii of the relativis-
tic and nonrelativistic calculations using the BLV formalism behave similarly, increasing slowly at low
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temperatures and then diverging as they reach their limiting temperatures, which vary between 9 and 11
MeV in this case. The rms radii of the BS calculations grow more quickly at low temperature but do not
diverge.

Fig. 3: Radius of the 58Ni nucleus as a function of the temperature of the relativistic and nonrelativistic mean eld
calculations described in the text.

Turning now to the statistical multifragmentation model, we rst note that it is usually assumed to
apply at temperatures above about 4 MeV. The nuclear volume is taken to be from 2 to 3 (or more) times
the cold nuclear volume. Here, these values of the volume correspond to rms radii of the order of 4.6
to 5.3 fm and to values of the temperature above 8 MeV. Such values of the radius are indeed reached
close to the temperature at which the nucleus disappears in the BLV approach. However, the BLV and
BS approaches suggest that the nuclear volume would be at most about 25% larger than the cold volume
at 4 MeV.

3 Decay rates in the statistical multifragmentation model
In a recent paper [14], we have shown that the density of states of a conguration of n fragments in the
statistical multifragmentation model can be written as the following generalized Fermi breakup phase-
space integral,

ωn (ε0) =

k�

l=1

1

Nl!

�
V

(2π�)3

�n−1 ˆ n�

j=1

d3pj δ

⎛

⎝
n�

j=1

�pj

⎞

⎠ (1)

×

ˆ n�

j=1

(ωbj (εj) dεj) δ

⎛

⎝ε0 −B0 − Ec0 −
n�

j=1

�
p2j
2mj

+ εj −Bj − Ecj

�⎞

⎠ ,

where the sums and products j = 1, . . . , n run over all fragments of the breakup mode, while the sum
l = 1, . . . , k runs over the distinct noninteracting fragments and takes into account their multiplicities.
Conservation of nucleon number and of charge require that

A0 =
n�

j=1

Aj =
k�

l=1

Nl Al and Z0 =
n�

j=1

Zj =
k�

l=1

Nl Zl , (2)

where Zj and Aj are the charge and mass number, respectively, of fragment j. The excitation energy of
the decaying nucleus is denoted by ε0, while B0 is its binding energy and Ec0 is a term associated with

259

287Compound nucleus decay: sequential evaporation vs. statistical multifragmentation



the Wigner-Seitz correction to the Coulomb energy of the system. V is the nuclear volume and is usually
dened as

V = (1 + χ)V0 , (3)

where V0 is the ground state volume of the decaying nucleus and the expansion factor χ is usually taken
to be χ = 1. The excitation energy of fragment j is denoted by εj , with ωbj (εj) its density of quasi-
bound states and Bj its ground-state binding energy, while the Ecj represent the remaining Wigner-Seitz
corrections to the Coulomb energy, taken to be

Ecj =
CCoul

(1 + χ)1/3
Z2
j

A
1/3
j

. (4)

For a particle with no excited states, we have ωbj (εj) = gjδ (εj), where gj is the particle spin multiplic-
ity.

We emphasize that the density ωbj (εj) should contain only quasi-bound states, to avoid the dou-
ble counting of congurations in which the fragment j is separated into smaller fragments. When the
excitation energy εj of fragment j is extremely high, it is thus possible that the density corresponding to
the fragment will be zero, due to the inexistence of quasi-bound states at the given energy. At sufciently
low excitation energy, when

ε0 < B0 + Ec0 −

n∑

j=1

(Bj + Ecj) ,

the density of states of a conguration will also be zero. The total density of states of the Z0, A0 system
with excitation energy ε0, ω(ε0, Z0, A0), is obtained by summing the densities corresponding to all
possible congurations of all numbers of fragments,

ω (ε0, Ztot, Atot) = ωb1 (ε0) +
∑

f

ωf2 (ε0) +
∑

f

ωf3 (ε0) + . . . . (5)

If the correct continuum interactions among the fragments in each conguration were included, this
sum would describe the exact density of states. However, as the bound fragments in each conguration
dened in Eq. 1 do not interact, it is only an approximation to this density.

The fragments of a multifragmentation reaction are usually considered to be produced simulta-
neously. Here we wish to reconsider the physical signicance of such a claim. 1) It could simply be a
reiteration of the assumption that the fragments in the initial multi-fragmentation volume are not interact-
ing. If this is the case, the question of how they formed continues unanswered. We could then consider
looking back to an earlier stage of the reaction to analyze the fragment formation in more detail. 2)
It could be the assumption that all fragments leave the initial interaction volume simultaneously. For
the case of two fragments, where only one separation is necessary, this seems quite reasonable. Simul-
taneous separation of a nucleus into three or more fragments would seem to be extremely improbably
however, as it would require that two or more independent events (the separations) occur at exactly the
same instant.

As neither of the two possibilities is very satisfying from a physical point of view, let us assume
instead that fragment emission can be almost simultaneous. This would seem to be a reasonable assump-
tion in the case of any two distinct but closely occurring events. In this case, we can arrange the n initial
fragments into two larger fragments, n1 + n2 = n, that are the rst to separate beyond the range of the
nuclear interaction. We can write the corresponding n-fragment density of states of Eq. 1 in terms of the
n1- and n2-fragment densities of states, as in Eq. 1, and their momenta, �p1 and �p2, as

ωfn (ε0) =
V

(2π�)3

ˆ
d3p1 d

3p2 δ (�p1 + �p2)

ˆ
ωf1n1

(ε1)ωf2n2
(ε2) dε1dε2 (6)
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×δ

⎛

⎝ε0 −B0 − Ec0 −

2�

j=1

�
p2j
2mj

+ εj −Bj − Ecj

�⎞

⎠ .

The SMM furnishes no estimate of the rate at which the fragmentation occurs. We can estimate a
decay rate as the rate at which the two fragments separate beyond a given distance R, which we can ap-
proximate as the range of nuclear interaction between the fragments [15]. We rst reduce the momentum
integrals in the expression for the density of states, Eq. 6, to a single integral over the relative momentum
and then rewrite this expression in terms of the relative momentum and separation of the two fragments,

ωfn (ε0) =
1

(2π�)3

ˆ
d3p d3r

ˆ
ωf1n1

(ε1)ωf2n2
(ε2) dε1dε2

×δ

⎛

⎝ε0 −B0 − Ec0 −
p2

2μ
−

2�

j=1

(εj −Bj − Ecj)

⎞

⎠ .

We then write the decay rate for the partition as

−
d

dt
ωfn (ε0)→f1n1f2n2

=
1

(2π�)3

ˆ
d3p d3r

r̂ · �p

μ
θ (r̂ · �p) δ (r −R) (7)

×

ˆ
ωf1n1

(ε1)ωf2n2
(ε2) dε1dε2

×δ

⎛

⎝ε0 −B0 − Ec0 −
p2

2μ
−

2�

j=1

(εj −Bj −Ecj)

⎞

⎠ .

We now wish to take into account all partitions whose rst separation yields Z1, A1 and Z2, A2.
Looking in turn at each of the congurations that furnish Z1, A1, we nd that their sum is the total
density ωtot (ε1, Z1, A1). This sum multiplies each of the partitions that furnish Z2, A2, which, in their
turn, can be summed to yield ωtot (ε2, Z2, A2). The summed contributions of these partitions is then the
contribution to the decay rate of the total density ωtot (ε0, Ztot, Atot) into fragments Z1, A1 and Z2, A2,

−
d

dt
ωtot (ε0, Ztot, Atot)→Z1A1,Z2A2

=
1

(2π�)3

ˆ
d3p d3r

r̂ · �p

μ
θ (r̂ · �p) δ (r −R) (8)

×

ˆ
ωtot (ε1, Z1, A1)ωtot (ε2, Z2, A2) dε1dε2

×δ

⎛

⎝ε0 −B0 − Ec0 −
p2

2μ
−

2�

j=1

(εj −Bj −Ecj)

⎞

⎠ .

We can simplify the partial decay rate by integrating,

1

(2π�)3

ˆ
d3p d3r

r̂ · �p

μ
θ (r̂ · �p) δ (r −R) →

1

2π�

ˆ
dep

2μep
π�2

πR2 θ (ep) . (9)

Dening the Q-value of the two-body reaction and an effective barrier in terms of the Coulomb
energies,

Q = B0 −B1 −B2 and Vc = Ec0 − Ec1 − Ec2, (10)
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as well as the asymptotic kinetic energy e, in terms of the kinetic energy immediately after separation ep
and the additional energy due to the posterior Coulomb acceleration Vc,

e = ep + Vc =
p2

2μ
+ Vc , (11)

the decay rate becomes

−2π�
d

dt
ωtot (ε0, Ztot, Atot)→Z1A1,Z2A2

=

ˆ
∞

0

de
2μe

π�2
πR2 (1− Vc/e) θ (e− Vc) (12)

×

ˆ
ωtot (ε1, Z1, A1)ωtot (ε2, Z2, A2) dε1dε2

×δ (ε0 −Q− e− ε1 − ε2) .

This expression look remarkably like the Weisskopf approximation to the compound nucleus de-
cay rate [16], if we make the common association with the absoprtion cross section,

πR2 (1− Vc/e) θ (e− Vc) → σabs,Z1A1+Z2A2
(e) . (13)

We can thus estimate the partial decay widths for quasi-simultaneous fragment separations just as
we would for normal sequential emission,

2π ΓZtotAtot→Z1A1,Z2A2
ωtot (ε0, Ztot, Atot) =

ˆ
de

2μe

π�2
σabs,Z1A1+Z2A2

(e) (14)

×

ˆ
ωtot (ε1, Z1, A1)ωtot (ε2, Z2, A2) dε1dε2

×δ (ε0 −Q− e− ε1 − ε2) ,

with the total decay width determined by summing over all possible two-body separations,

2π ΓZtotAtot
ωtot (ε0, Ztot, Atot) =

∑

Z2≤Z1,A2≤A1

2π ΓZtotAtot→Z1A1,Z2A2
ωtot (ε0, Ztot, Atot) . (15)

According to the statistical multifragmentation model and to our study of hot nuclei, the radius of
the fragmenting nucleus is larger than that of a cold nucleus. We would expect the effective barrier to
be proportionally lower. Secondary and further separations could be calculated in the same manner as
we have calculated the rst separation. In general, spectra, angular distributions and correlations must
be calculated with more care at high temperatures, where the proximity of different fragments must be
taken into account.

We illustrate this with the reaction 12C + 48Ca → 60Fe → 11B + 49Sc at an initial excitation
energy of 250 MeV. Using the Weisskopf approximation, we nd the total decay width of either of the
fragments to be Γ ≈ 8 MeV, which furnishes a lifetime of τ ≈ 24 fm/c. From the relative velocity of the
two fragments,

ep =
μ

2
v2 ≈ 2T ≈ 9.4MeV,

we nd β ≈0.05 and a distance between the two fragments at the time of the second emission of ΔR ≈
1.2 fm. If the secondary emission were to be of a charged particle as well, the subsequent Coulomb re-
pulsion among the three (or more) fragments could have important effects on their asymptotic properties.
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W. Gawlikowicz considered the effects of proximity on fragment emission already some time
ago [17]. Using the GEMINI Monte Carlo statistical emission code [18], he integrated the Coulomb
trajectories of the fragments after their emission and compared these results to those of calculations as-
suming the asymptotic energies and angles upon emission. He found narrower spectra for intermediate
mass fragments, due to repulsion from a more extended system, and larger correlations of low interme-
diate mass fragments at low relative velocity, due to their relative repulsion.

4 Conclusions
When the statistical multifragmentation model’s assumption of simultaneous emission is replaced by
one of quasi-simultaneity, we nd that multifragmentation can be described by expressions very similar
to those of sequential emission. Such a description of multifragmentation was proposed long ago by
Moretto and collaborators [6].

We expect the effective cross sections and barriers for emission from very hot nuclei to be different
from those of cold nuclei. More theoretical work and more precise experimental studies are needed to
better determine these.

Due to the proximity of the fragments of quasi-simultaneous emissions, the usual Weiskopf-Ewing
or Hauser-Feshbach formalisms cannot be used to calculate spectra and/or angular distributions and
correlations, although they might sufce for calculating production cross sections. At present, Monte
Carlo decay calculations seem to be the most efcient way to take into account correctly all of the
characteristics of quasi-simultaneous decay.

However, it is still not clear to what extent the statistical multifragmentation model describes the
physical process of multifragmentation. Lower effective intermediate mass fragment emission barriers
seem to be needed for heavy-ion collisions than for spallation reactions [19]. This could be due to angular
momentum effects not taken into account in the Weisskopf-type formalism used to describe intermediate
mass fragment emission in GEMINI. However, it might also be the effect of collective expansion after
compression suffered in the heavy-ion collision.

In closing, we note that the arguments we have given here can be be extended to include angular
momentum conservation.

Acknowledgements
We acknowledge partial support from the CNPq, CAPES, FAPERJ, FAPESP, the PRONEX program,
under contract No E-26/171.528/2006, and the International Atomic Energy Agency, under research
contract No. 14568.

References
[1] J. P. Bondorf, R. Donangelo, I. N. Mishustin, C. J. Pethick, H. Schulz and, K. Sneppen, Nucl Phys.

A443 (1985) 321.
[2] J. Bondorf, R. Donangelo, I.N. Mishustin, H. Schulz, Nucl. Phys. A444 (1985) 460.
[3] H. W. Barz, J. P. Bondorf, R. Donangelo, I. N. Mishustin, H. Schulz, Nucl. Phys. A448 (1986) 753.
[4] A. S. Botvina, A. S. Iljinov, I. N. Mishustin, J. P. Bondorf, R. Donangelo, K. Sneppen, Nucl. Phys.

A475 (1987) 663.
[5] J. P. Bondorf, A. S. Botvina, A. S. Iljinov, I. N. Mishustin, K. Sneppen, Phys. Rep. 257 (1995) 133.
[6] L. G. Moretto, R. Ghetti, L. Phair, K. Tso, and G. J. Wozniak, Phys. Rep. 287 (1997) 249.
[7] F. T. Dalmolin, M. Dutra, B. V. Carlson, R. Donangelo, S. R. Souza, EPJ Web of Conferences 21

(2012) 10003.
[8] P. Bonche, S. Levit and D. Vautherin, Nuclear Physics A427 (1984) 278.

263

291Compound nucleus decay: sequential evaporation vs. statistical multifragmentation



[9] P. Bonche, S. Levit and D. Vautherin, Nucl. Phys. A436 (1985) 265.
[10] G. A. Lalazissis, J. König and P. Ring, Phys. Rev. C 55 (1997) 540.
[11] T. Niksic, D. Vretenar, P. Finelli, and P. Ring, Phys. Rev. C 66 (2002) 024306.
[12] S. Goriely, M. Samyn, and J. Pearson, Phys. Rev. C 75 (2007) 064312.
[13] A. W. Steiner, M. Prakash, J. M. Lattimer, and P. J. Ellis, Phys. Rep. 411 (2005) 325.
[14] B. V. Carlson, R. Donangelo, S. R. Souza, W. G. Lynch, A. W. Steiner, M. B. Tsang, Nucl. Phys.

A876 (2012) 77.
[15] W. A. Friedman and W. G. Lynch, Phys. Rev. C 28 (1983) 16.
[16] V. F. Weisskopf and D. H. Ewing, Phys. Rev. 57 (1940) 472.
[17] W. Gawlikowicz, Acta. Phys. Pol. B 28 (1997) 1687.
[18] R. J. Charity, M. A. McMahan, G. J. Wozniak, R. J. McDonald, L. G. Moretto, D. G. Sarantites, L.

G. Sobotka, G. Guarino, A. Panteleo, L. Fiore, A. Gobbi, and K. Hildenbrand, Nucl. Phys. A483
(1988) 371.

[19] D. Mancusi, J. Cugnon, A. Boudard, J.-C. David, S. Leray, R. J. Charity, A. Kelíc-Heil, M. V.
Ricciardi, Journal of the Korean Physical Society 59 (2011) 943.

264

292 B. Carlson et al.



Hauser Feshbach Calculations in Deformed Nuclei

S. M. Grimes
Ohio University
Athens, Ohio 45701

Abstract
Hauser Feshbach calculations for deformed nuclei are typically done with level
densities appropriate for deformed nuclei but with Hauser Feshbach codes
which enforce spherical symmetry by not including K as a parameter in the
decay sums. A code has been written which does allow the fullK dependence
to be included. Calculations with the code have been compared with those
from a conventional Hauser Feshbach code. The evaporation portion (contin-
uum) is only slightly affected by this change but the cross sections to individ-
ual (resolved) levels are changed substantially. It is found that cross sections
to neighboring levels with the same J but differing K are not the same. The
predicted consequences ofK mixing will also be discussed.

1 Introduction
Calculation of spectra and cross sections for reactions proceeding under the condition that the Bohr
independence hypothesis is valid were rst made by Weisskopf [1, 2]. Hauser and Feshbach [3] and
Wolfenstein [4] then modied the formalism to allow for the possibility that the independence hypothesis
applies separately to states of given J and π, i.e., the branching may be different for states of large J
than those of small J .

In 1972, a revision to the Hauser-Feshbach formalism was proposed [5]. For nuclei withA >∼ 40,
proton bombardment can produce compound states of two different isospin values (assuming N > Z),
while alpha bombardment of a target chosen to produce the same compound nucleus only produces one
value. Thus, one might expect different proton to alpha branching ratios for compound nuclei formed by
alpha bombardment than by proton bombardment. A slight enhancement in the proton to alpha decay
ratios for proton bombardment is predicted by the traditional Hauser Feshbach formalism (∼ 15%) be-
cause of the different spin distribution in the two entrance channels, but the experimental measurements
showed a 40% to 50% enhancement.

If one uses a Hauser Feshbach code which includes isospin [5], the factor increases to 60% to
65%. By invoking isospin mixing, one can infer that letting the upper isospin states mix into lower
isospin states before decay ∼ 50% of the time reproduces the experimental result [6]. It was later shown
that isospin effects could be seen in alpha- and neutron-induced reactions as well [7].

There is a possibility that the situation is similar for deformed nuclei. Use of a conventional Hauser
Feshbach code for calculations in deformed nuclei is forcing the decay of the compound nucleus to be
independent of K, the angular momentum projection on the symmetry axis.

2 Development of a Hauser Feshbach Code IncludingK
It is obvious that the possible effects of K on branching ratios can only be investigated with a new
formulation of the Hauser-Feshbach equation. In this case, the cross section will be

σab =
πλ2

(2I1 + 1)(2I2 + 1)

∑

J1K1π

τaτb∑
c τc

. (1)

Here, λ is the reduced wavelength of the particle in the entrance channel, I1 is the projectile spin and
I2 is the target spin. Each τ is the appropriate transmission coefcient multiplied by the square of the
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appropriate Clebsh-Gordan coefcient to couple to J andK. The sum in the denominator is over all exit
channels, outgoing energies and nal J ′ andK ′ values coupled to the J andK of the compound nucleus.
The formalism is entirely parallel to that introduced for isospin in Reference [5]. In that case, the Clebsh-
Gordan coefcients are for coupling to a particular Tz(= (N − Z)/2) and T = Tz or T = Tz + 1. For
the deformed case, the coupling is to J and particular values ofK ≤ J .

It turns out that an important difference between the isospin case and the deformed case is that the
deformed case seems to have small effects on the continuum. On the other hand, there are substantial
effects on the relative cross sections to resolved nal states.

It was originally anticipated that introduction of K in the formalism would lead to differences in
the population of nal states with the same J and different K values. Some differences of this type are
observed but they might be expected to be erased if K mixing is large. This would be analogous to that
situation for isospin.

There is a more profound effect which is present even if K mixing is large. A level in a spherical
basis is 2J + 1 degenerate, since each of the states with −J ≤ Jz ≤ J has the same energy. This results
in compound nuclear cross sections that are approximately proportional to 2J + 1 if J (the spin of the
level) is comparable to or less than the spin cutoff parameter, σ. For a deformed nucleus, this degeneracy
is changed. A level of spin J is now split into J + 1 levels (even A) or J + 1/2 levels (odd A). Each
level has a degeneracy of 2 unless the spin projection K is zero, in which case the degeneracy is one [8].

The consequence of this change is that the cross sections calculated in a deformed basis have a
tendency to vary less rapidly with J than those for a spherical Hauser Feshbach calculation. The use of
a standard Hauser Feshbach code even with the deformed levels included in the level density forces a
spherical symmetry on the calculations.

3 Calculations
A new Hauser Feshbach code [9] has been written which includes a sum over K as well as J and π
and also includes the Clebsh-Gordan coefcients as described in Section 2. The code, because of the
inclusion of the sums over K, is approximately eight to ten times slower in execution that a comparable
spherical Hauser Feshbach code [10, 11]. The code can make calculations in hybrid situations, e.e., one
in which some residual nuclei are deformed and others are spherical. Finally, the code can be run with
complete K conservation or with fractions of mixing before decay between 0 and 1.

Calculations were done for neutrons incident on 168Er at energies of 1, 2, 4 and 6 MeV. For the
three highest energies, the decay was predominately to the continuum. The shape and magnitude of the
continuum were only slightly changed between calculations with HF2002 (spherical) and HF2012 (de-
formed). In each case the level densities used were those appropriate for deformed nuclei, i.e., rotational
bands were included.

The results at all the bombarding energies were similar for the cross sections to resolved nal
states.

1. The removal of the (2J + 1) degeneracy made the cross sections increase for low J and decrease
for high J when using the deformed Hauser Feshbach code. This conclusion was not changed
when K mixing was introduced. This conclusion was valid in each exit channel (α, p, n).

2. The remaining degeneracy difference is between K = 0 and K �= 0 states. This results in a
enhancement of K �= 0 compared to K = 0 levels of the same J . The degeneracy difference is a
factor of two. The observed factor is slightly larger than a factor of two with no mixing. As the K
mixing increases, the factor approached two. Thus, theK mixing does not remove the dependence
of cross sections onK as well as J . For residual nuclei with even A, the dependence onK is weak
if K �= 0, but the states of given J with K �= 0 are approximately twice as large as those with the
same J and K = 0. Residual nuclei with odd A have no levels withK = 0; hence, all levels have
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Table 1: Low-lying states in 168Er

State Ex J K π
1 0.0 0 0 +
2 0.08 2 0 +
3 0.264 4 0 +
4 0.549 6 0 +
5 0.862 2 2 +
6 0.895 3 2 +
7 0.93 8 0 +
8 0.99 4 2 +
9 1.12 5 2 +
10 1.13 4 4 -
11 1.19 5 4 -
12 1.22 0 0 +
13 1.26 6 2 +
14 1.26 2 0 +
15 1.31 6 4 -

double degeneracy and the K dependence is very small. In both cases, the difference between no
K mixing and complete K mixing is typically no more than 10%.

Table 1 lists the J , K, and π values for the lowest fteen levels of 168Er. In Table 2, the cross
sections for neutron scattering at 2 MeV from 168Er are presented for a Hauser Feshbach code based
on spherical symmetry [10,11] (a conventional Hauser Feshbach code) and the cross sections calculated
with a deformed Hauser Feshbach code [9]. In each case, the cross sections are presented as ratios to the
calculated elastic cross section. This cross section is about 100% larger for the deformed calculations.
All input parameters are identical for the two calculations. Nate the strong tendency in the cross sections
calculated with the deformed code to enhance the relative cross sections for low J and reduce the cross
sections for high J . There is also a tendency for states with the same J but different K to be larger for
K �= 0.

Table 3 presents the same results for 6 MeV neutrons. At this energy, the substantial inhibition of
the population of states with J ≥ 6 is largely removed. However, the tendency to reduce cross sections at
high J is still observed. Note that for the spherical calculations eight of the cross sections are larger than
the elastic; for the deformed calculation, only one cross section is larger than the elastic. Also, note that
the spherical calculation predicts very similar cross sections for levels 3, 8 and 10. This is not surprising,
since each level has J = 4. Since the K values differ, it is also not surprising that the deformed Hauser
Feshbach predicts substantially different cross sections for the three states. The results quoted in Table 2
and Table 3 are for no mixing ofK values. If one invokes complete K mixing, the trio of states 3, 8 and
10 move towards the asymptotic limit of twice as much cross sections for states 8 and 10 as for 3. Thus,
state 8 has a virtually unchanged cross section, while the cross section for state 3 goes up about 12% and
that for state 10 goes down 8%.

As has been previously noted, the continuum is virtually unchanged in moving to a deformed
calculation. Both the cross section and average energy change by less than 5% for neutrons, protons and
alpha particles. There are some higher order changes, however. The average J value of states populated
in the continuum goes down about 15% in going to the deformed calculation and the average K value
increases. These changes could potentially modify (n,2n) cross sections near threshold.
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Table 2: Cross sections for scattering of 2 MeV neutrons from 168Er (normalized to ground state cross section).

Conventional HF Deformed HF
Level Cross Section Cross Section
1 1.0 1.0
2 1.84 0.39
3 0.28 0.04
4 10−9 7× 10−9

5 1.66 0.78
6 0.86 0.31
7 8× 10−10 5× 10−9

8 0.25 0.08
9 0.08 0.02
10 0.25 0.10
11 4× 10−6 9× 10−6

12 0.89 0.90
13 2.5 × 10−9 8× 10−9

14 1.56 0.33
15 1.4 × 10−6 2.8× 10−6

Table 3: Cross sections for scattering of 6 MeV neutrons from 168Er (normalized to ground state cross section).

Conventional HF Deformed HF
Level Cross Section Cross Section
1 1.00 1.00
2 3.04 0.63
3 1.89 0.24
4 0.49 0.05
5 2.93 1.35
6 2.64 0.90
7 0.043 0.004
8 1.85 0.52
9 1.04 0.253
10 1.71 0.64
11 0.95 0.3
12 0.97 0.96
13 0.47 0.104
14 2.66 0.60
15 0.42 0.12

4 Summary
A new Hauser Feshbach code has been developed which includesK as a quantum number in calculating
decay of the compound nucleus. Very small effects are found for the continuum. Cross sections for the
population of resolved nal levels are frequently changed by 40% or more. A systematic tendency is
found such that cross sections for levels of large J are reduced and cross sections for low J states are
enhanced. Cross sections for K = 0 states are reduced relative to those of states of the same J with
K > 0.
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Level density for large number of particle-hole states
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Nuclear spectroscopy using intense high-energy laser beams with ultrashort pulses has become a
realistic possibility [1]. This fact calls for a theoretical exploration of the expected nuclear excitation
processes. In the course of such investigations [2] the need arises to determine the nuclear level density
at high excitation energy (≈ several 100 MeV) and large particle-hole numbers (several units of ten).
The results available in the literature [3] are essentially conned to small particle-hole numbers and/or
to the vicinity of the Fermi surface and cannot be extended easily into the domain of interest. We use an
independent-particle model with equidistant level spacing d and nite binding energies for particles and
holes. In this model, the nucleon binding energy B = bd and the total energy Ep = �pd of particles are
given by integers b and �p. Then, the level density for p particles can be written as

ωb(p,� p) =
∑

1≤n1<...<np≤b

δn1+n2+...+np,�p (1)

and correspondingly for holes and for the combined particle-hole density. We deal with a combinatorial
problem involving very large numbers. A combination of analytical and numerical methods is used to
develop approximate level density formulas that are valid for excitation energies of several 100 MeV
and for tens of particles and holes and that yield the characteristic dependence of these functions on the
variables p, �p, h (number of holes), �h and the total energy �.
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Abstract
The one-quadrupole phonon excitation of mixed symmetry, the 2+1,ms state, is a
fundamental building block of nuclear structure. This article gives a summary
of our recent experimental research on this excitation mode in the A = 90 and
A = 130 mass regions.

1 Introduction
The nuclear proton-neutron degree of freedom and its fundamental impact on nuclear structure represents
one of the central aspects of nuclear structure physics. The evolution of nuclear shells as a function of
proton and neutron numbers sets the conditions for the emergence of excited nuclear quantum states with
wave functions that include many proton excitations and neutron excitations within the valence shell that
collectively couple in phase. This in-phase coupling of proton and neutron valence-shell excitations
simultaneously leads to the occurrence of orthogonal nuclear valence-shell excitations with partial out-
of-phase coupling of proton and neutron components. These states represent a closely related aspect of
the nuclear proton-neutron degree of freedom. Indeed, nuclear excitations may be classified according
to the proton-neutron symmetry of their wave functions, either in terms of isospin in the framework of
models that use nucleons as the fundamental degree of freedom or in terms of F -spin in approximate
bosonic nuclear models for collective valence-shell excitations at low energies.

The formulation of the interacting boson model (IBM-2) in its F -spin limit [1–3] has emphasized
the fundamental role of collective proton-neutron non-symmetric valence-shell excitations. Nuclear ex-
citations with F -spin quantum number F < Fmax = (Nπ + Nν)/2, where Nπ(ν) is half the number of
valence protons (neutrons), contain parts in their wave functions where proton bosons and neutron bosons
are coupled antisymmetrically. These states have been called mixed-symmetry states (MSSs). Promi-
nent examples of MSSs are the Jπ = 1+ scissors mode of deformed nuclei or the mixed-symmetry
2+1,ms one-phonon vibration in heavy spherical nuclei. Information on the proton-neutron symmetry of
the low-energy nuclear states, including the ground state, its collective excitations, and MSSs, is needed
for a correct interpretation of the role of the nuclear proton-neutron degree of freedom in the formation
of nuclear structure. After the discovery of the scissors mode [4] and the clarification of its quadrupole-
collective character [5, 6] it became obvious that the isovector quadrupole excitation of the valence shell
represents the building block of mixed-symmetric structures.

Vibrational nuclei exhibit a one-quadrupole phonon excitation as the lowest-lying state of mixed-
pn symmetry, i.e the 2+1,ms state. Its close relation to the 2+1 state is evident in the Q-phonon scheme [7],
where the wave functions of the one-phonon excitations are well approximated by the expressions

|2+1 � � Qs |0+1 � = [Qπ +Qν ] |0+1 � (1)

|2+1,ms� � Qm |0+1 � = N

[
Qπ

Nπ
− Qν

Nν

]
|0+1 � . (2)
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Here, Qπ,ν (Nπ,ν) denote the proton and neutron quadrupole operators (boson numbers), N = Nπ +
Nν , and |0+1 � is the (in general highly correlated) ground state of a collectively vibrating even-even
nucleus. Despite its fundamental role in nuclear structure, the 2+1,ms state has only recently been studied
systematically, [8–12]. The dominant fragments of the one-phonon 2+1,ms state are observed at about 2
MeV excitation energy. Due to their isovector character, MSSs decay rapidly by dipole transitions and
are very short lived, typically a few tens of femtoseconds. Large M1 matrix elements of ≈ 1 μN are
in fact the unique signatures for MSSs. Consequently, lifetime information is needed for making safe
assignments of mixed symmetry to a nuclear energy level. A review article on the status of experimental
information on mixed-symmetry states in vibrational nuclei has been published [13]. We report on our
recent progress in this field. Due to the strong interest of the community in this topic we have been
asked to do so on several occasions during this summer. Therefore, this contribution follows closely the
presentations [14, 15] that we have recently tried to formulate as best as we can.

2 Experimental Method
Projectile-Coulomb excitation has been established as a powerful method for the identification and in-
vestigation of one-phonon MSSs [10]. After this approach has first been applied to the investigation
of the 2+1,ms state of 96Ru [10], we have initiated a research programme on the 2+1,ms state at Argonne
National Laboratory with the nucleus 138Ce as a case study [12]. Crucial influence of sub-shell closures
on mixed-symmetry structures was observed [12], i.e., MSSs sensitively test the effective proton-neutron
interaction in microscopic valence shell models [16–18].

A sequence of experiments has been performed at ANL. The superconducting ATLAS accelerator
provided beams of stable even-even isotopes of the Xenon, Barium and Cerium isotopic chains. Beam
energies corresponded to ∼ 85 % of the Coulomb barrier for a reaction on 12C nuclei. The beam inten-
sities amounted typically to ∼ 1pnA. The ions were impinging on a stationary carbon target of thickness
1 mg/cm2. Light target ions were chosen in order to favor the one-step Coulomb excitation process over
multi-step processes. The γ-rays emitted by Coulomb-excited states of the beam nuclei were detected in
the Gammasphere array [19, 20]. An event was defined by a γ-ray of multiplicity 1 or higher. Doppler
correction (recoiling velocity ∼ 6-8%) and background subtraction (difference between the "in-beam"
spectrum and the "off-beam" spectrum scaled to eliminate the 1461 keV 40K line) were applied. Figure
1 displays data from the projectile-Coulomb excitation reactions of a 136Ce-ion beam on a carbon target.

The γ-ray spectra are dominated by the decays of low-spin states, such as 2+ or 3− states, that
are predominantly populated by one-step Coulomb excitations. For each state observed we measured

Fig. 1: Background-subtracted and Doppler-corrected singles γ-ray spectrum summed over all Ge detectors of the
Gammasphere array at ANL after Coulomb excitation of 136Ce on a carbon target [21].
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the excitation cross section relative to that of the 2+1 state with an accuracy of 1 - 0.1 %. We deduced
electromagnetic matrix elements corresponding to each transition of the excited states by calculating the
Coulomb excitation cross sections with the multiple-Coulomb excitation code CLX and fitting them to
our experimental data (normalized to the 2+1 state). The crucial multipole-mixing ratios of the 2+(i>1) →
2+1 transitions were obtained from γ-ray angular distributions if sufficient statistics had been obtained.
A possible large B(M1) value, signature of the MSS, can then be derived from the data. For a further
description of this method, the reader is referred to Refs. [12, 13].

3 Evolution of 2+
1,ms states in the A = 130 region

The experiments [12, 21–23] allow for a nearly complete overview on the properties of the one-phonon
MSS throughout the stable isotopes of the A = 130 region. A recent publication on the first identification
of a MSS in the unstable nucleus 132Te [24] expands the data on the N = 80 isotonic chain to the
neutron-rich radioactive isotopes. Data currently under analysis on the nucleus 132Ba [25] will complete
our information on the one-phonon MSS in the stable even-even N = 76 isotones. An overview on the
B(M1; 2+i → 2+1 ) strength distributions in the A = 130 region is shown in Fig. 2.

In the stable N = 80 isotones the excitation energy of the 2+1,ms state increases with proton num-
ber. This trend continues in the unstable nucleus 132Te [24]. The evolution of one-quadrupole phonon
MSSs along the N = 80 isotonic chain has been studied microscopically in the nuclear shell model
either using large-scale diagonalization [17] or very recently using a new importance-sampling iterative
algorithm for matrix diagonalization [18]. In the N = 78 isotonic chain, the energy of the MSS again
increases with increasing proton number. In the neighboring N = 76 isotones, however, the opposite
trend can be observed. It is also interesting to follow the evolution of the MSS excitation energies in the
different isotopic chains. In the Ce and Ba isotopes, the excitation energy of the MSS increases with in-
creasing neutron number, whereas in the Xe isotopes an increase in Nν results in a decrease of E(2+1,ms).
Apparently, the 2+1,ms state evolves in different ways as a function of valence particle numbers. The evo-
lution of M1 transitions between mixed-symmetry states and fully symmetric states in the γ-soft nuclei
of the xenon isotopic chain have recently been described in a schematic microscopic approach [26] and
in the nuclear shell model using the importance-sampling algorithm [27]. Whether or not the observed
evolutions are related to a nuclear shape transition near 134Ba is unclear up to now.

From data on E(2+1 ) and E(2+1,ms), an estimate of the proton-neutron quadrupole-quadrupole
interaction V QQ

pn according to the two-state mixing scheme in [28] has been performed on the N = 80
isotones [22], the Xe isotopes [23], and, just recently, on the N = 78 isotones [21]. The results show,

Fig. 2: Distributions of B(M1; 2+i → 2+1 ) strengths for the stable even-even nuclei in the A=130 region.
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that the value derived for the proton-neutron quadrupole-quadrupole interaction in the N = 78 isotonic
chain is about 14% smaller than that for the N = 80 isotopic chain [22] and about 6% smaller than the
value for the xenon isotopic chain [23].

4 Phase of proton- and neutron-components to MSSs: The case of 92Zr
We studied the formation of quadrupole collectivity in the particularly simple case of a nucleus with
a low-energy structure dominated by one pair of valence particles each for protons and neutrons. An
example is 92Zr with 2 neutrons beyond the N = 50 shell closure and 2 protons beyond the Z = 38
sub-shell closure. The lowest 2-quasiparticle (2qp) states will therefore have π(1g9/2)

2 and ν(2d5/2)
2

configurations. Due to the residual proton-neutron interaction two different classes of collective exci-
tations appear at low energy in which the amplitudes of the two most important 2qp configurations are
coupled in a symmetric or antisymmetric way, respectively. In 92Zr, these are experimentally identified
as the 2+1 and 2+2 states [13, 30] with some degree of configurational isospin polarization [31, 32]. To
shed light on the microscopic origin of the effective coupling strength in the valence shell we consider
the quasiparticle-phonon model (QPM) [33]. The QPM wave functions are dominated by the lowest π
and ν 2qp components, that show the expected in-phase and out-of-phase behavior for the 2+1,fs fully
symmetric and 2+1,ms mixed-symmetry states. The electromagnetic properties and excitation energies
are in good agreement with the data [34]. The magnetic moments of these states and the M1 transi-
tion between them originate almost entirely from the valence-shell configurations. However, up to 80%
of the B(E2) strengths are generated from many components beyond the valence shell although their
total contribution to the wave function norm is small. This observation motivates a simple three-state
mixing scenario between the proton-valence shell configuration, the neutron-valence shell configuration,
and the Giant Quadrupole Resonance (GQR) for a deeper insight in the formation of the one-quadrupole
phonon states with symmetric and mixed-symmetry character even on a semi-quantitative level [35]. For
the nucleus 92Zr which has a higher energy for the proton valence-shell component than the neutron
valence-shell component at the Z = 40 sub-shell closure, the three-state mixing scheme requires that the
neutron valence-shell component flips its phase with respect to the GQR component when going from
the proton-neutron symmetric 2+1 state to the predominantly mixed-symmetric 2+2 state.

Two probes with different sensitivity to protons and neutrons are necessary to study this quantum
interference experimentally. Electron scattering at low momentum transfer provides a measure of the
charge transition radius. An (e, e�) experiment was performed at the high-energy-resolution spectrome-
ter [36] of the Darmstadt superconducting electron linear accelerator (S-DALINAC). A self-supporting
zirconium metal target of 9.8 mg/cm2 areal density and with enrichment to 94.6 % in the isotope 92Zr
was used. Data were taken covering a momentum transfer range between q ∼ 0.3− 0.6 fm−1 indicating

Fig. 3: Form factors for the 2+1,fs (red, solid line) and 2+1,ms (blue, dashed line) from 92Zr(p, p′) and 92Zr(e, e′)
experiments (from [35]).
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no difference between the charge transition radii of the 2+1 and 2+2 states within experimental uncertain-
ties (Figure 3, bottom). Information about the neutron transition radii can be derived from the proton
scattering data of Ref. [37]. At the incident energy of 800 MeV protons interact predominantly via the
isoscalar central piece of the effective projectile-nucleus interaction [38]. Clearly, the refraction pattern
of the (p, p′) cross section for the 2+1,ms state are shifted to higher q values as compared to those for the
2+1,fs state (Figure 3, left) corresponding to a smaller transition radius.

We have studied [35] proton and neutron transition densities of the 2+1,fs and 2+1,ms states calculated
in the full QPM approach. The full transition densities are decomposed into a collective part stemming
from the GQR and the predominant ν(2d5/2)2 2qp neutron contributions. The key point is the different
radial behaviour of both parts and their relative signs. An out-of-phase coupling between the neutron
valence shell contribution and the contribution from the GQR in the 2+1,ms state leads to a destructive
quantum interference that reduces the neutron transition density at large radii (due to the larger radius
of the ν(2d5/2)

2 orbital) and consequently shifts the maximum of the total neutron transition density to
the interior with respect to that one for the 2+1 state. This effect reduces the neutron transition radius
of the 2+1,ms state with respect to the 2+1 state of 92Zr. In contrast, the proton transition radius remains
essentially unchanged since the π(1g9/2)

2 part couples in-phase to the GQR contribution in both states.
The combination of both data sets unambiguously demonstrates for the first time that the phase of the
neutron valence-shell configurations in 92Zr changes its sign between the 2+1 and the 2+1,ms state [35].

5 Summary
The isovector one-quadrupole phonon excitation of the valence shell has been systematically investigated
in a large number of vibrational nuclei in the mass regions A = 90 and A = 130. It carries the signatures
of the 2+1,ms state with F -spin quantum number F = Fmax − 1. This state is generally observed from
absolute M1 transition strengths when the experimental sensitivity is high enough. This state is typically
concentrated in a single 2+ state or distributed over two or three fragments. It is found at energies around
2 MeV and features an M1 transition matrix element to the 2+1 state between 0.5 and 1.5 μN . The details
of its evolution as a function of particle number is not entirely understood. It may depend on the local
shell structure around the Fermi level and on the evolution of quadrupole deformation.

Acknowledgements
We thank all those who have contributed to our research on various aspects of mixed-symmetry states.
With respect to the data discussed here we want to acknowledge the scientists and staff members at Ar-
gonne National Laboratory, USA, at iThemba Labs, South-Africa, and at the S-DALINAC. Support from
the DFG under grants Pi 393/2-2 and SFB 634, by the DAAD within the German-Bulgarian exchange
program under grant Nos. PPP 50751591 and DNTS/01/2/2011, by the German Federal Ministry for Ed-
ucation and Research under grant Nos. 06DA9041I and 06DA7046, and by the Helmholtz International
Center for FAIR funded in the LOEWE program by the state of Hesse is gratefully acknowledged.

References
[1] A. Arima, T. Ohtsuka, F. Iachello, and I. Talmi, Phys. Lett. B 66 (1977) 205.
[2] F. Iachello and A. Arima, The Interacting Boson Model (Cambridge University Press, 1987).
[3] P. Van Isacker, K. Heyde, J. Jolie, and A. Sevrin, Ann. Phys. 171 (1986) 253.
[4] D. Bohle, A. Richter, W. Steffen, A. Dieperink, N. L. Iudice, F. Palumbo, and O. Scholten, Phys.

Lett. B 137 1984) 27.
[5] W. Ziegler, C. Rangacharyulu, A. Richter, and C. Spieler, Phys. Rev. Lett. 65 (1990) 2515.
[6] N. Pietralla, P. von Brentano, R.-D. Herzberg, U. Kneissl, N. Lo Iudice, H. Maser, H. H. Pitz, and

A. Zilges, Phys. Rev. C 58 (1998) 184.

277

305Emerging simplicity: Evidence for the formation of  collectivity from hadronic and  EM probes



[7] T. Otsuka, and K.-H. Kim, Phys. Rev. C 50 (1994) R1768.
[8] N. Pietralla, C. Fransen, D. Belic, P. von Brentano, C. Frießner, U. Kneissl, A. Linnemann, A. Nord,

H. H. Pitz, T. Otsuka, I. Schneider, V. Werner, and I. Wiedenhöver, Phys. Rev. Lett. 83 (1999) 1303.
[9] N. Pietralla, et al., Phys. Rev. Lett. 84 (2000) 3775.

[10] N. Pietralla, C. J. Barton, R. Krücken, C. W. Beausang, M. A. Caprio, R. F. Casten, J. R. Cooper,
A. A. Hecht, H. Newman, J. R. Novak, and N. V. Zamfir, Phys. Rev. C 64 (2001) 031301(R).

[11] N. Pietralla, et al., Phys. Rev. C 68 (2003) 031305(R).
[12] G. Rainovski, N. Pietralla, T. Ahn, C. J. Lister, R. V. F. Janssens, M. P. Carpenter, S. Zhu, and C. J.

Barton, Phys. Rev. Lett. 96 (2006) 122501.
[13] N. Pietralla, P. von Brentano, and A. F. Lisetskiy, Prog. Part. Nucl. Phys. 60 (2008) 225.
[14] N. Pietralla, Th. Möller et al., Proc. of Beauty in Physics: Theory and Experiment, Cocoyoc,

Mexico, May 14-18, 2012, AIP, in press.
[15] N. Pietralla, Th. Möller et al., Proc. of Nuclear Structure and Related Topics, Dubna, Russia, July

2-7, 2012, Eur. Phys. J. Web of Conferences, in press.
[16] N. Lo Iudice, C. Stoyanov, and D. Tarpanov, Phys. Rev. C 77 (2008) 044310.
[17] K. Sieja, G. Martinez Pinedo, L. Coquard, and N. Pietralla, Phys. Rev. C 80 (2009) 054311.
[18] D. Bianco, F. Andreozzi, N. Lo Iudice, A. Porrino, and F. Knapp, Phys. Rev. C 85 (2012) 034332.
[19] I. Y. Lee, Nucl. Phys. A 520 (1990) 641c.
[20] P. Nolan, F. Beck, and D. Fossan, Annu. Rev. Nucl. Part. Sci. 45 (1994) 561.
[21] T. Ahn, G. Rainovski, N. Pietralla, L. Coquard, T. Möller, A. Costin, R. V. F. Janssens, C. J. Lister,

M. P. Carpenter, and S. Zhu, Phys. Rev. C 86 (2012) 014303.
[22] T. Ahn, L. Coquard, N. Pietralla et al., Phys. Lett. B 679 (2009) 19.
[23] L. Coquard et al., Phys. Rev. C 82 (2010) 024317.
[24] M. Danchev, G. Rainovski, N. Pietralla et al., Phys. Rev. C 84 (2011) 061306.
[25] T. Möller et al., in preparation.
[26] R.V. Jolos, N. Pietralla, N.Yu. Shirikova, and V.V. Voronov, Phys. Rev. C 84 (2011) 014315.
[27] D. Bianco, F. Andreozzi, N. Lo Iudice, A. Porrino, and F. Knapp, Phys. Rev. C 84 (2011) 024310.
[28] K. Heyde and J. Sau, Phys. Rev. C 33 (1986) 1050.
[29] B. Fazekas, T. Belgya, G. Molnar, and A. Veres, Nucl. Phys. A 548 (1992) 249.
[30] V. Werner, D. Belic, P. von Brentano, C. Fransen, A. Gade, H. von Garrel, J. Jolie, U. Kneissl,

C. Kohstall, A. Linnemann, A. Lisetskiy, N. Pietralla, H. Pitz, M. Scheck, K.-H. Speidel, F. Stedile,
and S. Yates, Phys. Lett. B 550 (2002) 140.

[31] J. D. Holt, N. Pietralla, J. W. Holt, T. T. S. Kuo, and G. Rainovski, Phys. Rev. C 76 (2007) 034325.
[32] A.P. Severyukhin, N.N. Arsenyev, and N. Pietralla, Phys. Rev. C 86 (2012) 024311.
[33] V. Soloviev, Theory of Atomic Nuclei: Quasiparticles and Phonons, (IoP Publ., 1992).
[34] N. Lo Iudice and C. Stoyanov, Phys. Rev. C 73 (2006) 037305.
[35] C. Walz, H. Fujita, A. Krugmann, P. von Neumann-Cosel, N. Pietralla, V. Y. Ponomarev,

A. Scheikh-Obeid, and J. Wambach, Phys. Rev. Lett. 106 (2011) 062501.
[36] A. Lenhardt, U. Bonnes, O. Burda, P. von Neumann-Cosel, M. Platz, A. Richter, and S. Watzlawik,

Nucl. Instrum. Methods Phys. Res. A 562 (2006) 320.
[37] F. Baker, A. Scott, M. Grimm, W. Love, V. Penumetcha, C. Glashausser, G. Adams, G. Igo, G. Hoff-

mann, J. Moss, W. Swenson, and B. Wood, Nucl. Phys. A 393 (1983) 283.
[38] M. A. Franey, and W. G. Love, Phys. Rev. C 31 (1985) 488.

278

306 N. Pietralla et al. 



The observation of a strong E0 component in the 2+2-2+1 transition in 
184Hg from the β-decay of laser-ionized thallium isotopes: a strong 
signature for shape coexistence. 

E.Rapisarda 
Instituut voor Kern- en Stralingsfysica, Katholieke Universiteit Leuven, B-3001 Leuven, Belgium 

 

The mass region of neutron-deficient mercury and lead isotopes near the midshell (N=104) is well 
known for the phenomenon of shape coexistence. In neutron-deficient, even-even 180-188Hg isotopes an 
oblate (β2 ~ -0.15) ground state band is found to coexist with an excited prolate (β2 ~ 0.25) band at low 
spin and low-excitation energies. This band is built on top of a deformed excited 0+ state, which is 
interpreted as resulting from proton excitations across the Z=82 closed shell. Such intruder states have 
been found to be a widely occurring structural feature of nuclei at and near closed shell.  

The low-lying coexisting states in 180,182,184Hg have been studied at ISOLDE, CERN through 
the β+/EC decay of 180,182,184Tl as part of a systematic α, β, and β-delayed fission study of neutron-
deficient thallium isotopes. The β+/EC decay is a very simple but still powerful tool which allows to 
effectively populate low-lying not-yrast states in the daughter nucleus, normally not easily accessible 
with other techniques, thus providing complementary information to the ones from in-beam γ-
spectroscopy studies and from α−decay studies from the Pb parent nuclei.  

Mass-separated Tl beams, produced at ISOLDE, CERN, in the bombardment of 238U  by 1.4 
GeV protons and selectively laser ionized, were implanted on a carbon foil mounted on a rotating 
wheel. The implantation foil was surrounded by two Si detectors for α, β and electron detection while 
γ rays were detected with two high-resolution Ge detectors.  

By means of unambiguously Si-γ and γγ coincidences, a detailed level scheme of the 
coexisting states has been built-up as well as a detailed description of their decay properties (γ 
intensities, E0 component of 2+→2+ transitions). The newly observed or better energy-determined 02

+, 
22

+, 23
+ states in 180,182Hg follow well the general trend of the prolate band. They confirm that the 

minimum of the parabolic behavior in excitation energy of the prolate band occurs in 182Hg, as 
expected. The exceptionally large E0 component observed in the 21

+→22
+ transition in 184Hg (23+/-5) 

confirm that the two states are strongly mixed and they have different deformation. 

Isomerism is well-known in the heavier thallium isotopes and the population of low-spin states 
as well as high-spin states (up to 8+ in 182,184Hg) in the beta decay points to similar features in the 
lighter thallium isotopes.  

The information gathered can be combined with the ones obtained with different techniques, 
such  as  in-beam  γ and  conversion-electron spectroscopy,  Coulomb excitation  on postaccelerated 
radioactive ions (recently performed at ISOLDE), lifetime measurements and laser spectroscopic 
studies to get a deeper knowledge of the  shape-coexistence phenomenon.   
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Rotating hyperdeformed quasi-molecular states formed in capture of light
nuclei and in collision of very heavy ions

G. Royer1, E. Zarrouk1, J. Gaudillot1, C. Beck2 and W. von Oertzen3
1Laboratoire Subatech, UMR : IN2P3/CNRS-Université-Ecole des Mines, Nantes, France
2IPHC, IN2P3-CNRS, UMR 7178, Université Louis Pasteur, Strasbourg, France
3Hahn-Meitner-Institut-GmbH, Berlin, Germany

Abstract
Within a rotational liquid drop model including the nuclear proximity energy
the l-dependent potential barriers governing the capture reactions of light nu-
clei and of very heavy ions have been determined. Rotating quasi-molecular
hyperdeformed states appear at high angular momenta. The energy range of
these very deformed high spin states is given for light systems. The same ap-
proach explains the observation of ternary cluster decay from 56Ni and 60Zn
through hyperdeformed shapes at angular momenta around 45 �. The appar-
ently observed superheavy nuclear systems in the U+Ni and U+Ge reactions
at high excitation energy might correspond to these rotating isomeric states
formed at very high angular momenta even though the shell effects vanish.

1 Introduction
The connection between nuclear clustering, quasi-molecular resonances and very high deformations in
light nuclear systems remains an open domain in nuclear physics [1]. Indeed, resonances observed
in the excitation functions of some reactions as well as the numerous detected superdeformed bands are
indications of the existence of rotating highly deformed congurations in 36Ar, 40Ca, 44Ti and 48Cr [2–4].
Furthermore, binary and ternary decays of rotating hyper-deformed states formed in the 32S+24Mg and
36Ar+24Mg reactions at angular momenta of 45-50 � have been also observed recently [5, 6].

Our purpose is to study the l-dependent entrance channel of reactions between light nuclei, the s-
sion probability being very small for such light systems [7]; and also the possibility to form superheavy
elements at high excitation energy. The potential energy is determined within a generalized liquid drop
model previously used to investigate the fusion [8–10], ssion [11, 12], alpha emission [13] and cluster
radioactivity [14] processes. The selected quasi-molecular one-body shape sequence (elliptic lemnis-
catoids) describes smoothly the formation of a deep neck between the incoming spherical nuclei while
keeping almost spherical ends.

2 Generalized liquid drop model
The generalized liquid drop model (GLDM) energy is the sum of the volume, surface, Coulomb and
proximity energies:

E = EV + ES + EC + EProx . (1)

When the nuclei are separated:

EV = −15.494
[
(1− 1.8I21 )A1 + (1− 1.8I22 )A2

]
MeV, (2)

ES = 17.9439
[
(1− 2.6I21 )A

2/3
1 + (1− 2.6I22 )A

2/3
2

]
MeV, (3)

EC = 0.6e2Z2
1/R1 + 0.6e2Z2

2/R2 + e2Z1Z2/r, (4)

where Ii is the relative neutron excess.
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Fig. 1: Fusion barriers (in MeV) versus the angular momentum (� unit) and the distance r between the mass centres
for the 16O+16O, 28Si+12C, 24Mg+24Mg and , 28Si+24Mg nuclear systems.

When there are nucleons in regard in a gap or a neck between incoming nuclei an additional term
called proximity energy must be added to the surface energy to take into account the effects of the nuclear
forces between the close surfaces.

3 Capture barriers
The l-dependent macroscopic capture barriers for four reactions between light nuclei are displayed in
Fig. 1 as examples and the Q value and the barrier heights and positions are given in Table 1 for several
reactions. The GLDM allows to reproduce satisfactorily the whole data set. With increasing angular
momenta a macroscopic very deformed minimum appears and corresponds to a one-body conguration
with a deep neck. Thus the formation of hyperdeformed quasi-molecular states is predicted in a large
angular momentum range. Often the beam energy is not sufcient to reach the quasi-spherical compound
nucleus assuming the angular momentum conservation. This prevents from a rapid compound nucleus
formation and allows a relative stability of these highly deformed rotating states. In this mass range the
quasi-ssion exit channel is neglected.

The deformation of these minima increases with the angular momentum while the position of the
barrier is closer to the contact point. Due to a more important mass inertia the maximal angular momenta
that the nuclei are able to sustain increase with their masses. For these highly deformed shapes the
calculations of the shell and pairing effects are very model dependent. They can move the position of
these potential pockets but their basic origin is macroscopic and the existence of these hyperdeformed
states must be a general phenomenon for light nuclei for which the ssion channel is relatively narrow.
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Table 1: Q values of the fusion reactions and experimental and theoretical barrier heights and positions.

Reaction Qexp(MeV) Bexp(MeV) Rexp(fm) BGLDM RGLDM
13C +13 C →26 Mg∗ 22.47 6.0 7.83 5.85 8.1
16O +16 O →32 S∗ 16.54 10.25 8.21 10.3 8.2

28Si+12 C →40 Ca∗ 13.35 13.7 8.0 13.2 8.4
28Si+16 O →44 T i∗ 11.32 17.7 8.2 17.3 8.55

24Mg +24 Mg →48 Cr∗ 14.95 21.5 8.4 21.9 8.7
28Si+24 Mg →52 Fe∗ 12.91 25.9 8.5 25.2 8.8
28Si+28 Si →56 Ni∗ 10.92 28.7 9.06 29.0 8.95
40Ca+40 Ca →80 Zr∗ -14.44 55.6 9.1 55.6 9.6
40Ca+48 Ca →88 Zr∗ 04.56 53.2 10.1 54.0 9.9
48Ca+48 Ca →96 Zr∗ -2.99 51.7 10.4 52.4 10.2

4 Fusion cross sections
The fusion cross sections have been determined using the usual partial-wave summation. Above the l-
wave barrier the transmission coefcient is approximated by the Hill-Wheeler formula. Below the barrier
the WKB method has been used. The Fig. 2 displays the fusion cross sections around the Coulomb
barrier. The agreement is quite correct which indicates that the static approach is sufcient for these light
systems when the fusion barriers are precisely determined. The quasi-ssion events being neglected
all the angular momenta leading to hyperdeformed rotating states contribute to the fusion cross sections
which consequently are highly dependent on the angular momentum range. As for most one-dimensional
static models using spherical shapes the theoretical fusion cross sections are slightly too low at very
low energy below the barrier for some reactions. For heavier masses dynamical models are needed to
reproduce the data since the barrier top is closer to the contact point and the dissipation due to the friction
forces must be taken into account [8].

5 Characteristics of the rotating hyperdeformed states
In Tables II and III the angular momentum, moment of inertia and energy range of these highly de-
formed rotating quasi-molecular states are given for symmetric and asymmetric reactions as well as the
l-dependent barrier heights and positions and the electric quadrupole moment and β parameter in the
symmetric case. The state corresponding to a potential pocket is taken into account when there is a
barrier height of at least two MeV both against decay in two fragments and in the path towards the
quasi-spherical compound nucleus. The β parameter indicates clearly that the deformation is very large.
Naturally these states probably will evacuate their excitation energy via γ cascades and will reach after
the superdeformed minima mainly due to shell effects at smaller deformations.

The following analytical formula reproduces the energy of the quasi-molecular minima versus its
angular momentum

E = −11.18A
2/3
1 − 16.025A

2/3
2 +

50.618A
1/3
1 A

1/3
2

A
1/3
1 +A

1/3
2

+ 1.7624A + 7.9856l 0.5 (5)

+
1.05985(A1 +A2)l

2

A1A2(A
1/3
1 +A

1/3
2 − 2)

−
0.20305Z2

1

A
1/3
1

+
0.06709Z2

2

A
1/3
2

+
1.13156Z1Z2

A
1/3
1 +A

1/3
2 − 2

.
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Fig. 2: Fusion cross sections around the Coulomb barrier for the 16O+16O, 28Si+12C, 24Mg+24Mg and 28Si+24Mg
nuclear reactions.

6 Fission and ternary decay of hyper-deformed rotating 56Ni and 60Zn
In the experiments 32S+24Mg→56Ni (E*=84 MeV) and 36Ar+24Mg→60Zn (E*=88 MeV) narrow out-
of-plane correlations corresponding to coplanar decay are observed when two fragments are emitted with
missing charges from 4 up to 8. This ternary ssion have been interpreted as the decay of hyper-deformed
states with angular momenta around 45-50 � [5,6]. The Fig. 3 indicates that, within the GLDM, the very
asymmetric ternary ssion is favoured relatively to the symmetric ternary one. At high angular momenta
around 45 � the potential energy minima is lower in the ternary ssion path than in the binary ssion
path. The more negative Q-value for ternary ssion is compensated for the smaller value of the rotational
energy at the saddle point. Thus, the GLDM allows to explain simply that the ternary cluster ssion of
light nuclei becomes competitive with binary cluster ssion at the highest angular momenta.

7 Formation of superheavy elements in the 238U+Ni and 238U+Ge reactions
Recently, the systems 238U+Ni and 238U+Ge have been studied at Ganil in reverse kinematics at high
excitation energy of 6.62 MeV/u and 6.09 MeV/u possibly leading to composite systems of charge 120
and 124 respectively [15, 16]. A coupled analysis of the involved nuclear reaction time distributions and
of the measured K x rays provides evidence for nuclei with Z=120 and 124 living longer than 10−18 s
and arising from highly excited compound nuclei.

Within the GLDM the capture barriers for these reactions have been calculated as a function of
the angular momentum (see Fig. 4 where the shell effects are taken into account assuming that the next
proton magic number is Z=114.) The excitation energy is very large and very high angular momenta are

284

312 G. Royer, E. Zarrouk, J. Gaudillot, C. Beck, W. von Oertzen  



Table 2: l, I, Q, β and E are respectively the angular momentum, the moment of inertia, the quadrupole moment
Q, the β parameter and the center of mass energy (relatively to the energy of two innitely separated nuclei) of
the strongly deformed quasi-molecular minima for symmetric fusion reactions. B and R are the l-dependent fusion
barrier heights and positions.

Reaction l(�) I(�2/MeV) Q(e b) β E(MeV) B(MeV) R(fm)

13C +13 C 12 4.31 1.0 0.78 1.7 13.2 7.2
13C +13 C 18 5.34 1.4 0.94 20.8 23.5 6.5
16O +16 O 12 4.45 0.6 0.39 2.13 15.7 7.7
16O +16 O 23 7.81 2.3 0.96 29.4 31.6 6.8

24Mg +24 Mg 22 11.1 2.4 0.68 15.4 31.8 8.25
24Mg +24 Mg 37 15.1 4.3 0.94 49.3 51.6 7.5
28Si+28 Si 27 14.2 3.1 0.67 24.3 40.9 8.5
28Si+28 Si 44 19.5 5.5 0.93 60.0 62.2 7.75
40Ca+40 Ca 38 25.9 5.5 0.65 52.7 69.3 9.2
40Ca+40 Ca 62 35.9 10.15 0.93 91.3 93.5 8.6
48Ca+48 Ca 48 34.2 5.7 0.61 47.8 68.4 9.8
48Ca+48 Ca 80 49.3 11.6 0.93 96.6 98.8 9.1

Table 3: Angular momentum l, moment of inertia I and center of mass energy (relatively to the energy of two
innitely separated nuclei) of the strongly deformed quasi-molecular minima for asymmetric fusion reactions. B
and R are the l-dependent fusion barrier heights and positions.

Reaction l I E B R l I E B R
28Si+12 C 16 8.5 8.21 21.2 7.9 28 10.15 36.8 39.3 7.15
28Si+16 O 17 9.86 9.34 24.5 8.15 32 12.7 42.1 44.4 7.3

28Si+24 Mg 24 10.0 19.8 35.7 8.4 40 17.2 53.5 56.0 7.75
28Si+40 Ca 31 19.95 35.6 52.1 8.9 53 27.1 74.1 76.8 8.2
40Ca+48 Ca 52 30.0 57.1 76.1 9.4 78 41.2 104.8 107.0 8.25

populated while the shell effects are probably very small at these energies. For these very heavy systems
the potential energy prole is very at once the external barrier is passed allowing the possible formation
and stability of rapidly rotating isomeric states without reaching a quasi-spherical nuclear shape and even
though the shell effects vanish. This perhaps could help to explain the observation of these very heavy
compound systems.

8 Conclusion
The l-dependent capture barriers in reactions between light nuclei have been determined within a gen-
eralized liquid drop model taking into account the proximity energy and the asymmetry. Deep strongly
deformed quasi-molecular minima appear at very high angular momenta lodging possibly rotating iso-
meric states. Their energetic and geometrical characteristics are provided. The same approach explains
the observation of ternary cluster decay from 56Ni and 60Zn through hyperdeformed shapes at angular
momenta around 45 �. The apparently observed superheavy nuclear systems in the U+Ni and U+Ge re-
actions at high excitation energy might correspond to these rotating isomeric states formed at very high
angular momenta even though the shell effects vanish.
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Fig. 3: Potential energies for selected binary and ternary channels for different angular momenta and 60Zn.
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Abstract

An experimental campaign has been proposed at Laboratori Nazionali di Le-
gnaro - INFN, in order to progress in our understanding of statistical properties
of light nuclei at excitation energies above particle emission thresholds. Ex-
clusive measurements from fusion-evaporation reactions are used. Light nu-
clei are interesting probes for high temperature nuclear thermodynamics and
the role of structure effects in their decay is a subject of great interest. A
first reaction: 12C+12C at 95 MeV beam energy has been measured using the
GARFIELD+Ring Counter(RCo) apparatuses. A theoretical study of the sys-
tem, performed with a dedicated Monte-Carlo Hauser-Feshbach code, will be
shown, together with results of the data analysis. Constraints on the nuclear
level density at high excitation energy for systems ranging from ∼C to Mg are
given, and out-of-equilibrium effects, possibly favoured by α-structure, are put
in evidence.

1 Introduction
Dissipative nuclear reactions are a tool to investigate nuclear properties at finite temperature, notably
including the excitation energy dependence of the nucleon effective mass, symmetry energy and pairing
correlations. A general concern is associated with such experimental studies: the final inclusive yields
represent integrated contributions and, because of that, the information they bear on specific excitation
energy (temperature) regions of the nuclei explored during the reaction may be model dependent. The
experimental challenge is therefore to perform a highly exclusive detection of reaction products, in order
to backtrace their origin, with the final aim of constraining nuclear properties at finite temperature [1]. An
additional challenge comes into play in modelization: because of the strong interplay of nuclear structure
and reactions, statistical (and dynamical) codes should be highly constrained by available nuclear data
on ground state properties and information on low excitation energies, with the aim of gaining a better
predictive power on finite temperature observables.

In this spirit, the NUCL-EX collaboration has recently proposed an experimental campaign, whose
aim is to progress in the understanding of statistical properties of light nuclei at excitation energies above
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particle emission thresholds, by measuring exclusive fusion-evaporation data.
The choice of investigating light systems is easily explained in the light of our preliminary remarks: the
low expected multiplicity of fragments produced in light nuclei collisions (combined with a high detec-
tion coverage) increases the probability of achieving a quasi-complete recontruction of the event.
Furthermore, the high energy and angular resolution of the chosen GARFIELD+RCo [2] experimental
setup allows the measurement of kinematic correlations among fragments, thus obtaining a global con-
trol on the decay mechanism.
The study of the fusion-evaporation channel is the only way to access the fundamental quantity gov-
erning the thermal behaviour of any nuclear property, i.e. the nuclear Level Density (LD), above the
thresholds for particle decay, through the theory of compound nucleus decay (CN). For light nuclei
reactions, the reproduction of the features of accurately selected events by means of statistical model
calculations allows to strongly constrain the level density in a mass and excitation energy region where
few data exist, altogether coming from rather inclusive measurements. Available data in the A∼ 10÷ 20
and E∗ ∼ 2 ÷ 3 A·MeV point indeed to the persistence of the compound nucleus description, provided
that the level density parameter is correctly renormalized and deformation is included at high angular
momentum [3]. These findings are also consistent with qualitative expectations from surface effects and
excitation energy dependence of the effective mass [4], and with theoretical and experimental studies [5]
pointing to a limiting nuclear temperature increasing with decreasing compound mass.
Nevertheless, it is especially for light nuclei that signatures of nuclear structure in the reactions are ex-
pected to be more evident even at high excitation energy. Thanks to the exclusive channel selection and
to the accurate comparison with a highly constrained statistical code, we might therefore find evidence
of possible deviations from a statistical behaviour in the decay of the hot fused source formed in the
collision.

The first measurement of this campaign: 12C+12C at 95 MeV beam energy, has been measured
using the GARFIELD + Ring Counter (RCo) [2] apparatuses at Laboratori Nazionali di Legnaro LNL -
INFN, Italy. Preliminary results of this study are presented in the following.

2 The 12C+ 12C Experiment
The reaction: 12C+ 12C at 95 MeV has been measured using the GARFIELD + Ring Counter (RCo) [2]
apparatuses at LNL - INFN, Italy. Some details on this setup are given in the following.
Exclusive data for the fusion-evaporation channel have been compared to the predictions of a dedicated
Monte Carlo Hauser-Feshbach (HF) code for the decay of the compound nucleus [6], explicitly including
all the experimentally measured particle unstable levels from the archive NUDAT2 (http://www.nndc.bnl.
gov/nudat2/ ). A realistic parameterization for the nuclear level density from Ref. [7] has been imple-
mented in the code, and other statistical model ingredients are optimized for the description of light
nuclei.
In the measured reaction, the compound nucleus issued in case of complete fusion is 24Mg, at E∗ = 2.6
A·MeV and with even values of the initial angular momentum J0, extracted from a triangular distribution
with J0 max = 12 � (PACE4).

2.1 Inclusive energy spectra
The fusion-evaporation channel can be selected at first thanks to static conditions on the total detected
charge (in this case, ≥ 80% of the charge available in the entrance channel) and on the coincidence be-
tween a residue at forward angles (RCo) (5◦ ≤ θlab ≤ 17◦) and light charged particles (LCP) detected in
GARFIELD (θlab ≥ 30◦). Under these conditions, global observables as the charge distribution or LCP
multiplicities, known to be less sensitive to the nuclear LD, are well reproduced by model calculations.
In what concerns the comparison of LCP energy distributions to model predictions, as it is evident from
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the first two panels of Fig.1, a very good reproduction of the proton energy spectrum can be achieved,
allowing us to constrain the level density model, while the same parameters choice cannot reproduce the
energy spectrum of α particles. This deviation from a statistical behaviour could be attributed to out-of-
equilibrium α emission, possibly favoured because of the α cluster-like nature of the 12C projectile and
target in the entrance channel [10]. This suggests that a contamination from other reaction mechanisms
is present in the subset of events selected for the analysis.

Fig. 1: From left to right, for the reaction 12C (@95 MeV) + 12C: in the angular range covered by GARFIELD,
experimental data (dots) and filtered HF calculations (lines) for the laboratory energy spectra of protons and α

particles in coincidence with any fragment at RCo angles, and for α in coincidence with a Z=8 fragment in the
RCo, always under the condition of completeness of detection (Zdet ≥ 10). In all spectra, normalization is to the
total yield for p and α respectively.

2.2 The 12C+12C → xO+α + ... channel
In order to understand where the deviation from the maxwellian shape of the α energy spectrum stems
from, we can investigate in more detail outgoing reaction channels in which α particles are detected. In
particular, it is found that in the selected set of events, the largest cross section is related to the 12C+12C
→ xO+α + ... channel (Fig.1, third panel). The kinematic correlation between the oxygen fragment
and the α particle(s) in this channel can be built, and it is shown in the top left panel of Fig.2. In the
bottom left panel, the same correlation is shown for the Z=8 fragment and α particle(s) resulting from
the decay of the 24Mg CN, according to our HF calculations. As it is evident from the figure, there exists
a locus of events in the experimental E(O) vs. E(α) matrix showing a strong correlation, which reminds
of a not dissipative reaction kinematics. Such events are not easily attributed to the fusion-evaporation
channel, but they have not been eliminated from the selected dataset, since they satisfy both requests on
the completeness of detection and on the coincidence between a high Z fragment at forward angles and
a particle at GARFIELD angles. It is also evident that even a discrimination of the reaction mechanism
based on the velocity (or energy) of the “residue” [11] would not be enough to completely isolate such
correlated events.
On the contrary, by building the correlation matrix of Fig.2, this discrimination can be easily performed,
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and the energy spectrum of α particles from events falling in the non-correlated region (delimited by the
graphical cut) is shown in the left part of Fig.2 (full dots), together with the corresponding code calcu-
lation for the same channel (line). As a reference, also the inclusive energy distribution of α particles
detected in coincidence with an oxygen is plotted again (empty dots). The cut used to separate the corre-
lated from the uncorrelated region corresponds to the locus: E(16O) vs. E(α), which can be calculated on
the basis of kinematic arguments for the 3-body decay channel 16O+2α, with a Q-value of ∼ -15 MeV,
corresponding to the opening of 4-body channels (see next section for more details). As it is evident from
the figure, the agreement between experimental data and calculations is greatly improved by excluding
3-body decay channels, which are identified as the source of the largest discrepancy.

Fig. 2: Analysis of the 12C+12C → xO+α + .. reaction channel: on the left, top panel: experimental kinematic correlation

between the oxygen (detected in the RCo) and the α particle(s) in GARFIELD; bottom panel: the same kinematic correlation as

predicted by our HF calculations for the decay of the 24Mg CN. On the right, full dots: energy distribution of α particles from

dissipative events falling in the region identified by the kinematical cut in the experimental E(O) vs. E(α) matrix; red line:

corresponding HF code calculation; empty dots: all α particles in coincidence with an oxygen. All distributions are normalized

to the corresponding α particle yield.

2.3 The 12C+12C → xO+2α + ... channel
The xO+2α channel can be on turn investigated in more detail, even if a reduced statistics is available,
due to the very stringent request on the complete charge reconstruction. For this latter case, the Q-value
spectrum can be built, where:

Q =

mult∑
i

Ei − Ebeam (1)
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and the sum of kinetic energies runs over all detected reaction products. The experimental dis-
tribution, plotted in the left panel of Fig.3, shows the same structure as the theoretical one on the right
side, with two narrow peaks in the low Q-value region, and a broad distribution extending up to a high
amount of energy shortage. By looking at model events, we can easily interpret such spectrum: the two
narrow peaks correspond to decay chains in which the 16O is produced either in its ground state (for the
peak centered at Q ∼ 0.5 MeV), or in one of its first closely spaced excited states below the threshold
for α particle emission (Q ∼ -6 MeV). The broad bump region corresponds to 4-body channels of the
type 15O+2α+n, in which the missing energy is the kinetic energy of the emitted neutron. The Q-value
at the opening of 4-body channels provides the best separation between the two regions, and it is used
to calculate the kinematical cut in Fig.2. Despite the similarity in the structure of the two spectra, a
clear discrepancy in the cross-sections for the population of the two regions is seen: in the experimental
sample we have 30% of events falling in the narrow Q-value peaks region, while only ∼ 5% of model
events fall in the same region according to the calculations. This discrepancy may be attributed to the
contamination of direct reactions in the event selection, possibly favoured by the α-cluster like nature of
projectile and target, which are expected to populated the same low Q-value region, without proceeding
through a CN state. When enlarging the set of events to the Ztot ≥ 10 case (see previous section), this
contamination cannot be totally excluded, since no real Q-value can be built for an incomplete charge
detection. This might (at least partially) explain the persistence of a deviation from a statistical behaviour
evident in the α energy spectrum of Fig.2.

Fig. 3: For the 12C+12C → xO+2α + .. channel, experimental (left) and theoretical (right) Q-value distribution
(eq.1). The experimental sample reduces here to 2.5% of the events considered in Fig.2. In both cases, the arrow
identifies the region of 3 body exit channels (16Ogs/

16O∗ + 2α), where a clear discrepancy in the measured and
calculated population is observed. Normalization is to the number of events.

3 Conclusions and Perspectives
The results presented at this conference for the 12C+12C reaction have allowed us to put constraints to the
level density of light nuclei in the A∼ 10 ÷ 20 and E∗ ∼ 2 ÷ 3 A·MeV mass-excitation energy region,
through the comparison with a dedicated Monte-Carlo Hauser-Feshbach code. An out-of-equilibrium
component in α particle emission has been put in evidence, and tentatively attributed to the contamina-
tion of reaction mechanisms other than CN formation and decay, possibly favoured by the α structure
of both projectile and target. The exclusive coincidence study for 12C(12C,xO)(2)α discussed here in
details will be extended by means of further analysis to other interesting decay channels in the same
dataset. This will allow us to further refine the fusion-evaporation event selection, in order to understand
if the contamination of non dissipative reaction mechanisms can be considered as the unique source of
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deviation from a statistical behaviour.

Within the same experimental campaign, a new measurement is already scheduled at LNL, with
the same GARFIELD + RCo setup, concerning the 14N (@ 80 MeV)+10B reaction, leading in case
of complete fusion of the two N�= Z reaction partners to the same 24Mg compound nucleus at similar
excitation energies. In the perspectives of this campaign, deviations from a statistical behaviour are used
as a tool to get information on nuclear clustering, both in the ground-state for projectile and target and
eventually in the hot source formed in the collision. A disentanglement of these two aspects and an
insight on the persistence of cluster correlations at high excitation energy should be possible thanks to
the comparison between the two reactions.
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Abstract  
The yield of 984 keV γ-rays from 48Ti(n,n′) reaction has been evaluated from 
threshold up to 20 MeV. For this purpose all currently available measured 
discrete gamma production and neutron inelastic cross sections were 
thoroughly analysed and renormalised to the updated standards when 
possible. The TALYS and EMPIRE nuclear reaction codes were used to get 
an optimal description of these cross sections for natural Titanium and its 
main isotope 48Ti. The final evaluation of the 984 keV γ-ray yield from 
48Ti(n,n′) reaction and covariance matrix was performed on the basis of 
collected experimental data and optimised model calculations employing the 
least squares code GMA. 
 

1.     Introduction 

Despite many decades of research, and importance in a wide variety of applications, no recognized γ-
ray reference cross sections exist for neutron-induced reactions. To address the need for useful and 
reliable inelastic neutron produced γ-ray reference cross sections, 48Ti(n,n′γ984keV) is being developed 
through new accurate measurements and comprehensive theoretical evaluation of all existing data and 
calculations.  

Some issues with the often used 56Fe(n,n′γ847keV) cross section that make it problematic as a reference 
include: background contributions from Fe structural and other components in experimental setups, 
(n,p) activation of the Fe sample itself that adds a contribution to the same γ-ray following β-decay, 
and non-isotropic angular distribution effects. Ti, like Fe, has a large cross section that is fairly 
constant over a wide incident neutron energy range and has a large natural abundance for the main 
isotope of interest (48Ti). Additionally, high-purity titanium is easily available, relatively cheap and not 
difficult to prepare as uniform density samples with appropriate thickness. The advantages of Ti over 
Fe are that Ti is generally not present in large quantities in experimental venues, and the (n,p) cross 
section and hence activation is reduced compared to Fe.   

The status of cross section standards, evaluation techniques, and recent improvements and needs are 
described by A. Carlson et al. [1]. While no cross section standards exist for neutron inelastic γ-rays, 
Fe, Cr and Nb are mentioned in Ref. [1] as potential reference cross sections. Data acquired on 
93Nb(n,n′γ) with GEANIE at LANSCE have shown that Nb is not a suitable reference due to the 
existence of isomeric states that were not previously known. At an IAEA consultants meeting [2], 
plans for improvements to the data for 56Fe(n,n′γ ) and 52Cr(n,n′γ) from LANSCE and IRMM Geel 
were presented, and potential γ-ray reference cross section materials Nb, Au, and 48Ti were discussed. 
Following a reinvestigation of systematic uncertainties in the IRMM Geel data that resulted in 
corrections to the measured neutron flux, generally good agreement of the measured 56Fe cross 
sections was observed. This was reported at an IAEA meeting in 2010 [3]. At this meeting, it was 
noted that there is good agreement between the recent measurements and the IRK evaluation [4] for 
Fe, Cr, and Ti, and that the evaluations can be updated easily using a Bayesian approach. In addition, 
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48Ti(n,n′γ) and 48Ti(n,2nγ) were identified as the best candidates for γ-ray reference cross sections. 
However, the paucity of 48Ti(n,n′γ) data requires more experimental and theoretical work to establish it 
as a viable reference cross section in the incident neutron energy range from about 4 to 12 MeV.  

This paper describes the modelling and evaluation work in progress towards the goal of establishing 
48Ti(n,n′γ) as a convenient and accurate gamma-ray reference cross section. 

2.    Experimental data 

The available results of measurements of discrete γ-ray production and neutron discrete inelastic 
scattering cross sections relevant for 48Ti(n,n′γ984) cross section evaluation are summarised in Table 1. 
Since 1965 there are relatively few direct measurements of the 984 keV gamma yield versus incident 
neutron energy (the so-called excitation function): only one dataset [5,6]  in the whole energy range of 
interest employing enriched 48Ti sample and four sets [7-10] based mainly on natural samples from 
threshold up to 7.5 MeV.  

Table 1. (n,n′γ984) and (n,n1) experiments carried out for Ti and suitable for present analysis. 

Author and Ref.  Year 
Lab 

Neutron Source 
Energy resolution 

Sam- 
ple 

Detector, Energy 
resolution, angle 

EXFOR 
Entry 

Registration of secondary discrete gammas from (n,n′γ) reaction 
D.L. Broder  
et al. [7] 

1965 
IPPE 

1.1 - 3.2 MeV 
ΔE = 35 - 80 keV 

natTi NaI 
20o - 125o 

40035011 

 
E. Konobeevskij 

 
1973 

1.0 – 1.23 MeV,  
ΔE = 17 keV 

natTi GeLi,  
ΔE =4.0 keV 

40213004 

et al. [8] FIAN 1.0 – 1.49 MeV,  
ΔE = 38 keV 

natTi GeLi,  
ΔE =4.0 keV 

40213003 

J.K. Dickens [9] 1974 
ORNL 

4.9, 5.4, 5.9 MeV 
ΔE = 0.15 - 0.20 MeV 

natTi 
48Ti 

GeLi,  
55o and 125o 

10426 

A.I. Lashuk  
et al. [10] 

1994 
IPPE 

0.9 - 7.36, 15 - 16 MeV 
ΔE = 30 keV 

natTi GeLi,  
ΔE =4.5 keV, ~ 90o 

41186007 
41186027 

D. Dashdorj  
et al. [5,6] 

2007 
LASL 

1.0 - 240 MeV,  
ΔE = 9 keV - 37 MeV 

48Ti HPGe, 27o-142o 14162002 

Registration of inelastically scattered neutrons from (n,n1) reaction 
 
E. Barnard et al. 

1974 
ANL 

1.277 - 1.487 MeV 
“broad“ ΔE ≈ 20 keV  

natTi TOF 
30o - 150o 

10048006 

[11] 1974 
Pelindaba 

1.200 - 1.500 MeV 
“good” ΔE ≈ 5-10keV 

natTi TOF 
30o - 150o 

10048089 
 

I.A. Korzh et al. 
[12] 

1977 
Kiev 

1.5 - 3.0 MeV 
 

natTi TOF, Stilben 
20o - 125o 

40532016 

W.E. Kinney  
et al. [13] 

1977 
ORNL 

4.07 - 8.56 MeV 
ΔE = 60 - 70 keV 

natTi TOF, NE213 10285019 
10285031 

A. Smith et al. 
[14] 

1978 
ANL 

1.5 - 4.5 MeV 
ΔE = 25 - 50 keV 

natTi TOF, Scintillator 
30o - 134o 

10048006 

M.V. Pasechnik 
et al. [15] 

1969 
Kiev 

2.9 MeV 
 

natTi TOF, Scintillator 
30o - 134o 

40045006 

D.L. Broder et al. [7] used moderate resolution NaI detector, rather thick sample and as a reference 
(0.53 ± 0.02) mb for Fe(n,n′847) reaction cross section at 1.2 MeV neutron energy. E.S. Konobeevskij 
et al. [8] carried out measurements with thin and thick Ti samples (two sets of data with gamma 
energy losses of 17 and 38 keV, respectively) and using (0.17 ± 0.02) mb for the Fe(n,n′γ847) reaction 
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cross section at 890 keV neutron energy as a reference. A.I. Lashuk et al. [10] also measured yield of 
984 keV γ-rays from the natural titanium sample relative to the Fe(n,n′γ847) reaction. J.K. Dickens [9] 
has measured yields for many γ-rays utilizing the samples of natural titanium and enriched 46Ti and 
48Ti isotopes. He used the D(d,n) reaction to produce monoenergetic neutrons, the fluence was directly 
measured by a NE-213 scintillation detector. The results of experiments [7,8,10] were corrected to the 
updated monitor reaction cross sections taken from ENDF/B-VII.1 (IAEA) evaluation [1,16]. 

Below the incident energy 2.344 MeV, i.e. the excitation threshold of the second level 2.296 MeV, 
(n,n′) is identical to (n,n′γ) and thus the discrete inelastic could also be used in the analysis of the 
984 keV gamma production. Such experiments have been carried out by E. Barnard et al. [11], 
I.A. Korzh et al. [12], W.E. Kinney et al. [13], A. Smith et al. [14] and M.V. Pasechnik et al. [15]. 
They have measured discrete and secondary energy smoothed inelastic scattering cross sections by 
TOF technique. The neutron scattering on hydrogen was used as a reference, except [14] where elastic 
scattering on carbon was selected for the absolute normalisation. If the authors reported the neutron 
inelastic cross section for the excitation of 984 keV level in 48Ti as one for the natural titanium, we 
divided their results by factor 0.7372 (natural isotope abundance) to get cross section for 48Ti(n,n1).  

At neutron energy around 14 MeV five experiments reported the 984 keV gamma yield from the 
natural Ti sample (in this case it is a sum of 48Ti(n,n′) and 49Ti(n,2n) reactions). The comparative 
analysis [17] has shown that data measured by a NaI detector are 15-50% higher than those obtained 
by a Ge(Li) detector. Such a systematic difference is probably caused by interference from 889 keV 
photons that depopulate first 2+ excited level of 46Ti, the residual of 46,47Ti(n,xn) reaction.  

In the present analysis we additionally used neutron emission differential cross sections (secondary 
neutron spectra) measured by W.E. Kinney et al. [13] (at initial energies 5 - 8.5 MeV), D. Schmidt et 
al. [18] (8 - 15 MeV), H. Vonach [19], and M. Baba [20] (14 MeV). 

3.    TALYS default and optimised calculations 

The TALYS code,  version 1.4 [21], was employed to model neutron interaction with Ti isotopes to 
get an optimal prediction of photon production and neutron inelastic scattering cross sections from the 
threshold up to 20 MeV. The calculations were started with default input parameters: optical model 
potential - local and global ones by A.J. Koning and J.P. Delaroche [22] ; nuclei structure - 20 discrete 
levels for 48Ti up to excitation energy 3.852 MeV taken from RIPL discrete level library; level density 
- matched constant temperature by Gilbert-Cameron and Fermi gas models (GCFG); direct inelastic 
scattering – DWBA calculation of excitation of the first 2+ and 3- vibrational states. These results are 
presented in Figs. 1 - 3 as red curves. The observed discrepancies prompted us to modify parameters 
and search for better agreement with experimental data.  

Below the incident neutron energy of 2.5 MeV practically only the first level of 48Ti is populated and 
thus results of calculations are not affected by discrete level scheme, decay branching or level density. 
However, we observed that both TALYS and EMPIRE codes overpredict the experimental cross 
section just above the reaction threshold, Fig. 1. To exclude the effect of incident energy resolution, 
the theoretical excitation function was convoluted with a Gaussian (given typical experimental 
resolution 60 keV). As seen this procedure smoothed out the curve near threshold; however, the 
systematic overprediction still remains. Additionally, the energy fluctuations observed in experiments 
below 2 MeV cannot be described as expected by statistical reaction models. 

Replacement of the default DWBA model for collective state excitation by coupled channel 
calculations (where the imaginary surface potential depth was reduced by 15% and different optical 
model parameterisation was used for each excited state) had no effect on the cross section. To reach an 
agreement with experimental results in the first 200 keV interval, the imaginary surface potential 
depth should be unrealistically increased by factor 2. Further study of the impact of the optical model 
potential was undertaken with the EMPIRE code as described in the next Section. 
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Above 3 MeV the discrete level scheme and γ-branching ratios (BR) as well as level density of 48Ti 
determine the computed results. Comparing the TALYS default discrete level scheme with ENSDF 
[23] (for A=48 chain it adopts evaluation [24]) and RIPL-3 [25] databases, we found inconsistency for 
several levels: 2.465 MeV (level #4) - TALYS database specifies it as having spin J = 1+ and 100% 
decay to g.s. (RIPL-3 assigns spin J = 5+ and the same BR); ENSDF gives only excitation energy 
without specification of spin and γ-branching ratio (this weak level was observed only in [26] without 
spin and decay assignments); 3.062 MeV (level #6) - TALYS default options are J = 2+ and BR(1st/g.s.) 
= 0.5/0.5, whereas RIPL-3 inscribes the same spin but 100% discharge to g.s.; since ENSDF adopts 
only energy and spin but no gamma transition we left TALYS default branching untouched; 3.711 
MeV (level #16) - TALYS default: J = 2+ and BR(1st/g.s.) = 0.5/0.5 (for comparison RIPL-3 has the 
same spin, but 100% decay to the first 2+), ENSDF: no spin assignment, the same decay as RIPL-3.  

Fig. 1: 48Ti(n,n′γ984) and 48Ti(n,n1) cross sections near threshold (left) and up to 10 MeV (right): 
symbols – experimental data obtained by detection of gammas (closed) and neutrons (open). 

Fig. 2: 48Ti(n,n′γ984) (left) and 48Ti(n, n′γ1312 γ1438) (right) cross sections up to 20 MeV: symbols – 
experimental data; curves – TALYS & EMPIRE calculations and ENDF/B-VII.1 evaluation [16].  

 

Since no γ-transition from the depopulation of 2.465 and 3.711 MeV levels was experimentally 
observed, we assumed that their excitation by neutron inelastic scattering is negligibly small and 
suppressed them in our calculations. This resulted in a much better agreement with measured 
48Ti(n,n′γ984) excitation function up to incident energy 4 MeV, Figs. 1 - 2. The parameters of all other 
levels up to excitation energy 4.535 MeV (level #41) were also updated using information presently 
available in ENSDF database. When the spin, parity or BR were not known, we took them to be the 
same as for levels with the similar collective or single particle nature. As additional validation of 
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selected input parameters one may consider 1.312 and 1.438 MeV gamma transitions from the second 
and third levels with excitation energy U = 2.296 MeV (4+) and 2.421 MeV (2+) to the first excited 
state U = 0.984 MeV (2+). As Fig. 2 (right) shows the selected input parameters for TALYS modelling 
improve the agreement between calculated and measured [5] data compared to the TALYS defaults. 

As a result of the model parameters adjustment, the ratio (n,n′γ984)/(n,n′) (in other words, the factor 
that shows the probability of depopulating transition to pass through the first excited level in 48Ti) 
increased from 0.85 to 0.90 at 5 MeV, Fig. 3. For comparison this ratio obtained in [4] from the known 
γ-branching ratios for the several first 48Ti levels is also plotted there. The upper limit could also be 
estimated from the experimental data [5] as ratio of 984 keV γ-ray cross section to the sum of all 
measured transitions feeding the ground state (i.e., the sum of 984, 2421, 3328, 3699, 3371 and 
3809 keV). It is seen that TALYS calculation, that optimally fits the measured (n,n′γ984) cross section, 
predicts the (n,n′γ984)/(n,n′) ratio to be smaller than measured by up to 5%. 

 

Fig. 3: Ratio (n,n′γ984)/(n,n′) vs. neutron energy: 
points - derived from experiment [5], curves - 
TALYS calculation with default parameters (red), 
with RIPL-3 discrete level scheme (violet) and 
after full optimisation (green) a swell as 
correction factor used in evaluation [4] (purple). 

Fig. 4: 48Ti cumulative number of levels: 
ENSDF (black), constant temperature and 
Fermi gas GCFG (red), back-shifted Fermi gas 
BSFG (green), generalised superfluid GSF 
(brown), microscopic level density tables of 
Goriely's (marine) and Hilaire's (blue). 

 

Level density function becomes important above the incident neutron energy ~5 MeV. For the key 
isotope 48Ti, the RIPL-3 database defines the cut-off energy (no level missed) Ucut-off as 5.197 MeV 
(level #67). However the level spin and parity are only known up to 2.421 MeV (level #3). Fig. 4 
displays the cumulative number of discrete levels of 48Ti nucleus known from experiment (ENSDF) 
and calculated by different level density models in TALYS. It is worthwhile noting that TALYS 
adjusts the level density function in the preselected excitation energy interval (3.2 - 4.535 MeV) to the 
experimental spacing between s0-resonances at neutron binding energy (D0 as taken from RIPL [25]). 
As Fig. 4 shows, the back-shifted Fermi gas (BSFG) model matches better the observed cumulative 
number of discrete levels in 48Ti in the interval 3-7 MeV compared to other models. Therefore BSFG 
was selected to model level density in further calculation. 

For additional validation of the selected input parameters the secondary neutron spectra from 
natTi(n,xn) reaction were also calculated and compared with available experimental data at 8 MeV [13] 
and 14 MeV incident energies [19,20], Fig. 5. It is seen that extension of the cut-off limit for discrete 
levels Umax from the default 3.852 to 4.535 MeV improves the agreement with measured secondary 
neutron spectrum at 8 MeV and, in particular, confirms the preference of the back-shifted Fermi gas 
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level density model in comparison with default option. At 14 MeV the sensitivity to the model input 
parameters is relatively small in comparison with the spread of measured results [19, 20].  

In the high energy part of secondary spectra the direct excitation of collective states makes a dominant 
contribution, Fig. 5. By default, TALYS performs DWBA calculations with an internal set of 
deformation parameters βλ. We replace them by those available in ENSDF database for 48Ti and 
performed coupled channels calculations for the strongest vibrational quadrupole one (and build upon 
them two) phonon states. The large spread and uncertainty of experimental data and interference from 
elastically scattered neutrons due to insufficient energy resolution do not allow to select a preferable 
set of deformation parameters.  

Fig. 5: Secondary neutron spectra from the natTi(n,xn) reaction at 8 and 14 MeV: symbols - 
experimental data, curves - TALYS calculations with default (red) and optimised (green) parameters. 

4.   EMPIRE calculations 

The EMPIRE code [27], version 3.1.1, was also used to model neutron inelastic scattering on 48Ti. The 
main goal was to study the impact of the soft rotator optical model on results. The reactions induced 
by neutrons on 48Ti in the studied energy range occur through the direct, pre-equilibrium and 
compound nucleus mechanisms. EMPIRE utilizes the optical and direct reaction models, quantum-
statistical pre-equilibrium model (MSD+MSC) and the full featured Hauser-Feshbach (HF) model. 
The direct interaction cross sections and transmission coefficients for the incident and outgoing 
neutron channels were obtained consistently from the soft-rotator coupled-channel optical model 
potential of Sukhovitskii et al. (RIPL set #2602 [25]) that couples the lowest 8 excited levels of the 
target nucleus [28]. The coupled-channel OPTMAN code [29] incorporated into the EMPIRE system 
was used in current optical model calculations. Default values of the pre-equilibrium model were used 
in calculations after adoption of optimised branching γ-transition ratios for discrete levels as discussed 
in the previous Section. The Enhanced Generalized Superfluid Model (EGSM) for nuclear level 
density [27] was used as default. Other parameters were retrieved from the RIPL-3 database [25].  

The agreement of EMPIRE and TALYS calculations up to 3 MeV (discrete level region) perfectly 
shows that the impact of selected optical model at these energies is negligible. From 3 to 12 MeV 
EMPIRE calculations are slightly lower than TALYS results, this probably reflects the small 
differences in the level density models. Larger deviations from the experimental data are observed 
above 14 MeV. It is interesting that the predicted direct excitation of the coupled 984 keV level is 
about 50 mb, while TALYS DWBA calculation gives ~100 mb. Such differences could be explained 
by the different dynamical deformations used. Preequilibrium model may also have an impact at those 
high energies. Further studies are needed to clarify the discrepancy. 
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5.   GMA evaluation 

GMA evaluation of 983.5 keV γ-ray production cross section was done by taking into account the 
results of measurements carried out by direct registration of gammas and neutrons following the 
inelastic scattering. For later, the conversion to γ-ray production cross section was performed by 
application of the evaluated branching ratio of 984 keV gamma production to the total inelastic 
scattering. The branching ratio, Fig. 3, was calculated using experimental data [5] as ratio of 984 keV 
γ-ray production cross section to the sum of γ-transition feeding the 48Ti ground state. Additionally the 
branching coefficients from ENSDF [23] were used for calculation of weak transitions to the ground 
state, which were not experimentally detected in [5]. Since the complete scheme of γ-transitions is 
reasonably known only up to excitation energy 5 MeV, the BR used to transform the inelastic 
scattering cross section to the 984 keV gamma production yield was taken from the evaluation based 
upon experimental data [5] up to 5 MeV and assumed equal to 0.95 between 5 and 20 MeV.  

We used the least-squares method and GMA code [30] for non-model evaluation of the 984 keV γ-ray 
production cross section. In this approach the common energy grid (nodes) should be used for 
presentation of all data. To keep the resonance-like structure in the cross section below 3.2 MeV, we 
decided to use the energy grid of [5]. At higher energies up to 20 MeV, the cross section was 
considered to be smooth that allows the usage of the wider energy steps between nodes.  

The following experimental data were used in the non-model GMA least squares fit: gamma-
production data by D. Dashdorj et al. [5] as absolute cross section; the results from thin and thick 
samples measurements of 984 keV gammas by I.A. Konobeevskij et al. [8] treated as shape type data; 
and absolute inelastic cross section measurements by A.I. Korzh et al. [12] transformed to 984 keV 
gamma yield using BR evaluation described above and shown in Fig. 3. Beyond the neutron energy 
3.2 MeV two model calculations were used in the GMA fits: the 984 keV gamma production cross 
section obtained from TENDL-2010 inelastic scattering cross section after correction for BR ratio 
shown in Fig. 3, and the result of the present optimized TALYS calculation. 

The comparison of the evaluations of 984 keV gamma production cross section for two different 
model calculations used in the fit as a prior evaluations are shown in Fig. 6. Due to the excellent 
consistency between  experimental data [6, 8 and 12] after interpolation to the same nodes below 
3.2 MeV,  no difference between GMA evaluation and experimental data [5] was observed there. The 
difference at level of 5 - 6% between two final evaluations in the energy range of the cross section 
maximum can be explained by the difference in the results of the model calculations used as a prior 
and having relatively small uncertainties (~ 3%) for the wide energy groups. Such modelling 
uncertainties are obviously underestimated, and further studies are required. Obviously a final 
evaluation will require better estimation of the model results and modelling covariances above 3 MeV.  

Fig. 7 shows the results of GMA fit that used as a priori only experimental data or additionally the 
TALYS optimal excitation function. The observed fluctuations of the calculated uncertainty, when 
only experimental data are used, show that the experimental database used in fit is not complete. If 
TALYS results are used, then a priori model calculation pulls the final evaluation towards itself and 
slightly decreases uncertainties (due to the model uncertainty underestimation). Since the TENDL-
2010 features stronger positive correlations, inclusion of modeling data in the GMA analysis results in 
increased energy-energy correlation in the final evaluation. 

Results of independent evaluation of inelastic scattering cross section for 48Ti were obtained by 
S. Tagesen, H. Vonach and A. Wallner (included in JEFF-3.1.2 library) using the Bayesian code 
GLUCS with combined non-model fit of experimental data for all reaction cross sections in the energy 
range from 1 to 20 MeV [4]. The strict relations between total and partial cross sections were 
accounted for in this fit. The evaluation was done in 2004 before experimental data [5] was published. 
For calculation of 984 keV γ-production from (n,n′) cross section the evaluated BR shown at Fig. 3 
was used. The results of comparison of three evaluations are shown in Fig. 1. Rather large difference 
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at the maximum of the cross section is explained by large difference in the reaction (or non-elastic) 
cross section evaluation. Better optical models (e.g. based on soft-rotator structure model as 
Sukhovitskii et al. - RIPL set #2602 [25])  need to be used for a proper estimation of the non-elastic 
cross section, a magnitude which remains very uncertain to measure if the same method of evaluation 
will be used. 

 
Fig. 6. Comparison of GMA fit with two different model calculations used as prior and independent 

GLUCS combined fit [4] including all total and partial cross sections. GLUCS fit did not 
include results of latest measurements by Dashdorj et al. [5]. 

  
Fig. 7. Results of GMA fit with two a priori: only experimental data [5] (black) and together with 

optimised TALYS calculation (green). 
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Conclusions 

Experimental data relevant for evaluation of 48Ti(n,n′γ984) cross sections were collected and critically 
reviewed. Up to now there is only one experiment that delivers excitation function for this reaction in 
the whole energy range of our interest - from threshold up to 20 MeV. This experiment’s data could be 
complemented by several other measurements near threshold and at 14 MeV. Regrettably many of 
them are rather old, used large samples, detectors with modest energy resolution and energy 
fluctuating monitor reactions. Regarding this and, in also because of the complex resonance structure  
of the 48Ti(n,n′γ984) reaction cross section below 2 MeV, further precise and independent 
measurements would be highly valued.   

Theoretical analysis has been performed with a goal to establish a theoretical model as predictive as 
possible. The preliminary calculations made with the TALYS code and default input parameters 
demonstrated non acceptable discrepancies with available experimental data. Similar discrepancies 
were observed for the default EMPIRE calculation. Optimization of discrete level scheme, level 
density and modes of calculation has been done on the base of all known information on nuclear 
structure and reaction mechanism. Nearly perfect prediction of the 984, 1312 and 1438 keV γ-rays 
from 48Ti(n,n′γ) and neutrons from 48Ti(n,n1) and Ti(n,xn) reactions has been finally obtained. 
Exceptions, however, are the first 1 MeV interval above 48Ti(n,n′γ984) reaction threshold, where model 
calculations failed to reproduce the average magnitude, and energies below 3 MeV where statistical 
reaction models are incapable to reproduce the resonance structure.  

The final evaluation of 48Ti(n,n′γ984) cross section has been performed by means of the GMA code. 
Below 3.2 MeV the evaluation relies on the experimental data and thus reproduces well the observed 
resonance structure and mean values. At higher energies the results of theoretical modelling could be 
additionally used as a prior. The outcome of GMA evaluation depends on modelling input within a 
few percent. The 984 keV γ-ray production cross section was estimated from threshold up to 20 MeV 
with uncertainty around 5%, a full covariance matrix was also obtained.  
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Abstract
Measurements of inelastic scattering and (n,xn)-cross sections with the (n,xnγ)-
technique are performed at the GELINA neutron time-of-flight facility with
two arrays consisting of high purity germanium detectors, GAINS and GRA-
PHEME. These measurements provide important nuclear data for criticality,
reactivity and power distribution estimates in current and advanced power re-
actors, for the development of active material interrogation techniques for se-
curity and safeguards, and for background studies supporting the search for
neutrinoless double-beta decay in experiments like GERDA, and MAJORANA
and for weakly interacting massive particles. Despite significant advances in
modeling, such cross sections still pose a major challenge to nuclear theory
at the level of the required accuracy. GAINS is an array consisting of 12
large volume detectors used to study inelastic scattering from C to Bi with
high incident neutron energy resolution. GRAPHEME using four planar de-
tectors, is tailored for the actinides. Recent and ongoing experimental work for
23Na, 76Ge, W and 232Th is presented. The experimental work is supported
and complemented by state-of-the-art nuclear modeling with the well-known
TALYS code using both a phenomenological and a microscopic approach, and
with resonance analysis for selected nuclides. Advances and open issues will
be shown. For carbon interesting complementary results were obtained using
single-crystal diamond detectors.

1 Introduction
Remarkably, there is still a strong current interest in neutron inelastic scattering and (n,xnγ)-reactions that
derives from innovation in nuclear energy [1, 2], the development of active material interrogation tech-
niques for security and safeguards, and from background studies supporting the search for neutrinoless
double-beta decay in experiments like GERDA [3], and candidate dark matter particles [4]. Remarkable
since the history of neutron inelastic scattering is a long one dating back from the period shortly after the
discovery of the neutron. A brief recap.

Conclusive experimental evidence [5] for (n,2n) reactions (on 63Cu and 65Zn) was first estab-
lished at the N.V. Philips Gloeilampenfabrieken, Eindhoven, Holland, by an activation method confirm-
ing the half-life, employing radiochemistry to eliminate the end products were neighboring elements and
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deflecting the emitted particles to establish β+-decay [6]. Inelastic scattering was established a year
later. Following several indications of "excitation without capture" of materials by fast neutrons [5], as
summarised by Livingston and Bethe in Part C of an extensive review of nuclear physics, experimen-
tal proof of neutron inelastic scattering was first established by Seaborg, Gibson and Grahame using
a radium-beryllium neutron source, various configurations involving a large lead-block and a Geiger-
Mueller counter [7]. The experiments demonstrated negligible loss of neutrons traversing the lead block
with or without various other materials around the source, the ability of neutrons to excite the lead even
after deep penetration, the minor role of slow neutrons in producing these gamma-rays and the reduced
production of gamma-rays when other materials shield the source. Thus, it was established that 1) neu-
trons are not significantly captured as they produce gamma-rays and 2) their ability to excite lead is
reduced when they lose energy. Implications for the nuclear reaction theory of Weisskopf and Ewing
were sought by Dunlap and Little using D-D neutrons and a cloud chamber [8]. They were unsucces-
ful as the 2.5 MeV neutrons mostly scattered from discrete levels. The suggested discrete energies of
the outgoing neutrons following inelastic scattering were exhibited using photographic emulsions and
the Li(p,n) source reaction by Stelson and Preston for the first level of 56Fe [9]. Quantitative studies
detecting gamma-rays took off with the advent of NaI scintillator counters [10, 11] and for detection of
neutrons through time-of-flight measurements at quasi mono-energetic pulsed neutron sources with fast
hydrogenous scintillators as detectors. The latter technique was pioneered by Cranberg and Levin at Los
Alamos for iron [12]. The highest resolution measurements of this type were developed much later by
Haouat and co-workers and applied to 238U [13]. The first neutron-gamma coincidence measurements
were performed early fifties as well with the aim of curbing the ever important background in neutron
experiments [14].

Measurements at incident-neutron time-of-flight facilities with a white neutron spectrum were
established much later. At the Karlsruhe cyclotron a Ge(Li) detector was used for several elements
[15], while at the Oak Ridge electron linear accelerator ORELA initially a NaI detector was employed
[16] which was replaced with a germanium detector in later work [17]. A new impulse to this line of
experimentation was due to the installation of the GEANIE high purity germanium array at the WNR
spallation time-of-flight facility of Los Alamos [18]. This new facility gave easy access to gamma-rays
from (n,xn) reactions tackling important targets such as 239Pu [19] and 238U [20]. The installation of
GEANIE was inspired by the work of Vonach et al. who first demonstrated the potential of (n, xnγ)-
measurements at WNR [21].

Early inelastic scattering studies drew inspiration from the Wolfenstein-Hauser-Feshbach model
allowing a qualitative rather than a quantitative agreement with experimental results [22]. Detailed an-
gular distribution measurements could be described by an extension of the WHF model allowing the
derivation of transition multipolarities and the inference of level spins and sometimes parities [23]. De-
spite significant advances in modeling, predicting cross sections still poses a major challenge to nuclear
theory at the level of the required accuracy. In particular, accurate criticality and reactivity estimates
of advanced fast reactors and the power distribution in PWRs warrant low uncertainties (2 − 8%) for
inelastic scattering cross sections of the most important isotopes (23Na, 56Fe and 238U). Depending on
the concepts considered the list may be extended to include Mg, Si, Cr, Ni, Zr, Mo and Th.

To meet these challenges accurate experiments must be complemented by state-of-the-art nuclear
model calculations to take optimum benefit of the data and provide the required quantities. What may be
achieved was recently demonstrated for the 241Am(n,2n)240Am reaction where consistent phenomeno-
logical model calculations from different origin were beautifully confirmed by experiment [24, 25]. In
addition, we may now expect a performance from WHF calculations using level densities [26], strength
functions [27] and optical model potentials [28] from (semi-)microscopic calculations at the level of the
phenomenological approach [29]. The phenomenological approach itself has recently seen considerable
development [30] through new dispersive (coupled-channels) optical-models [31–34], imposing Lane-
consistency on optical models [35], investigating the minimum number of coupled-channels to attain
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convergence [36], WHF calculations by Monte Carlo to understand coincidence data [37], and the deter-
mination of the spin distribution of residuals populated by the pre-equilibrium process [38]. For the light
nuclei impressive results are obtained using an algebraic coupled-channel approach that takes account of
the Pauli principle and describes bound and scattering states [39–42]. Model calculations are facilitated
through a comprehensive numerical compilation of nuclear model parameters [43].

In the present collaboration neutron-inelastic scattering is studied experimentally at the IRMM
GELINA neutron time-of-flight facility by observation of the emitted gamma-rays using two arrays
based on high purity germanium detectors. GAINS, an array consisting of 12 large volume detectors, is
used to study inelastic scattering from C to Bi with high incident neutron energy resolution [29, 44–48].
GRAPHEME, developed by IPHC and using four planar detectors, is tailored for the actinides and was
also used for lead [49–51]. Recent and ongoing experimental work that concerns 23Na, 76Ge, W and
232Th is presented. Interesting complementary results for carbon are shown as well.

2 23Na
Inelastic scattering data for sodium are important for the estimation of the void coefficient in advanced
fast reactors, in particular when multiple recycling of high level radioactive waste is emphasized [1, 52].
For a sodium cooled fast reactor configured as a transuranic burner, the target uncertainty between 0.5
and 1.35 MeV is 4% on the energy average and 9% between 1.35 and 2.2 MeV. For other concepts such
as the European Fast Reactor or the Advanced Breeder Test Reactor the requirement is less stringent
(8-10%), but the currently achieved uncertainties are much worse (15-25%).

In a recent publication we describe measurements performed with the GAINS array at the neutron
time-of-flight facility GELINA [44] that meet the target uncertainty for the inelastic scattering cross-
sections averaged over the above-mentioned energy ranges. An uncertainty of less than 2.5% was
claimed. The experiment was performed at the 200 m flight station where an energy dependent res-
olution is obtained (being about 1 keV at 1 MeV) that is largely determined by a fixed time-of-flight
uncertainty of about 10 ns. Eight 8 cm diameter 8 cm long high purity germanium detectors were used
which are placed 4 by 4 at angles of about 110o and 150o degrees for optimal integration over non-trivial
gamma-ray angular distributions (Fig. 1). For the case of sodium the ratio of the 150o yield over the
110o yield was one within the uncertainties for the transitions (Fig. 1) for which cross sections were
determined. Thus no significant deviation from isotropy was found.

Fig. 1: Left: Partial level scheme of 23Na showing the transitions measured in this work. Right: The current
configuration of GAINS has twelve detectors at 110, 125 and 150 degrees.

The gamma-ray efficiency determinations are done by Monte Carlo simulations with detector mod-
els optimized by calibrations with well characterised sources [53]. The normalization to neutron flux is
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obtained by a measurement with a 235U fission ionization chamber that is placed less than 2 m upstream
from the sample [54, 55]. The Na sample was a high purity metallic sample encased in an Al container.
The sample diameter was about 80 mm diameter and 4.2 mm thick with an areal density of 0.389(1)
g/cm2. Further details may be found in reference [44].

In Rouki et al. also a complete overview of the results is given. These results show differences
with the ENDF/B-VI.1 and JEFF-3.1 evaluations for energies above 1 MeV. Improvements are presently
being sought. Since detailed nuclear modeling of n+23Na reactions is out of scope of WHF calculations
due to the resonance structure and since the algebraic model mentioned above is currently only applied
to still lighter nuclei, the best that may be done is a description of the cross section using an R-matrix
parametrization. Such a parametrization is being undertaken and will still require a number of modifi-
cations to come from the present status, which corresponds with JEFF-3.1(.1), to an agreement with the
newly measured data (Fig. 2) at the higher energies.

Fig. 2: Results obtained for sodium compared with a new R-matrix fit.

The (n,xnγ)-technique does not allow to extract angular distributions of the scattered neutrons. As
a prestudy for new work and to facilitate new evaluations of earlier work the Märten et al. [56] data and
their R-matrix analysis by Kopecky et al. [57] were re-analysed [58]. The R-matrix results are available
for future evaluations. These concern the total cross section measured at ORNL and the inelastic cross
section obtained by Märten et al. The elastic scattering data from that work are also of interest since they
offer valuable experience with obtaining angle-dependent data. Figure 3 shows the result of a numerical
integration of the differential cross section data for elastic scattering. Added to the inelastic scattering
cross section these should yield the total cross section. It is shown that two methods of integration
of the experimental data have negligible differences but the differences with the total cross section are
substantial and energy dependent (Fig. 3).

Since the R-matrix fit provides a fairly good description of the total and the inelastic data, it is no
surprise that the R-matrix estimates for elastic scattering and for the mean-cosine of the scattering angle
differ substantially from the experimental data (Fig. 3). The original data of the experiment are no longer
available and important aspects such as multiple scattering corrections cannot be undone and redone. It is
therefore of utmost interest to reinvestigate these angular distributions by new measurements. Theoretical
guidance for this still rather light nucleus with significant resonance structure in the range of interest
would also be of high value.

3 76Ge
With a Q-value of 2039.0 keV the nucleus 76Ge is one of a small set of nuclides that may exhibit (neu-
trinoless) double-beta decay. In the case of regular double-beta decay two neutrinos will be emitted and
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Fig. 3: Na data of reference [58]. Left: Elastic differential cross section data obtained were numerically integrated
in the center of mass system (EL-I) or fitted with a 4th order Legendre polynomial to obtain the integral (EL-
F). Adding the experimental data for inelastic scattering (INL) results in two estimates for the total cross section
(TOT-I and TOT-F). These are compared with data for the total cross section of Cierjacks et al., and Larson et al.
Since the EL-I and EL-F, resp., the TOT-I and TOT-F curves are nearly identical, the “-I” are hidden behind the
“-F” curves. Right: Mean cosine of the scattering angle in the center of mass system.

the sum of the energies of the two electrons will be a characteristic continuous distribution limited above
by the Q-value. Neutrinoless double-beta decay goes beyond the standard model being possible only if
the neutrino is its own antiparticle. The important characteristic is that the sum of the energies of the
electrons is exactly the Q-value. The current lower limit on the process half life is 1.6 · 1025 y [59].
The GERDA experiment [3] attempts to establish this mode of decay by employing a number of high
purity germanium detectors 86% enriched in 76Ge, following up on an early claim of observation of this
decay mode [60, 61]. The detectors are suspended in an Ar cryostat for cooling and more importantly
for shielding against background. The cryostat has 2 m radius and is further shielded by 3 m of water.
The primary concern for the shielding are gamma-rays from the rock and concrete, next come the neu-
trons (same source) and finally the cosmic rays. The latter are vetoed using the water shield as Cerenkov
counter. The experiment aims at a background at 2039 keV of less than 10−3 counts per year, per keV
and per kg of germanium.

A possible background is through the excitation of a level at 3951.89 keV by neutron inelastic
scattering. This level emits a 2040.7 keV gamma-ray with a probability of 3.6(9)% per decay. The energy
of this gamma-ray is sufficiently close to the Q-value to be of concern and thus it was decided to study the
cross section for the production of this level by neutron inelastic scattering with GAINS at GELINA. In
the experiment the 2040.7 keV gamma-ray was not observed. Also the transitions with energy (emission
probability) 3951.7 (46(4)%) and 3388.8 (31(2)%) keV were not observed. The inferred upper limit
for the cross section of producing a 2040.7 keV gamma-ray by neutron inelastic scattering is 3 mb.
Using the neutron-fluxes (3 10−7 n/cm2/s [62, 63]) determined at LNGS where GERDA is located for
unshielded detectors this implies an upper limit of 6-8 10−2 kg−1y−1 emissions of 2040.7 keV gamma-
rays. The GERDA shielding easily reduces this to rates that are insignificant compared to the present
goal for the background. TALYS model calculations show that the cross section could actually be much
smaller (<0.5μb) allowing an unshielded detector at LNGS. For the present generation of experiments
this does not require further investigation, however future experiments may have considerably more
stringent requirements.

Using the samples shown in figure 4 cross sections could be measured for four gamma-rays (of
energy 562.9, 545.5, 431.0 and 1348.1 keV). Two of these are shown in comparison with TALYS model
calculations in figure 5. The typical uncertainty of the measurement is about 10% and is primarily due
to the irregular sample shape.
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Fig. 4: Left: Samples used for the experiment on 76Ge. Right: Portion of the level scheme of 76Ge showing the
gamma-rays observed in this work in black. The decay of the 4+ level at 1410.08 keV was not observed.

Fig. 5: Two gamma-ray production cross sections of 76Ge.

The TALYS model calculations use various options available in the code. The so-called default
calculation is a fully phenomenological calculation with parameters obtained earlier [64]. This is also
the basis of the calculations labeled "Dispersion", "modified" and "modified-dwba". The "Dispersion"
calculation uses the optical model potential of [64] adding the dispersive correction to the real potential.
No significant differences are found. The modified calculation adjusts the optical model potential for
better agreement with the data above 3 MeV incident neutron energy for the 563 keV gamma. The
modified-DWBA calculation uses in addition a DWBA rather than a coupled-channels calculation to
account for the vibrational character of the first excited states. This results in better agreement with the
data for the 546 keV gamma in particular. The microscopic calculation uses the optical model of Bauge
et al. [35], the level densities of Hilaire et al. [26] and the gamma-ray strength functions of Goriely et
al. [27]. The result using ingredients from microscopic calculations is comparable in quality to that of
the phenomenological calculation. It is however clear that model improvements are of interest in order
to come to an overall satisfactory description of the experimental data.

4 W and 232Th
Measurements with the GRAPHEME array of IPHC Strasbourg and installed at the GELINA time-of-
flight facility in Geel at a 30 m flight path currently address the actinides. Recent work with this array
for 235U and 238U is summarised in a separate contribution to this conference [49]. There too details
are presented of this setup, which presently consists of four planar germanium detectors placed 2 by 2
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at 110 and 150 degrees. A particular focus of work at this experimental setup is the Th/U fuel cycle.
Data for (n,xnγ)-cross section were obtained for 232Th and measurements for 233U are being planned.
In view of the difficulties of detecting low-energy gamma-rays which for actinides is compounded by
natural radioactivity and gamma-rays due to the fission process, measurements were also made of natural
and enriched tungsten samples. Since data for tungsten are simpler to obtain such data also allow to
better study the experimental and analysis methods. Furthermore, the physics of tungsten nuclei is
similar to that of the actinides in the sense that these are well-deformed rotational nuclides emitting
low-energy intra-band gamma-rays and higher energy inter-band gamma-rays. Thus, comparisons with
model calculations cover a wider mass range allowing a broader impact of the data. Some preliminary
results are shown in figure 6 in comparison with model calculations with the TALYS code. The data
analysis is still ongoing.

Fig. 6: Experimental inelastic scattering cross sections for the emission of the 122.64 keV gamma-ray of the
2+1 → gs-transition in 186W (Left) and the 112.75 keV gamma-ray of the 4+1 → 2+1 -transition in 232Th (Right).

5 12C
Inelastic neutron scattering on 12C can be studied in a way quite different from the (n,xnγ)-technique
and the neutron time-of-flight methods mentioned above. In recent work [65, 66] single crystal diamond
detectors were exposed to quasi mono-energetic neutron fields at the IRMM van de Graaff laboratory.
These detectors register the energy deposited by the charged particles left in the crystal following exci-
tation of the carbon atoms by neutron inelastic scattering. The resulting pulse height spectrum in these
very pure carbon detectors has better than 50 keV energy resolution and is determined by the Q-value of
the reaction plus the incident neutron energy minus the sum of the emitted neutron and gamma energies.
Gamma-emission is the dominant decay mode for the first level (2+1 , Ex = 4438.91 keV) but is negligi-
ble for the higher lying levels. These decay into α+8Be or 3αs. In view of the range of energies assumed
by the outgoing neutron a range of energies in the pulse height spectrum is contributed by each of the
excited levels in 12C. In addition one observes in the detector full-energy peaks that are associated with
the dissociation of the compound nucleus 13C into charged particles only. In particular one observes the
following binary exit channels: α+9Be, p+12B, or d+11B. For these channels cross sections are readily
obtained. A first attempt at modeling was undertaken by inspecting the data available in the ENDF/B-
VII neutron library using MCNP. Using this Monte Carlo simulation code with a specially developed
tally-ing subroutine it is possible to check the energy deposited by looking at the difference in energy of
the incident neutron and the outgoing neutron(+gamma) [67]. The comparison of data and simulation is
shown in figure 7. Here the data are taken for 16.6 MeV neutrons with a standard spread of 0.2 MeV.

At the highest deposited energy the 12C(n,α)9Be contribution is evident. From 4.5 to 9.5 MeV
deposited energy the response is dominated by 3α breakup continuum. For deposited energies less
than 4.5 MeV the response is dominated by elastic scattering for which this is the maximum deposited
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Fig. 7: Comparison of experimental data and Monte Carlo simulations based on ENDF/B-VII cross sections for
n+12C. The data correspond to the pulse height spectrum observed with a 4.7x4.7x0.5 mm3 single crystal diamond
detector obtained from Diamond Detectors Ltd.

energy [68]. The discrete peaks on top of the (in-)elastic scattering distribution correspond with the
12C(n,p)12B and 12C(n,d)11B reactions.

The figure clearly shows that some of the features in the spectrum are adequately described while
others are not. In particular it appears that the description of inelastic scattering at large energy deposition
and elastic scattering near the maximum recoil energy could be improved. Hence these data appear to
offer an interesting test ground for the algebraic approach to coupled channel calculations for carbon
described in references [41,42]. As is evident from our publication pulse height spectra and cross sections
were obtained in the energy range from 7.3 to 20.5 MeV and the numerical data are available on request.

A good description of these data is of interest to applications aiming at neutron fluence and neutron
spectrum measurements in various radiation fields in fission and fusion energy and in accelerator based
neutron fields.

6 Summary
An overview is presented of recent measurements with the (n,xnγ)-technique with the GAINS and
GRAPHEME setups. Cross sections were shown for 23Na, 76Ge, 186W, 232Th and in an accompany-
ing contribution to this conference: 235,238U. The data are compared with calculations in the interest of
improving nuclear models and making the most of the data in the interest of applications. For applica-
tions in nuclear energy such data are in high demand and there remains considerable room for improved
measurements and improved model calculations. Also shown are neutron inelastic scattering and reac-
tion data obtained with a single-crystal diamond detector. These should be of interest to n+12C model
calculations that were recently performed. Describing these data better is of interest for the use of these
detectors in complex neutron fields and involves the excitation spectrum of 12C and 13C and the angular
distribution of emitted neutrons.
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Nuclear data for neutron-induced reactions on U-235 measured at 
DANCE 

M . Jandel 
C-NR, Los Alamos National Laboratory 

 

Many areas of applied nuclear physics such as nuclear forensics, stockpile stewardship, nuclear non-
proliferation, and nuclear energy, require new or improved cross sections of neutron-induced 
reactions. High precision measurements of U-235 neutron capture cross section were performed at Los 
Alamos Neutron Scattering Center (LANSCE), Los Alamos National Laboratory (LANL). The 
measurements were performed using unique LANL facility: Detector for Advanced Neutron Capture 
Experiments (DANCE). Data on cross sections were obtained in incident neutron energy range from 4 
eV to 1 MeV. Significant discrepancies were observed between the existing evaluations and the 
DANCE measurement.  

In addition, the  properties of the prompt-gamma ray emission in neutron-induced fission of 
U-235 were extracted in form of correlated data on gamma-ray multiplicity versus gammaray energy 
and total energy. The results from DANCE were used to constrain the theoretical models. 
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Improved capture γ-ray libraries for nuclear applications

A. M. Hurst1, B. W. Sleaford2, R. B. Firestone1, N. C. Summers2, Zs. Revay3, L. Szentmiklósi3 ,
S. Basunia1, T. Belgya3, J. E. Escher2, M. Krticka4
1Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
2Lawrence Livermore National Laboratory, Livermore, CA 94550, USA
3Centre for Energy Research, Hungarian Academy of Sciences, Budapest, Hungary
4Charles University in Prague, Prague, Czech Republic

Abstract
The neutron-capture reaction is of fundamental use in identifying and ana-
lyzing the γ-ray spectrum from an unknown object as it gives unambiguous
information on exactly what isotopes are absorbing the neutrons. There are
many applications where this can be used passively (nonproliferation), or ac-
tively where an external neutron source is used to probe an unknown assembly
(planetary studies). There are known capture-γ data gaps in the ENDF libraries
used by transport codes for various nuclear applications. A new database,
EGAF, containing thermal neutron-capture γ-ray data is used to improve the
capture-γ information in the ENDF libraries. For many nuclei the unresolved
quasi-continuum part of the γ cascade is not available experimentally. In this
work, we have modeled this contribution using the Monte Carlo statistical-
decay code DICEBOX, in addition to improving level-scheme evaluations. For
capture of higher-energy neutrons there is little experimental data available,
making evaluation of modeling codes problematic. We plan to continue the
DICEBOX approach through the resolved resonance region where spin and par-
ity information is partially known. In the unresolved resonance region, and up
to 20-MeV incident neutron energy, we are applying Hauser-Feshbach models
to predict the capture-γ spectrum.

1 Introduction
Improved prompt capture-γ spectra are needed for a variety of non-proliferation programs, e.g. Monte
Carlo Neutron Transport Codes (MCNP) for National Security applications. Prompt γ rays are emitted
following neutron capture and can, thus, be used to unambiguously identify compositions of unknown
assemblies since the observed capture γ rays are themselves unique signatures of the elements/isotopes
contained within the absorbing medium. Until recently, however, no reliable prompt neutron-capture
γ-ray database existed for this type of analysis [1]. Since capture-γ data are an essential component for
many basic and applied scientic purposes, a series of thermal-capture measurements were undertaken at
the Budapest Reactor on all elemental targets corresponding to Z = 1-83, 90, and 92, with the exception
of helium and promethium. This work led to the development of the Evaluated Gamma-ray Activation
File (EGAF) and has been evaluated and published as part of an International Atomic Energy Agency
(IAEA) coordinated research project [2].

For low-Z isotopes, neutron-decay schemes are likely near complete, however, for medium-heavy
mass isotopes there may remain considerable gaps in the complete knowledge of the decay scheme.
Furthermore, the contribution of feeding to the observed low-lying states from the quasi continuum is
difcult to resolve experimentally for many nuclei. To account for this feeding and supplement the ex-
perimental data available in the EGAF database, the Monte Carlo statistical-decay code DICEBOX [3]
has been utilized. New independent measurements of the total radiative thermal neutron-capture cross
section (σ0) can then be extracted as the sum of experimentally measured partial-capture γ-ray cross
sections feeding the ground state directly, in addition to the DICEBOX-modeled contribution from the
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continuum that feeds the ground state. Also, the comparison between DICEBOX simulations and the
experimentally-determined cross sections in the EGAF database allows for optimization of the capture-
state spin distribution as well as improved evaluations of the nuclear structure information that can ul-
timately be communicated back through the Evaluated Nuclear Structure Data File (ENSDF) [4] and
the Reference Input Parameter Library (RIPL) [5], a nuclear reaction database containing reformatted
structure information from ENSDF.

A future long-range goal of this work is to develop comprehensive neutron-data libraries with
complete capture-γ information covering incident-neutron energies from the thermal region, through to
the resolved and then unresolved resonance regions, all the way up to 20 MeV, the Hauser-Feshbach
regime. This information is vital for neutron transport calculations and will be disseminated through
the Evaluated Nuclear Data File (ENDF) [6]. Unfortunately, very little experimental data are available
for prompt γ-ray emission resulting from higher-energy neutron capture. To address this problem, fu-
ture neutron-time-of-ight measurements are being planned. The DICEBOX approach may then also be
adopted in the resolved-resonance region where spin and parity information of the l ≥ 1 resonances
is partially known, while Hauser-Feshbach models [7] will be used to treat the remaining part of the
high-energy neutron-capture γ-ray spectrum.

In these proceedings we are presenting results from a series thermal-capture measurements using
enriched tungsten targets. This new information will be communicated through EGAF, ENSDF, and
RIPL, and will form part of revised, more accurate capture-γ library that will be made available through
the ENDF database for nuclear applications.

2 Experimental Setup
Partial neutron-capture γ-ray cross sections were measured with the mirror-guided thermal-neutron beam
at the 10-MW Budapest Research Reactor [8,9]. A thermal ux of approximately 7.8×107 n·cm−2·s−1
was incident upon samples of isotopically-enriched tungsten oxide compounds. An elemental sample
of tungsten oxide was also irradiated with a thermal ux of 2 × 106 n·cm−2·s−1. The samples were
prepared in powder form and held in the beam line in Teon bags. Due to the proximity of the evacuated
target-sample holder, a distance some 35 m away from the reactor wall, a low-background environment
permits for the detection of primary and secondary capture-γ rays. The Prompt Gamma Activation
Analysis (PGAA) setup [10, 11] is located at this target station and, in its simplest operational mode,
comprises a single Compton-suppressed n-type high-purity germanium (HPGe) detector with a closed-
end coaxial-type geometry. The HPGe detector is positioned approximately 23.5 cm from the target-
sample holder. The energy calibration and counting efciency of the HPGe detector was accomplished
using a variety of standard radioactive sources spanning an energy range of ∼ 50 keV up to ∼ 11 MeV.
The γ-ray spectroscopy software package HYPERMET-PC [12] aided the generation of non-linear energy-
calibration and efciency ts to the data, in addition to the peak-tting analysis of the capture γ-ray
spectrum.

Partial γ-ray cross sections were extracted from the measured peak areas for all tungsten capture-
γ lines using an internal-standardization procedure which normalizes the observed intensities to well-
known comparator lines [13]. Hydrogen was used as the comparator in this case from a standard (n,γ)
measurement with tungstic acid (H2WO4) [14]. Cross sections for all tungsten γ lines were then derived
based on this standardization (n,γ) measurement. To ensure consistency over the observational range, a
statistically-consistent set of normalization factors were required in ve different regions encompassing
the low-energy, turning-point, medium- and high-energy regions of the capture-(n,γ) spectrum. Further-
more, this requirement of consistency between low-, medium, and high-energy normalization factors
for each sample, allowed for determination of independent sample thicknesses by considering, and cor-
recting peak intensities for, γ-ray self absorption within the tungsten oxide powders themselves. The
attenuation coefcients were calculated using data from XMUDAT [15] which is based on the prescrip-
tion outlined in Ref. [16].

318

346 A. Hurst et al.



3 Statistical Model Calculations
The thermal neutron-capture γ cascade has been simulated by calculating theoretical feedings to the
experimentally observed low-lying levels using the Monte Carlo code DICEBOX [3]. This program is
based on the generalization of the extreme statistical model, proposed by Bohr [17], in the formation
and decay of the compound nucleus. Thermal neutron capture is an s-wave process (l = 0) whereupon
the compound product is formed with an excitation energy corresponding to its neutron separation en-
ergy. Using this information, and within this theoretical framework, the DICEBOX calculation is then
constrained according to an experimental decay scheme up to a dened energy, referred to as the critical
energy Ecrit. All experimental information characterizing the decay scheme including level energies,
spins and parities, γ-ray transition energies and their corresponding branching ratios as well as internal-
conversion coefcients, are regarded as complete and accurate up to Ecrit. The code then considers the
region between Ecrit and the neutron separation energy as the quasi continuum and uses a random dis-
cretization of an a priori known level density (LD) formula ρ(E, Jπ) and photon strength function (PSF)
f (XL)(Eγ) to generate γ-ray transitions from within this region to the low-lying levels in the experimen-
tal decay scheme. A partial radiation width Γ(XL)

if describing the transition probability for a given γ-ray
decay with an energy Eγ = Ei − Ef is then assumed to be a random choice from a Porter-Thomas
distribution [18], centred on a mean value given by

�Γ
(XL)
if � =

f (XL)(Eγ) · E
2L+1
γ

ρ(Ei, J
πi

i )
. (1)

In equation (1), ρ(Ei, J
πi

i ) represents the level density near the initial level i and XL denotes the multi-
polarity of the transition involved; selection rules are fully accounted for in the generation of the partial
widths. The system of partial radiation widths fully describing the decay properties of the low-lying
levels as well as the randomly-generated levels of the quasi continuum is known as a nuclear realization.
Decay properties of the levels involved differ according to each independent nuclear realization i.e. level-
scheme simulation, and thus, generate statistical uctuations in the simulated level feedings. By using an
appropriate number of realizations DICEBOX can be used to determine the nature of the Porter-Thomas
uctuations involved, and therefore, provide an estimate of the uncertainty attributed to the statistical
nature of the decay processes. These proceedings describe calculations involving 50 separate nuclear
realizations, with each realization comprising 100,000 capture-state γ-ray decay cascades.

Phenomenological models have been used to describe the inuence of the PSF and LD on the
simulated level feedings. Since the dominant decay mode from the capture state at the neutron separa-
tion energy is via an electric dipole transition (E1), Lorentzian-based models are used to describe the
shape of the corresponding giant dipole electric resonance (GDER) observed in photonuclear reactions.
Several different GDER-based PSFs are implemented in the DICEBOX code [3] and all were tested in
this analysis. The Enhanced Generalized Lorentzian (EGLO) model [19, 20], which is dependent on
both γ-ray energy as well as nuclear temperature, was found to reproduce the experimental absorption
data for tungsten rather well and was employed as the principal E1 PSF in this work. The GDER
parametrizations for the tungsten isotopes were taken from RIPL [5]. However, other models were also
tested, and even the simpler Brink-Axel (Standard Lorentzian) [21, 22] model−dependent upon γ-ray
energy alone−was found to produce statistically invariant results cf. the EGLO model. The next most
important capture-state decay mode is through anM1 magnetic dipole transition, although this mode is
signicantly hindered by approximately an order of magnitude compared to the E1 contribution . For the
M1 PSF, Lorentzian-based models were considered and tested, however, due to the paucity of experi-
mental data available for the giant dipole magnetic resonance (GDMR), in a somewhat general sense and
certainly in the case of tungsten, a single-particle (SP) PSF model was adopted. A nal consideration
was also given to the PSF for the much weaker E2 electric quadrupole primary transitions. In this case,
a global parametrization [23, 24] has been used to describe the expected shape of the giant quadrupole
electric resonance (GQER) for the adopted PSF model. The simulations in this work made use of both
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the constant temperature formula (CTF) and back-shifted Fermi gas (BSFG) models for the adopted level
density. The parametrizations for these models were taken from Ref. [25]. All possible combinations of
PSF and LD were tested in these calculations.

4 Results
The four major tungsten isotopes i.e. 182W (26.50 %), 183W (14.31 %), 184W (30.64 %), and 186W
(28.43 %), have been investigated through a series of isotopically-enriched tungsten (182,183,186W) and
elemental tungsten (184W) thermal neutron-capture measurements. The extracted cross sections have
then been compared to theoretical predictions using the DICEBOX code to simulate the thermal-capture
γ-ray cascade. The quality of the results are assessed in terms of how well the modeled predictions
for level populations compare with the experimental depopulation data for a given level. Thus, plotting
these two quantities against each other gives an immediate impression of the validity of the statistical
model in addition to the quality and completeness of the experimental data. This approach can then be
used to postulate on the existence of missing γ rays, and indeed, search for them in the collected (n,γ)
spectra. The statistical model can also be used to test various spin-parity (Jπ) assignments for levels
which have tentative assignments and even suggest new values in the case of strongly populated levels
with no known Jπ assignments. Other structural information may also be extracted such as conrmation
of mixing ratios for γ-ray transitions with mixed multipolarities.

A complete summary of this analysis of the major tungsten isotopes, including new independent
measurements of the total radiative thermal neutron-capture cross sections and γ-emission probabilities,
will be made available in Ref. [26], while earlier developments in this work may be found in Refs. [27–
29]. In these proceedings, we would like to highlight some of the methods that we have adopted in
improving the capture-γ spectrum and structural information. Results from 186W(n,γ) will be used as a
case-in-point illustration. For the 187W compound a cut-off energy corresponding to Ecrit = 900 keV
was determined. Beneath this value of Ecrit, 40 low-lying levels (including the ground state) are known
to exist. Figure 1 shows the corresponding population-depopulation plot for this nucleus up to Ecrit.
In Fig. 1(a) it can be seen that population and depopulation data are all in good agreement with the
exception of the low-lying level at Eex = 364.2 keV. This level is reported in ENSDF (and therefore,
RIPL) to have only two γ rays depopulating it at around 162.7 and 286.9 keV [4, 5]. However, the
plot clearly indicates that the DICEBOX-simulated population for the 364.2-keV level is signicantly
greater than experimental depopulation corresponding to the extracted partial γ-ray cross sections for the
162.7- and 286.9-keV transitions. Since the experimental data for all other levels compare well for this
nucleus, the implication is that the statistical model provides an accurate simulation for the 187W capture-
γ decay scheme, and it is more likely that there could be something wrong or incomplete with regards
to the experimental data for the 364.2-keV level. The Jπ = 9/2− assignment for this level is rmly
established [4, 5] and so an alternative scenario could be there is a missing γ-ray transition deexciting
this level that would otherwise provide the extra amount of intensity needed to reach agreement with the
DICEBOX calculation. Fig. 1(b) shows that inclusion of a ∼ 14-keV transition to the 350.43-keV level
improves agreement between simulation and experiment dramatically; all data now fall along the slope
indicating good agreement between population and depopulation for levels up toEcrit. The cross section
for the ∼ 14-keV transition has been estimated based on expected population predicted by DICEBOX. In
fact, the recent work of Bonadarenko et al. [30] suggests that such a transition should exist due to inferred
coincidence relationships, despite not actually observing the transition directly. The course of this work
has, indeed, highlighted several other instances where low-energy transitions, that have not been observed
in nuclear structure experiments, may well exist according to statistical model expectations [26]. It is
important that such transitions should be considered in establishing an optimized and more-complete
capture-γ library.
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(a) (b)
364.2 keV 364.2 keV

Fig. 1: Simulated populations (DICEBOX) plotted against experimental depopulations (capture-γ cross sections)
for low-lying levels in 187W up to Ecrit = 900.0 keV: (a) poor agreement between simulation and experiment for
the 364.2-keV level; (b) good agreement between simulation and experiment for all levels.

5 Conclusion
Partial γ-ray cross sections have been measured for the major tungsten isotopes from a series of thermal
neutron-capture experiments performed at the Budapest Research Reactor using isotopically-enriched
and elemental tungsten samples. The quality and completeness of these data have been investigated
by comparison to theoretical predictions of thermal capture onto tungsten isotopes using the Monte
Carlo statistical-decay code DICEBOX. The combined experimental and theoretical effort has led to an
increase in the cut-off energy Ecrit compared to what is currently reported in RIPL [5] for all four
tungsten compounds (183,184,185,187W) investigated in this work. Furthermore, a more complete database
of thermal-capture γ-rays and energy levels has been deduced for each of the compounds in this study,
along with improved nuclear structure information such as conrmation of tentative Jπ assignments in
addition to newly-proposed assignments for certain levels. This information is currently in preparation
for a forthcoming publication [26] and will be communicated back into the EGAF [2], ENSDF [4],
and RIPL [5] libraries, and eventually disseminated as part of a complete capture-γ library to be made
available through the ENDF [6] neutron-data library.

In the future we would like to extend our measurements with tungsten into the resolved-resonance
and higher-energy neutron-capture regions, up to 20 MeV. These measurements will be accompanied by
further statistical-model calculations using DICEBOX (resolved-resonance region) and Hauser-Feshbach
(high-energy capture) techniques with the ultimate goal of generating a complete capture-γ library to be
published through ENDF. This, in turn, will provide a more robust and reliable input-data-set for many
applications using MCNP.
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The US nuclear data community has recently released the ENDF/B-VII.1 library - the next generation 
of recommended nuclear data for nuclear science and technology applications. The library is the result 
of a coordinated ve years effort of several US laboratories supported by collaboration with our 
colleagues in Japan, Europe, and at IAEA. The improvements focus on neutron cross sections, 
covariances, ssion product yields and decay data and combine new developments in nuclear reaction 
modeling with measurements. Modern evaluations are essentially model based with experimental data 
used to constrain model parameters. This approach ensures physical consistency of the data but at the 
same time places stringent demands on the codes and employed models, which have to be exible 
enough to reproduce experimental data with the desired accuracy. Over recent years there has been 
noticeable expansion of nuclear reaction modeling in the data evaluation.  Simple eye-guided curves 
and least square ts were gradually giving room to the model calculations employing more and more 
powerful codes and more advanced reaction mechanisms. Various microscopic approaches start to 
compete with the phenomenological models. In this win-win combination nuclear data benet from 
the better physics, which increases our condence in the recommended data, while reaction physics 
gains the most thorough benchmark testing of concepts, models, and parametrizations. Since discovery 
of the neutron many advances in nuclear theory were driven by the needs of applications. Nowadays, 
nuclear data evaluation is the eld in which the low energy nuclear reaction modeling nds its most 
extensive utilization.  

In my talk I will briey review status of reaction modeling used in the data evaluation, point 
out to recent advances and focus on those aspects that are still in need of further development. I will 
discuss areas in which until now we lack sufcient accuracy or predictive power and mention efforts 
that aim to close some of these gaps.  Expanded availability of covariances, which quantify not only 
uncertainties but also correlations among data, offers exciting perspective of the global approach to 
nuclear data evaluation combining reaction modeling with differential and integral data. We are 
developing components of such a system being fully aware that its practical implementation presents 
enormous challenge related to reaction modeling, parametrization, selection of differential and integral 
experiments, reliable estimation of covariances and, last but not least, regarding scale of computation. 
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Processing of incident-neutron sub-library from ENDF/B-VII.1,
JENDL-4.0 and JEFF-3.1.1
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Abstract
FLUKA has so far achieved fully correlated/analog simulation for almost all
projectile-target-energy combinations. This work reports some efforts in ex-
tending correlated transport to cover the <20 MeV neutron range, which is
presently given, for the most part, multigroup treatment. The dynamics of cor-
related and multigroup transport will be demonstrated in the form of a sample
history. Some issues arising from the processing of evaluated incident-neutron
sub-libraries, using PREPRO and NJOY, will be presented. The representa-
tion of angular distribution of neutron elastic scatter will be discussed, with an
attempt parameterize Legendre coefcients.

1 Correlated versus uncorrelated radiation transport
FLUKA [1, 2] is capable of correlated simulation of all projectile-target combinations from eV to TeV
– except for some cases where the neutron is below 20 MeV. In fact, even for low-energy (<20MeV)
neutrons, correlated pointwise simulation is already available for selected channels. Wide-scale imple-
mentation of correlated pointwise transport is in progress; some aspects will be reported in Section 2.

In correlated/analog simulation, energy, momentum, A and Z are fully conserved at each collision
– even before averaging over multiple samples; each secondary particle in the cascade ts a unique place
in a family tree; the relation between every particle is uniquely dened.

Listing 2 is a sample history following a 20.1 MeV neutron in 10B. FLUKA seamlessly switches
to multigroup (non-correlated) transport when the neutron goes below 20.0 MeV (line 4). Before line 4,
the neutron energy is exactly resolved (eg. 20.1 MeV at line 2). Once multigroup transport takes effect,
however, the neutron energy becomes known between group-specic limits (eg. 19.6 and 20.0 MeV at
line 4). The α produced at line 5 later collides, α +11 B →14 C + p + γ (line 7), conserving A and Z.
10B(n,α )7Li capture, the principle behind typical neutron detection, shielding and therapy, takes place
in line 37; momentum and energy strictly conserved, FLUKA switches back to fully correlated transport.
The accompanying 0.477 MeV γ, emitted explicitly as a sharp line, later interacts (line 39).

Estimation of integrated quantities (eg. dose and uence) typically does not require correlation.
Multigroup treatment is therefore a common technique in neutron transport; it offers greater details than
the discrete ordinate technique. In fact, there are widely-used codes, where pointwise transport has
been available, that are uncorrelated by design and philosophy. Correlated transport is optional, and
challenging, in terms of code development.

There are applications which may be sensitive to the lack of correlation (eg. single event upsets
and tissue equivalent proportional counters). Hence the importance of overcoming current exceptions
where full correlation is absent in FLUKA. A point to note is that fully-correlated transport does not
necessarily imply long run-times, as variance reduction techniques are always available.

2 Processing evaluated libraries: from ENDF to PENDF
A preliminary step towards implementing correlated low-energy neutron transport is to draw necessary
data from evaluated libraries. Evaluated data in its raw form (ENDF [3]) are not readily usable feeds.
Pointwise (PENDF) data may be obtained by processing ENDF using PREPRO [4] or NJOY [5].
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0 MeV ns cm
−>n 2.01000000000 e+01 0.000000000 e+00 0.000000000 e+00

2 * e l a s t i c 2.01000000000 e+01 1.355819720 e−02 8.275412706 e−02
|− r e c o i l 1 .71238952200 e−01 1.355819720 e−02 8.275412706 e−02

4 * mu l t i g 1 . 96 e+01_2 . 00 e+01 2.396900352 e−01 1.453660049 e+00
−>2004 1.34750201500 e+01 2.396900352 e−01 1.453660049 e+00

6 |− s t e p 2.17511493300 e+00 2.406580743 e−01 1.454112416 e+00
* i n e l a s t 1 .12999052200 e+01 2.406580743 e−01 1.454112416 e+00

8 −>6014 3.40657375900 e+00 2.406580743 e−01 1.454112416 e+00
|− s t e p 3.40657375900 e+00 2.409063336 e−01 1.454126090 e+00

10 −>g 6.87132216600 e+00 2.406580743 e−01 1.454112416 e+00
*Compton 6.87132216600 e+00 8.904385034 e−01 1.894811647 e+01

12 −>e− 6.29794025900 e+00 8.904385034 e−01 1.894811647 e+01
|− s t e p 1.35455567600 e+00 9.025436869 e−01 1.929863451 e+01

14 |− s t e p 9.07954558600 e−01 9.120798329 e−01 1.955831973 e+01
|− s t e p 6.79128727100 e−01 9.198851972 e−01 1.966286332 e+01

16 |− s t e p 6.33787894500 e−01 9.263898577 e−01 1.964319996 e+01
|− s t e p 4.61618544000 e−01 9.316649092 e−01 1.954360203 e+01

18 |− s t e p 3.72014477900 e−01 9.360452237 e−01 1.941729579 e+01
|− s t e p 6.40817203300 e−01 9.397475699 e−01 1.931408822 e+01

20 |− s t e p 1.91924358900 e−01 9.422203163 e−01 1.925041108 e+01
|− s t e p 1.86279218600 e−01 9.441378768 e−01 1.920272774 e+01

22 *Compton 5.73381906500 e−01 9.539757657 e−01 1.948346534 e+01
−>e− 1.61188100300 e−01 9.539757657 e−01 1.948346534 e+01

24 *Compton 4.12193806200 e−01 1.034231071 e+00 2.145125437 e+01
−>e− 5.79735126300 e−02 1.034231071 e+00 2.145125437 e+01

26 *Compton 3.54220293600 e−01 1.122923115 e+00 2.256353592 e+01
−>e− 1.10342679600 e−01 1.122923115 e+00 2.256353592 e+01

28 −>p 1.80576864000 e+00 2.406580743 e−01 1.454112416 e+00
|− s t e p 1.80576864000 e+00 2.441490229 e−01 1.456045267 e+00

30 −>3007 8.76983895000 e+00 2.396900352 e−01 1.453660049 e+00
|− s t e p 8.76983895000 e+00 2.405904497 e−01 1.454209451 e+00

32 |− r e c o i l 3 .64007707700 e+00 2.396900352 e−01 1.453660049 e+00
* mu l t i g 1 . 92 e+01_1 . 96 e+01 4.332574626 e−01 2.583124903 e+00

34 |− r e c o i l 3 .57532332400 e+00 4.332574626 e−01 2.583124903 e+00
* mu l t i g 8 . 39 e+00_8 . 61 e+00 2.335985032 e+00 9.579404378 e+00

36 |− r e c o i l 1 .93476781700 e+00 2.335985032 e+00 9.579404378 e+00
* mu l t i g 8 . 19 e+00_8 . 39 e+00 2.566380818 e+00 1.043058092 e+01

38 −>g 4.77610000000 e−01 2.566380818 e+00 1.043058092 e+01
*Compton 4.77610000000 e−01 2.705250677 e+00 7.496920262 e+00

40 −>e− 2.03933671000 e−01 2.705250677 e+00 7.496920262 e+00
−>2004 7.93477174700 e+00 2.566380818 e+00 1.043058092 e+01

42 |− s t e p 7.93477174700 e+00 2.570277887 e+00 1.043239819 e+01
−>3007 3.14540634600 e+00 2.566380818 e+00 1.043058092 e+01

44 |− s t e p 3.14540634600 e+00 2.566780987 e+00 1.043058384 e+01
|− r e c o i l 1 .88226392500 e+00 2.566380818 e+00 1.043058092 e+01

Listing 1: Sample cascade from a slowing-down neutron in FLUKA. Time and distance are given with respect to
source origin. The energy column shows 1) the kinetic energy at collision (arrows) or production (stars); 2) the
kinetic energy range when multigroup (multig) treatment is in effect; 3) energy deposition for steps and recoils.
Ions are represented in ZA notation. Indents denote the nth particle generation.

Fig. 1 shows the minimum cross section for different materials and reaction types. Data have been
extracted from ENDF/B.VII.1 and JENDL-4.0. This is of particular interest given that PREPRO takes as
input parameter a threshold in barns, below which cross sections would be copied verbatim. The default
threshold is 1× 10−10 barns, whereas the minimum cross sections do go well below this value (Fig. 1).

Fig. 2 shows the (n, n�α) cross section for 94Nb after linearization and resonance reconstruction
by NJOY and PREPRO. In this case it is easy to recognize which is correct. Plotted on a log-linear
scale, with the ENDF le clearly specifying the interpolation scheme as log-linear, lines joining adjacent
points should be straight. The disagreement at low energies is due to the above-mentioned threshold
in PREPRO input. Lowering the threshold would solve the problem. The author of PREPRO, however,
maintains that the threshold should be kept at 1×10−10 barns to avoid potential problems in the presence
of resonance.
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Fig. 1: The minimum cross section for various ZA available from the incident-neutron sub-library of ENDF/B-
VII.1 and JENDL-4.0. Colour scales from low MT (dark) to high MT (bright).

Fig. 2: Cross section after linearization and resonance reconstruction using PREPRO with default settings (dashed
line) and NJOY (full line): Nb-94 MT=22.

Whereas either PREPRO or NJOY could have accomplished the task, we used both, as a tangential
quality assurance exercise to spot vulnerabilities requiring attention. The amount of data calls for a
balance between automation and human intervention, to address the risk of missing details (due to over-
automation) and making mistakes (due to unnecessarily manual handling).

3 Angular distribution of neutron elastic scattering
Angular distribution (MF=4) of elastic scattering (MT=2) may be represented in several forms: 1) a
ag indicating purely isotropic distributions, LTT=0, LI=1; 2) Legendre expansion coefcients, LTT=1;
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Fig. 3: A-E combinations where MF=4 MT=2 distribution are given as isotropic (left), or in Legendre representa-
tion (right) in ENDF/B-VII.1 and JENDL-4.0. Colour scales from low (dark) to high (bright) Legendre orders.

3) tabulated probabilities, LTT=2. Data storage demands understandably increases in this order. An
additional factor is data availability. For instance, 74 materials were given as purely isotropic in JEFF-
3.1.1 (2009), whereas no parallels could be found in the more recently released JENDL-4.0 and ENDF/B-
VII.1. This does not necessarily negate the use of JEFF-3.1.1, since it contains materials and/or energy
ranges still absent in the latter two libraries.

Fig. 3 summarizes the mass-energy (A-E) combinations where angular distribution is given as
isotropic and that given in Legendre representation. Note that interpolation does not apply; the absence
of a point indicates the absence of data rather than the continuity of data.

The rst Legendre coefcient is of special interest because it allows the calculation of average
energy loss. Its bi-variate A-E variation (Fig. 4) suggests trends of parameterization potential. Uni-
variate plots (Fig. 5) suggest a straight-forward sigmoid dependence in the form of

Y = a+
b

1 + e−
X+c

d

(1)

with the energy scale in logarithmic form. The A-dependence, however, merits a closer scrutiny (Fig. 6).
The A-dependence at different energies exhibits common peaks and valleys at A around 53, 85, 143 and
209. It is therefore foreseeable that the Legendre coefcients may be further condensed as parameterized
functions of A and E.
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Fig. 4: The rst Legendre coefcient given for MF=4 MT=2 by ENDF/B-VII.1 (red) and JENDL-4.0 (blue) as a
function of A and E.

Fig. 5: The rst Legendre coefcient given for MF=4 MT=2 by ENDF/B-VII.1 and JENDL-4.0. Left: variation
with A, colour scales from low energy (dark) to high energy (bright). Right: variation with E, colour scales from
low A (dark) to high A (bright).
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Fig. 6: Variation of the rst Legendre coefcient with A, plotted at selected energies between 10 keV and 20 MeV.
All subplots have been overlayed with lines A=53, 85, 143 and 209.
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Outlook and perspectives for the n_TOF Experiment at CERN 
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Abstract  
The outstanding features of the existing CERN n_TOF neutron beam  are the 
very high instantaneous neutron flux, excellent TOF resolution, low intrinsic 
backgrounds and coverage of a wide range of neutron energies, from thermal 
to a few GeV. These characteristics provide a unique possibility to perform 
neutron-induced cross-section and angular distribution measurements for 
applications in nuclear astrophysics, nuclear reactor technology and basic 
nuclear physics. A wide variety of measurements have already been 
performed since the facility became operational in 2001 and made available 
to the nuclear data and nuclear physics community. The most relevant 
measurements of the period 2009/2011 will be presented in this contribution. 
The overall efficiency of the experimental program and the range of possible 
measurements achievable with the construction of a second experimental 
area (EAR-2), vertically located 20 m on top of the n_TOF spallation target, 
might offer a substantial improvement in measurement sensitivities. Few 
selected aspects of the study for the realisation of the installation upgrade 
will be also presented. 

 

1 Introduction  
High precision neutron cross-section data are of major importance for a wide variety of research fields 
in basic and applied nuclear physics [1]. In particular, neutron data on neutron-nucleus reactions are 
essential in Nuclear Astrophysics for understanding the production rate of heavy elements in the 
Universe, which occurs mainly through slow and rapid neutron capture processes during the various 
phases of stellar evolution [2,3].  In the field of nuclear technology new studies aimed at developing 
future generation nuclear system which would address major safety, proliferation and waste concerns 
are requiring more accurate data in neutron-induced fission and capture cross-section on radioactive 
isotopes. Based on these motivations the neutron time-of-flight facility n_TOF has been constructed at 
CERN, Geneva in 2001 and operated since then. 

2 n_TOF Facility 
The idea of a new neutron time-of-flight facility at CERN was proposed by C. Rubbia in 1998 [4], as a 
follow up of the TARC experiment, also conducted at CERN in the previous years.  

The concept of the n_TOF neutron beam [5] makes use of both the specifically high flux of 
neutrons attainable using the spallation process of 20 GeV/c protons on a massive lead target, able to 
contain practically the whole spallation shower, thanks to the remarkable beam density of the CERN 
Proton Synchrotron (PS) [6]. After the initial proposal, in a short amount of time the facility was 
accepted for construction by CERN. The CERN n_TOF facility has been set in operation and 
commissioned in 2001 with performances matching the expectations. The PS machine of CERN can 
generate high intensities up to 8.5×1012 ppp (protons per pulse) - high enough to produce the vast 
number of 2×1015 neutrons per pulse - in the form of short (6 ns 1  width) pulses with a repetition 
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time varying from 1.2 s to 16.7 s and a prompt “flash” considerably smaller compared to electron 
machines based on the bremsstrahlung process. The high neutron flux, the low repetition rates and the 
excellent energy resolution of 5.5x10-4 (at 1keV) have opened new possibilities for high precision 
cross section measurements in the energy range from thermal to GeV, for stable and, in particular, for 
radioactive targets (see Fig.1). 

 

Fig.1:  The figure show the configuration of the installation as well as the main parameters of the 
installation. 

3 Upgrade of the Facility:  Class A and Borated Water 
After the new target commissioning phase, which started in November 2008 and continued during 
mid-2009, two other significant upgrades have been implemented in the last 3 years.  

The first is the implementation of a different moderator material other than light water. In 
particular, the program has envisaged the use of water enriched in 10B, which has greatly enhanced the 
measuring capabilities of neutron-induced capture cross-section, by reducing significantly the 
presence of the in-beam photon component, and in particular the 2.2 MeV -rays, produced by neutron 
capture in hydrogen. Since this photon contribution is delayed, i.e. emitted after about 1 microsecond 
from the proton interaction (due to the fact that it is produced by thermalized neutrons), it would 
results in a background component in the 1-100 keV neutron energy range, which is problematic for 
capture reaction measurements performed with C6D6 detectors. The conceived system has reduced the 
2.2 MeV photon components by a factor of about 10, leaving the neutron fluence unchanged above 1 
eV. 

Another upgrade performed during the 2010 run has been the transformation of the n_TOF 
experimental area into a Work Sector Type A, which has allowed the possibility to perform 
measurements of capture and fission cross-section of “unsealed” samples of highly radioactive 
isotopes, such as actinides like 241Am, 243Am and 240-2Pu, taking full advantage of the facility’s high 
instantaneous neutron flux. This has required a complete revision of the experimental area and of the 
related technical services. The milestone of n_TOF facility is summed-up on Fig. 2 
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Fig.2: The figure shows the timeline of the n_TOF installation, from its conception to the foreseen major 

upgrades in 2014 ending with the construction of a new experimental area. 

4 Experimental Campaign  2009/2011 
During the years of operation 2009-2011 the n_TOF Collaboration has attained a rich 

experimental program measuring in total 19 isotopes, as highlighted in Figure3. 

 

 
Fig.3: The figure shows the list of isotopes measured between 2009 and 2011 at n_TOF, together with the 

physics objectives associated with them. 
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5 Measurements Performance 
Out of all the neutron induced cross sections that play a role in nuclear technology applications, those 
for which improvement is considered of utmost importance are included in the High Priority Request 
List [7] of the International Atomic Energy Agency IAEA. This list is continuously updated by the 
Nuclear Energy Agency (NEA). 

Half of the capture cross section measurements included in this list (natHf, 233,235,238U, 239,241,242Pu, 
241Am) are on fissile isotopes; some of these are very difficult to measure due to the fact that γ-rays 
generated in fission reactions may constitute a very large background when measuring γ-rays emitted 
in neutron capture reactions. 

 
Fig.4: The photo shows one hemisphere of the 4  Total Absorption Calorimeter (TAC) and the long gas 

chamber inserted along its axis. 

 
The measurement of capture cross sections of fissile isotopes is of utmost importance in the 

field of nuclear technology but it poses a challenge from the experimental point of view: the γ-ray 
background emitted in fission reactions complicates the measurement of weaker γ-signals associated 
with (n,γ) reactions. We have built and tested a new set-up at the CERN n_TOF facility that allowed 
us to measure simultaneously neutron-induced fission and capture reactions by combining a 4π Total 
Absorption Calorimeter (TAC) with several MicroMegas (MGAS) detectors loaded with a total of 3 
mg of 235U.(Fig. 4) 

A detailed analysis of the measured data including the optimization of the coincidence 
algorithm and the determination of the several detection efficiencies involved in the process has 
confirmed the successful and unambiguous identification of capture and fission events. The analysis of 
the extracted capture and fission cross sections shows that the results are in good agreement with the 
ENDF/B-VII.0 evaluation in the energy region under study (6-22 eV).  
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Fig.5:  The figures show the distribution of deposited energy corresponding to fission captures and 

background. 

 
In view of the present results, (Fig.5) a new experimental campaign is envisaged at n_TOF for 

measuring capture cross sections of fissile isotopes such as 233,235U, 239,241Pu and 245Cm, always 
considering the very limited availability of suitable samples. The first measurement using 30 mg of 
235U is scheduled for 2012 [8]. 

Another important measurement during the present campaign was  the 63Ni(n,γ) cross section. 

Is the first time that such a measurement has been done at the neutron time-of- flight facility 
n_TOF from thermal neutron energies up to 200 keV. In total 16 resonances could be identified and 
capture kernels have been determined for 14 of these resonances. Maxwellian averaged cross sections 
were calculated for thermal energies from kT = 5 keV to 90 keV with uncertainties around 20%. 
Stellar model calculations for a 25 M  star show that the new data have a significant effect on the s-
process production of 63Cu, 64Ni, and 64Zn in massive stars. 

Up to now the stellar cross section of 63Ni(n,γ)64Ni relied on calculations or extrapolations of 
experimental values at thermal neutron energies  (0.025 eV).Theoretical predictions for the 
Maxwellian Averaged Cross Section (MACS) at kT = 30 keV are ranging from 24 to 54 mb. The 
currently recommended value quoted by the compilation KADoNiS is 31 ± 6 mb. Because such 
calculations are vulnerable to large systematic uncertainties, measurements have been attempted at 
Los Alamos National Laboratory and at CERN.  

–
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Fig.6: Capture yield of the 63Ni sample (black) compared to the empty sample holder and to the 

spectrum obtained with a pure 62Ni sample. 

 
The energy-dependent 63Ni(n,γ) cross section has been measured at the n TOF facility providing 

the first experimental results for MACSs at stellar neutron energies (Fig.6). The MACSs ranging from 
kT = 5 to 90 keV exhibit total uncertainties of ≈ 20 − 22% and are about a factor of 2 higher than the 
theoretical prediction of the KADoNiS compilation. Our results improve one of the main nuclear 
uncertainties affecting theoretical predictions for the abundances of 63Cu, 64Ni and 64Zn in s-process 
rich ejects of core collapse supernovae. Furthermore, these results are a fundamental step to constrain 
the contribution from explosive nucleosynthesis to these species [9]  

6 Experimental Area 2 project 
The overall efficiency of the experimental program and the range of possible measurements 

could be significantly improved with the construction of a 2nd Experimental Area (EAR2), vertically 
located 20 m on top of the n_TOF spallation target (see Fig.7) [10]  

 
Fig.7: Schematic view of the EAR1 and of the proposed EAR2 
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Being closer to the spallation target (flight path of 20 m) the configuration provides a higher 
instantaneous neutron flux with respect to the present neutron fluence in EAR1 (flight path of 185m 
from the spallation target); this is a clear advantage for the measurement of reactions on samples with 
very small masses or reactions with very small cross sections. The reduced energy resolution 
important for resolved resonances due to the smaller distance does not affect the measurements at high 
neutron energies (see Fig. 8). 

 

 
Fig.8:  Comparison between the neutron fluence of the proposed EAR2 and the existing EAR1. The significant 
absorption dips in the EAR2 fluence are due to the large amount of structural Al between the spallation target 
and the vertical vacuum tube leading to EAR2. 

 
The realization of the 2nd Experimental Area, with its short flight path, will contribute to a 

substantial improvement in experimental sensitivities and will open a new window to stellar 
nucleosynthesis, technological issues (such as transmutation or design of safety of future nuclear 
energy systems) and basic nuclear physics by allowing to measure neutron-induced reactions which 
are not accessible so far at any other installation. The main advantages will be: 

Neutron-induced reaction measurements can be performed on very small mass samples.  This 
feature is crucial to reduce the activity of unstable samples and in cases where the available sample 
material is limited.(ex. 238Pu, 241Pu 243Cm, 244Cm, 245Cm, 242mAm, 231Pa, 233Pa) 

Measurement can be performed on isotopes with very small cross sections for which the 
optimization of the signal/background ratio is an essential prerequisite (ex. 86Kr, 138Ba, 140Ce, 208Pb ) 

Measurement can be performed on much shorter time scales. Repeated runs with modified 
conditions are essential to check corrections and to reduce systematic uncertainties. 

Measurements of neutron-induced cross sections at high energies (En>10-100 MeV), which are 
not possible in the existing EAR1, will benefit from largely reduced the -flash. This will be 
particularly important for measurements of (n, charged particle) reactions at high energies because Si 
and Ge detectors are most strongly affected by the -flash.  
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7 Conclusion 
There is need of accurate new data on neutron cross-section both for astrophysics and 
advanced nuclear technology. CERN n_TOF has proven to be a unique facility in the world 
for its performance. Since 2001, n_TOF has provided an important contribution to the field, 
with an intense activity on capture and fission measurements. The transformation of the 
Experimental Area into Work Sector of Type A has allowed performing measurement of 
capture and fission cross section of “unsealed” samples of highly radioactive isotopes. With 
the construction of the Experimental Area 2, the n_TOF installation is going to open new 
perspectives in the measurements of fission and capture cross-section with lower samples 
masses. 
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Abstract 
Large acceptance magnetic spectrometers have come into operation in the 
last decade, such as PRISMA installed at Laboratori Nazionali di Legnaro, 
and have given a further boost to the renewed interest for multinucleon 
transfer reactions. The large solid angles of these devices and the high 
resolving powers of their detection systems allowed to investigate the 
transfer process around and well below the Coulomb barrier and to perform 
nuclear structure studies in several mass regions of the nuclide chart when 
coupled with large -ray arrays such as CLARA or the AGATA 
Demonstrator. Recent results of reaction dynamics and nuclear structure 
obtained with PRISMA and PRISMA-CLARA as well as a new ancillary 
detector for the spectrometer will be presented in this paper. 

1 Introduction 
The renewed interest in the last decade for multinucleon transfer reactions, mainly due to the 
realization that this process could be used to populate nuclei moderately rich in neutrons, benefited 
from the construction of the new generation tracking spectrometers, based on the trajectory 
reconstruction, and the use of the state-of-art large area particle detectors.  

PRISMA  is the large acceptance magnetic spectrometer designed to be used with 
heavy-ion beams accelerated at energies up to E = 10A MeV by means of the Tandem/PIAVE-ALPI 
accelerator complex of Laboratori Nazionali di Legnaro. It can operate as a standalone device or 
coupled to large -ray arrays such as the CLARA  set-up until March 2008 or the AGATA 
Demonstrator  until the end of December 2011. Its coupling with the CLARA array allowed to 
make in-beam γ-spectroscopy of moderately neutron-rich nuclei populated by multinucleon transfer 
reactions through the identification of individual excited states and their population pattern. The 
experimental campaign of the PRISMA-CLARA set-up started in 2004 and has been completed at the 
end of March 2008 making use of about 50% of the total beam-time available at the Tandem/PIAVE-
ALPI accelerator complex of LNL. Experiments performed with PRISMA and PRISMA-CLARA 
were mainly addressed to obtain information on the nucleon-nucleon correlation and the connection 
between multinucleon transfer process and other competing reaction channels, on the shell evolution 
and the onset of new regions of deformation (collectivity, critical point symmetries) in medium-mass 
moderately neutron-rich nuclei.  

Selected results obtained with the PRISMA and PRISMA-CLARA set-ups in sub-barrier 
transfer measurements and in odd argon isotopes populated by using the multinucleon transfer process 
are presented in this contribution. Moreover, the status of an ancillary detector which is being 
developed for PRISMA in order to perform kinematical coincidence measurements is also reported. 

367



340 
 

2 Sub-barrier transfer measurements 
Multinucleon transfer in heavy ion reactions is a mechanism ranging from the quasi-elastic regime 
(i.e. few nucleon transfer and low total kinetic energy loss (TKEL)) to the deep-inelastic collisions 
(i.e. many nucleon transfer and large TKEL) which takes into account the largest fraction of the total 
reaction cross section at energies close to the Coulomb barrier [6]. In the sub-barrier region nuclei 
enter into contact through the tail of their density distributions and nucleon transfer processes take 
place between levels close to the Fermi surfaces of the donor and acceptor. At such large distances 
between the centres of the interacting nuclei the reaction mechanism conditions are much simplified 
compared to those near the strong absorption radius. Nuclei are only slightly influenced by the nuclear 
potential and follow almost pure Coulomb trajectories. Excitation energies are restricted to few MeV 
and uncertainties in calculations associated with optical potentials can be minimized. These peculiar 
conditions should in principle allow to extract more quantitative information on the mechanism of 
multiple transfer processes, for example on the relative contribution of single particle and more 
complex degrees of freedom which include nucleon-nucleon correlations. However, available data for 
heavy ion transfer reactions in the sub-barrier region are extremely scarce or almost not existing due to 
the significant experimental difficulties of this kind of measurements (such as the strongly backward 
peaked angular distributions, the low kinetic energy for the backscattered projectile like fragments and 
the low cross sections). A suitable way to overcome these limitations is to make use of inverse 
kinematics detecting the lighter targetlike fragments with magnetic spectrometers at very forward 
angles . The coming into operation of large solid angle spectrometers has renewed the interest for 
the study of the transfer process in the sub-barrier region where a high efficiency is required. 

In this framework we measured with the spectrometer PRISMA the excitation functions for the 
neutron transfer channels populated in the inverse kinematics 96Zr+40Ca reaction  from the Coulomb 
barrier (330 MeV) to ~ 25% below (275 MeV). Projectile and target are closed or near-closed shell 
nuclei for both neutrons and protons, thus representing a good reference for a quantitative comparison 
with theoretical calculations. This experimental and theoretical environment provides very suitable 
conditions for a proper study of the mechanism of multiple transfer processes. The 96Zr beam was 
accelerated by the Tandem-ALPI accelerator complex of LNL onto a 50 g/cm2 40CaF2 target 
supported on a 15 g/cm2 C backing. Mass spectra of the targetlike fragments, measured with 
magnetic spectrometer PRISMA placed at 20°, have evidenced the population of more than four 
neutron pick-up channels at energies close to the Coulomb barrier while at sub-barrier energies only 
one or at most two neutron transfers survive. Making use of semiclassical conditions, one can extract 
the transfer probability Ptr as a function of the distance of closest approach D, with Ptr defined as the 
ratio of transfer cross sections to the Rutherford one. This representation is significant only if 
semiclassical conditions are fulfilled and one deals with (almost) pure Coulomb trajectories. The case 
studied here well fulfils these requirements, with the further advantage that the Q-value distributions at 
the measured sub-barrier energies are quite narrow and corresponding to few MeV of excitation 
energy. At large ion-ion separation the radial behaviour of the form factor is governed by the 
exponential form of the bound-state wave function and the transfer probability is approximated by:  

                                                               (1) 

where the parameter  is related to the binding energy Eb of the transferred nucleon,  = (2mEb)1/2/ , 
and D( ) is the distance of closest approach. The excitation functions of transfer processes as a 
function of the distance of closest approach D are thus represented (in a semi-logarithmic plot) by 
straight lines with a slope - . Such behaviour is independent of the way in which transfer proceeds, as 
a successive process or as a simultaneous transfer. Contradictory results have been obtained in 
previous experiments around the Coulomb barrier, where slopes smaller than predicted were found 

, and at lower energies where no anomaly in the slope behaviour has been clearly identified . 
Figure 1 displays the transfer probabilities extracted from the yields of the +1n (full circles), +2n 
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(empty circles) and +3n (full triangles) transfer channels as a function of the distance of closest 
approach D, together with the solid lines which are the results of the fitting procedure. Data for the 
+4n channel (empty triangles) are available only at the highest energies, therefore a reliable fit could 
not be performed. The extracted experimental slopes agree well with those expected by the binding 
energies. Given the correct behaviour of Ptr and keeping in mind the simplified assumptions 
mentioned before, we can make a phenomenological analysis which compares the probabilities for 
transfer channels with those expected from an independent particle transfer mechanism. It turns out 
that P2n = 3(P1n)2 and P3n = 3(P1n)3.  

The two-neutron transfer channel has been analyzed with a semiclassical model that calculated, in the 
successive approximation, transitions to 0+ states. Figure 2 shows the results of these calculations 
where the full line represents the inclusive transfer probability for one neutron transfer, the dotted line 
the ground state to ground state transition for the two-neutron transfer and the dashed line the 
transition to the first 0+ excited state at 5.76 MeV in 42Ca. It appears that the transfer probability for 
the transition to the excited 0+ state in 42Ca is much larger than the ground state one. But, by 
considering only 0+ transitions the experimental cross section is underestimated by a factor of ~3. This 

Fig. 2: Theoretical transfer probabilities for one- and two-particle transfer 
(lines) in comparison with the experimental data (points) 

Fig. 1: Extracted transfer probabilities Ptr as function of the distance of 
closest approach D for neutron transfer channels 
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enhancement is ascribed to transitions to states with large angular momentum and to transitions of 
non-natural character, indicating that more complex two-particle correlations have to be considered in 
the transfer process.  

In experimental conditions similar to those already successfully exploited in the 96Zr+40Ca case, 
as a further step we investigated the 116Sn+60Ni system whose ground to ground state Q-values are 
close to zero for neutron transfers, matching their optimum Q-value (  0 MeV). In particular, we 
measured the excitation functions in steps of 5 MeV from the Coulomb barrier (500 MeV) down to 
about 25% below (420 MeV) for the transfer channels populated in the inverse kinematics reaction. 
For this system one expects to have a main population close to the ground to ground state transitions 
and, in particular for the +2n channel, it is interesting to see how calculations including only transfer 
to the gs states compare with the experimental data. The 116Sn beam was delivered by the PIAVE 
injector and the ALPI superconducting booster with an average current of ~2 pnA onto a 100 g/cm2 
60Ni target with a 15 μg/cm2 C-backing. Ni-like recoils have been detected by PRISMA at lab=20 , 
corresponding to c.m. 140° and transfer yields have been measured down to ~ 16 fm of distance of 
closest approach. Figure 3 shows the Total Kinetic Energy Loss (TKEL) spectra for the elastic and one 
(+1n) and two (+2n) neutron pick-up channels at the representative bombarding energy of                  
Elab = 475 MeV, close to the Coulomb barrier. The elastic (+inelastic) peak has a width of ~ 3 MeV 
close to the expected energy resolution. The position of the Q-value for the elastic scattering (Qgs=0) 
is marked with vertical dashed lines for the different channels in the figure. For neutron transfers 
(Qgs

n = −1.7 MeV and Qgs
n = +1.3 MeV) one observes a significant population close to these 

(ground to ground state) Q-values. At the same time one sees a tail toward larger TKEL, more marked 
for the +2n channel, typical of the energy regime close to the barrier. These energy loss components 
tend to disappear far below the barrier. 

 

At present stage the data are being analyzed in the whole measured energy range, with the main 
aim to extract the transfer cross sections for the one and two neutron pick-up channels and for 
channels involving proton stripping. Proton stripping channels are in general more difficult to get 
experimentally far below the barrier since they drop off more rapidly than neutron channels, therefore 
a careful evaluation of the angular distribution (and transmission of the spectrometer) is mandatory. 
The −1p channel, together with the +1n channel, is one of basic building blocks defining the more 
complex multiple particle transfer and the comparison of its behaviour as a function of the bombarding 
energy with the microscopic calculations will tell about the shape of the form factors [11]. Part of the 
excitation functions for transfer channels have been measured with sufficient statistics to allow 
making cuts in the angular acceptance of PRISMA. In this way differential cross sections may be 
extracted for different angles at each energy, thus increasing significantly the number of points which 
define the transfer probability as a function of the distance of closest approach. Thus, a careful 
evaluation of the PRISMA response function is being studied via a Montecarlo simulation to assess 

Fig. 3: TKEL loss spectra for the elastic and +1n, +2n transfer channels at the 
bombarding energy Ebeam = 475 MeV. See text for details. 
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the influence of the transport of the ions through the spectrometer on the measured yields. A 
successful application of these studies has been employed in the 48Ca+64Ni system [12, 13] where 
experimental angular distributions for elastic as well as for transfer channels, have been corrected for 
the response of the spectrometer. Such corrections involved a case where measurements have been 
performed at energies much higher than the Coulomb barrier and where deep-inelastic components 
contribute significantly to the yields. In the case of sub-barrier energies the Q-values are quite narrow 
and one expects that the effect of the transmission is relevant mostly at the edges of the spectrometer. 
The reconstructed experimental angular distribution for the elastic scattering at Elab = 440 MeV, 
obtained applying the response function of the spectrometer to the experimental data, follows quite 
well the Rutherford scattering in almost the whole angular range, with the except of the extreme 
edges. Similar calculations are now being performed for the neutron transfer channels and for all other 
measured energies. 

3 Particle-phonon states populated in multinucleon transfer reactions 
The coupling of single particle degrees of freedom to nuclear vibration quanta is very important for 
the understanding of the transfer strength distribution. These effects, still largely unexplored, are 
essential for the description of many basic states in the vicinity of closed shells. To this end we studied 
the population of states with a particle-phonon character in neutron transfer channels produced in the 
40Ar+208Pb reaction [14]. The 40Ar beam was extracted from an ECR ion source and accelerated by 
means of the superconducting Linac ALPI at Elab = 255 MeV onto a 300 μg/cm2 208Pb target. The 
yields of the projectile like fragments have been measured with PRISMA at three different angles     

lab = 46°, 54° (≈ grazing) and 59° in order to cover most of the transfer flux in the reaction. The 
coincident -rays were detected with the CLARA array, located in the hemisphere opposite to 
PRISMA. The normalization for the different measured angles was ensured by a silicon SSBD 
monitor detector positioned at a forward angle.  

The  spectra measured in coincidence with 40,41,42,43Ar corresponding to inelastic scattering, 
+1n, +2n and +3n channels are plotted in Fig. 4. They contain transitions from particle states as well 
as from states involving combinations of single-particle with a collective boson. New transitions have 

Fig. 4: Doppler corrected -ray spectra for 40,41,42,43Ar 
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been identified in 41Ar and 43Ar (9/2− → 7/2− and 11/2− → 7/2−), and in 42Ar (6+ → 4+). A very strong 
population of the 2+ states has been observed in 40Ar and 42Ar that act as cores in odd isotopes when a 
neutron is added. The energies, spins and parities of identified states agrees well with the results of sd-
pf large-scale shell model (SM) calculations [15]. In 41Ar and 43Ar we observed, in addition to the 
known γ transitions of the low-lying states, strong lines at 1629.7(3) keV and at 1527.4(5) keV which 
we attribute to the population of the yet unknown 11/2− states. These states can be understood as a 
coupling of collective boson to single-particle states (i.e. |2+, (f7/2)1> giving an 11/2− stretched 
configuration). It is expected that the properties of these particle-phonon states are to a large extent 
determined by the properties of the corresponding phonon states.  

Figure 5 shows the comparison of the measured and SM calculated energies for the 2+ and 11/2− 

states of argon isotopes in the N = 20 – 28 region evidencing an excellent agreement for all argon 
isotopes shell. Solid circles are SM calculated energies, open squares are the adopted levels, whereas 
open triangles and the cross symbol correspond to the energies of 11/2− in 41Ar and 43Ar from our 
experiment and in 45Ar from Ref. [16]. The behavior of their energies displays that the evolution of the 
collectivity, in the even isotopes (2+ energies) and in the odd isotopes (11/2- energies), is very similar. 
This further corroborates the particle-phonon character of these 11/2- states. We expect that heavy ion 
induced transfer reactions populate states of similar character in more neutron rich isotopes. Argon 
isotopes with N≥28 have been populated in 238U+48Ca reaction [17], and the populated states in the 
47Ar behave similarly to odd-argon isotopes discussed here. 

Experimental transfer yields have been interpreted within a reaction model [18] that explicitly treats 
the internal degrees of freedom of the two ions in terms of elementary modes, surface vibration and 
single particles. The significant population of particle-vibration states, reached via neutron transfer, 
demonstrates the importance of excitation of the states whose structure can be explained with the same 
degrees of freedom which are needed in the reaction model, i.e. coupling of the valence neutron to the 
vibration quanta. 

4 An ancillary detector for the PRISMA spectrometer 
A relevant aspect to be further investigated in transfer reactions that involves heavy ions is the 
influence of secondary processes, evaporation and fission that is important for the heavy partner. The 
determination of the survival probability against fission of heavy targetlike fragments (TLF) would 
help to understand how effectively multinucleon transfer reactions may be used to populate heavy 
nuclei [19]. We remark that data on the transfer induced fission are very scarce.  

In order to check the relevance of the fission process in the population of the heavy fragments, 
we are planning to perform kinematical coincidence measurements where light fragments identified at 

Fig. 5: Energies of the 2+ and 11/2− states of argon isotopes with N = 20–28 
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the focal plane of PRISMA will be used to tag heavy partners entering into position sensitive device 
located at the correlation angle in the scattering chamber. To this end the magnetic spectrometer 
PRISMA is being equipped with a position sensitive detector composed of a single-sided silicon strip 
detector (SSSD) with a thickness of 300 m and an active area of 5 5 cm2. The detector (shown in   
Fig. 6) is segmented in 16 resistive strips providing X and Y position information, timing and energy  

signals. In order to minimize the number of electronic channels, one end of each strip is grounded 
through a 100  resistor and the position along the strip is obtained from the amplitude of the signal 
collected on the other end. Energy and position resolutions of about 80 keV and 1 mm along the strip, 
respectively, were obtained in laboratory tests performed with 5.486 MeV  particles. 

A preliminary in-beam test has been performed by using the 40Ca+90Zr reaction at                   
Elab = 120 MeV. Figure 7 shows the X-Y scatter-plot (Zr ions) obtained with the entrance detector of 
PRISMA tagged by elastically scattered Ca ions entering into the SSSD. It was placed at 10 cm of 

distance from the target and covered with an aluminum mask composed of 8 by 10 holes, 1 mm 
diameter spaced 1.5 mm. Correlated Zr events in PRISMA cover only about half detector. 

5 Summary 
An enhancement by a factor 3 has been evidenced in the transfer probability extracted from the 
excitation function of the +2n transfer channel populated in the inverse kinematics reaction 96Zr+40Ca. 
Data analysis of the excitation functions for the main transfer channels populated in the 116Sn+60Ni 
reaction is in progress to deduce the cross sections and transfer probabilities for neutron pick-up 
channels as well as for channels involving proton stripping. The comparison between data and theory 

Fig. 6: Si strip detector for kinematical coincidence measurements 

Fig. 7: X-Y plot measured with the start detector of PRISMA 
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for both systems, namely superfluid and near closed shells nuclei, will significantly improve our 
understanding of nucleon-nucleon correlations in the transfer process. Excitation functions have been 
measured with sufficient statistics to extract angular distributions. Corrections of the experimental data 
based on the PRISMA response function are being performed for the neutron transfer channels. 

In odd Ar isotopes populated via neutron transfer in the 40Ar+208Pb reaction, we observed a 
significant population of proposed 11/2− states which well match a stretched configuration of the 
valence neutron coupled to the vibration quanta. The properties of such states are closely connected 
with the properties of the vibration quanta, allowing to follow the development of collectivity in odd 
argon isotopes.  

A new ancillary detector for the PRISMA spectrometer has been developed and a preliminary 
in-beam test has been carried out. It will allow to perform kinematic coincidence measurements in 
order to study the effect of secondary processes such as the fission in the population of the TLF yields. 
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The PANDA experiment : physics goals and experimental setup

Gianluigi Boca on the behalf of the PANDA collaboration∗
GSI Helmoltzzentrum für Schwerionenforschung, Darmstadt, Germany

Abstract
PANDA (antiProton ANnihilation at DArmstadt) is an experiment that will
run at the GSI laboratory, Darmstadt, Germany, in 2018. A high intensity
antiproton beam with momentum up to 15 GeV/c will collide on a xed pro-
ton target (pellet target or jet target). A wide range of physics topics will be
investigated : charmonium states and open charm states above theDD thresh-
old; exotic states like glueballs, oddballs, hybrids, multiquarks, molecules;
the spectroscopy of the excited states of strange and charm baryons; non-
perturbative QCD dynamics in the pp production cross section of charm and
strange baryons and their spin correlations; the behaviour of hadrons in nuclear
matter; hypernuclear physics; electromagnetic proton form factors in the time-
like region; the CP violation in the charm sector, rare and forbidden decays of
charm baryons and mesons.

PANDA is an experiment that will run at the GSI laboratory in Darmstadt (Frankfurt, Germany) around
2010. It will continue and extend the successful physic program started at Cern with LEAR and Fermilab
with E760/E835. Presently the PANDA collaboration is composed by a group of 420 physicists from
53 institutions of 16 countries. The experiment will use a very high intensity antiproton beam with
momentum ranging from 1.5 GeV/c to 15 GeV/c, on a xed proton target (pellet target or jet target).
The range of energy in the center of mass covered goes from

√
s = 2.25 up to

√
s = 5.47 enabling the

study a wide physics topic range, some of them described in the following sections. The p beam will
be accumulated in the HESR storage ring in two modes : a high intensity mode, with a beam current of
∼ 2× 107 p/sec and stochastic cooling leading to a luminosity of 2× 1032 cm−2s−1 and δp/p = 10−4,
and a high resolution mode with electron cooling, a luminosity of 2× 1031 cm−2s−1 and δp/p = 10−5.

1 Some of the Panda Physics goals
For lack of space it is impossible here to describe all physics measurements feasible in PANDA. Only
a few are briey described in the following. For a more detailed description see the PANDA Physics
Book [1].

1.1 Charmonium physics
The pp system can form (non-exotic) states with any JPC not just 1−− as in the e+e− experiments. Con-
sequently all the charmonium states predicted by the potential models, can be studied in PANDA. The
mass and width resolution of the states formed is driven essentially by the resolution of the p momentum
and less by the detector performances, as demonstrated by the experience of the experiment E835 at
Fermilab.
with 2 × 1032 cm−2s−1 luminosity PANDA will accumulate 8pb−1 integrated luminosity per day (as-
suming overall 50% efciency) and 104 ÷ 107 cc states/day. In 6 months data taking 1.5fb−1 will be
accumulated, approximately 10 times better than the Fermilab experiments E760/E835 with a better
detector, with better angular coverage, with magnetic eld and the ability of detecting hadronic decay
modes.

∗On leave from Dipartimento di Fisica, Pavia University
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The charmonium states can be divided in ’conventional’ cc states predicted by the quark model and ’un-
conventional’ states whose interpretation is still far from obvious. Some of the ’conventional’ state that
needs to be experimentally further investigated are : 1) the charmonium ground state ηc; it has been mea-
sured by eight experiments in the past, still there is poor agreement on the mass and the width. PANDA
will measure this state with high statistics; 2) the η�c discovered by Belle [2] in the η�c → KKπ channel in
2002 and subsequently conrmed by BaBar and Cleo in 2004. The width is presently measured only with
a 40% error, clearly new high statistics measurements are needed; 3) the charmonium n2s+1

lJ = 11P1

state (hc) mass and width are very important for the determination of the spin dependent components
of the qq connement potential. The BES3 (2010) [3] and CLEO (2008) [4] measurements conrm the
mass value obtained earlier by E835 (in 2005) [5]. For the width there is still only an upper limit (Γ < 1
MeV); again larger statistic experiments are needed.
Concerning the physics of the charmonium ’unconventional’ states, PANDA will be able to study many
of them in great detail; for instance the X(3872). This state was discovered by Belle in 2003 [6] in the
decayX(3872) → J/ψπ+π− and conrmed later by CDF, D0 and BaBar. Several hypothesis have been
suggested to explain this narrow state : excited charmonium (13D2 or 13D3), a D0D∗0 molecule, ccg
hybrid.
The X(3872) state is not the only puzzle in the mass spectrum. PANDA can study many of the re-
ported states that need conrmation [7] : the X(3940), Y(4008), Z+1 (4051), Y(4140), X(4160), Z

+
2 (4250),

Y(4274), X(4350), Z+2 (4430), X(4630), Y(4660). In particular the Z states, if conrmed, would be the
rst unambiguos sign of non-qq states.

1.2 Open charm physics
PANDAwill run at full luminosity above the open charm threshold at the ψ(3770) resonance. ADD pair
will be produced almost at rest. In a running time of 107 seconds in a year and with 50% reconstruction
efciency for the D decays, ∼ 109 DD golden mode pairs/year will be detected. PANDA will be the
next generation charm factory continuing the very successful charm physics program of experiments like
Cleo, FOCUS, BaBar, BELLE. The PANDA large sample will made possible studies on the direct CP
violation and T-violation of the D meson, on the mixing in the D0D0 system, on rare and forbidden
decays, on semileptonic decays, on Dalitz plots of hadronic decays, on the determination of D absolute
branching ratios, of new allowed, singly, and doubly Cabibbo forbidden D decays.

1.3 Gluonic excitations (hybrids, glueballs) and other exotics
QCD allows for a state spectrum richer than the one predicted by the quark model. Gluons can be prin-
cipal components of new hadrons : glueballs and hybrids. The additional gluons make possible exotic
JPC forbidden to SU3 quark model hadrons. That is a powerful experimental signature for their discov-
ery. Their properties are determined by the long distance features of QCD and for this reason they are
very interesting. For many of these states the latest LQCD calculations improved the precision of the
predictions on the mass and the width. LQCD predicts about 15 glueball states with mass accessible to
PANDA (for instance the rst 2+− state is predicted at 4.3GeV/c2). Some of them have exotic quantum
numbers (oddballs) and a width of ∼ 100MeV/c2. Glueballs decay color blindly in uu, dd, ss and cc
and can mix with normal hadronic resonances in the same mass range. Oddballs, due to their exotic JPC

are predicted to be narrower and easier to discover in partial wave analysis. The glueball decays most
favourable to PANDA are those into φφ or φη if their mass is < 3.6GeV/c2 or into J/ψη or J/ψφ if it
is above. PANDA can form glueballs in the pp → φφ channel, with statistics two orders of magnitude
better than JETSET, or pp → ωω,ρρ , KK∗. The η(1475) → KKπ state published by the OBELIX
collaboration [8] can be studied in detail.
As far as the hybrids are concerned, non-charmonium candidates are the π1(1400) decaying into ηπ,ρπ ,
the π1(1600) decaying into η�π, ρπ, b1π, f1π, ωππ the π1(2000) decaying in f1π, ωππ and the h2(1950)
decaying in ωππ. PANDAwill have the best chance to detected the ccg states with exotic quantum num-
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bers since they are predicted to be relatively narrow and to have mass in the region above 3.5GeV/c2

where the spectrum is not so populated by other large resonances.
As far as the tetraquarks and pentaquarks is concerned, PANDA will have access to these states up to
∼ 5.5GeV/c2; the reaction pp → Θ+Θ−, if it exists, could be studied near threshold.

1.4 Electromagnetic form factors of the proton in the time-like region
The electromagnetic form factors in the time-like region can be studied in the pp → e+e− reaction. To
rst order QCD

dσ

d cos θ�
=

πα2

8EP
[|GM |2(1 + cos2θ�) +

4m2
p

s
|GE |

2(1− cos2θ�)]

where E and P are the energy and momentum of the p in the pp reaction center of mass. Presently
data exist up to a maximum of Q2 ≡ s ∼ 15GeV2 but higher Q2 data are crucial to check the theory
predictions and to check the equality between the space-like and time-like form factors for corresponding
Q2. Only the experiments E760 and E835 measured the form factors up to 15GeV2 but, due to low
statistics, they had to assume |GE | = |GM |. In PANDA it will be possible to measure them without
assumptions, up to Q2 = 29GeV2, with much wider angular acceptance and higher statistics.

2 The PANDA detector
In order to achieve its wide physics program, the detector must have full angular acceptance and good
angular resolution both for charged particles and for γ. The particle identication (π, K, e and μ)
should be excellent up to a momentum of ∼ 8GeV/c. High momentum resolution for a relatively wide
momentum range is required. The detector has to work at a very high rate (2 × 107 Hz) in order to
achieve the desired luminosity. A top view of the detector is shown in g. 1. There are two magnets.

Fig. 1: Top view of the PANDA apparatus

A solenoid with 2 T eld for the central region, a dipole with an integrated eld of 2 Tesla·meter in the
forward region. The p beam has a moment ranging from 1.5 up to 15GeV/c and collides on a xed target,
a pellet target (the option of a gas jet target is also being considered). A microvertex detector made of
pixel sensors and microstrip sensors with a barrel geometry surrounds the interaction region. The central
detector is completed by a inner tracking detector (straw tubes), a DIRC for particle identication and
an electromagnetic calorimeter. An inner time of ight detector (SciTil) made of by scintillator tiles
is placed around the DIRC. Outside and around the solenoid a system of scintillator counters and drift
chambers for muon detection will be placed. In the forward direction, for polar angles less than 220, the
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dipole and 8 stations of multiwire drift chambers will help determining the track momentum. Particle
identication will be ensured by a forward DIRC and a RICH and by time of ight counters scintillator
walls. An electromagnetic calorimeter and hadron calorimeter will detect neutral particles like γ and
neutrons. In the following sections the most relevant parts of the detector are described.

2.1 The pellet target
Presently the preferred solution is a pellet target like the one used in the CELSIUS/WASA facility. The
desired density of the frozen droplets of hydrogen in order to achieve the PANDA luminosity require-
ments is 3.8 × 1015 atoms/cm2 and presently the CELSIUS/WASA facility is very close to this goal :
2.8× 1015 atoms/cm2. The pellets are blown into the vacuum beam pipe through a tube which should be
as small as possible. In the present design its inner diameter is 2 cm.

2.2 The microvertex detector
The microvertex detector [9] is placed around the beam pipe and it has a barrel geometry with 5 layers.
The rst 3 layers are pixels 100× 100μm2. In order to reduce the material the 2 outer layers are double
sided strips. There are also 5 forward wheels. The rst 3 are pixels and the last two are double sided
strips. In total ∼ 12 million pixels redout channels in the barrel and forward region and ∼ 200000 strip
readout channels. The pixel technology is the same used for LHC. The pixel total thickness (including
the frontend) is ∼ 500μm. The digitization is performed locally with the time over threshold method, in
an ASIC using the 0.13μm technology. The resolution forseen with this detector is 100μm.

2.3 The central tracker
The Central Tracker [10] consists of a Straw Tube system , used as tracker and for dE

dx measurement. The
straw tube system will be made of layers (from 20 up to 31 layers) of drift tubes 150 cm long, placed in
hexagonal symmetry. They ll the cylindrical zone of inner radius 15 cm and outer radius 42 cm. The
rst 16 and last layers are aligned parallel to the beam axis, while the 16 central layers are arranged at
skew angles of 30 enabling the measurement of the z position of the hit with better than 1 cm precision.
Adiacent layers are staggered with respect to each other to help resolving the left-right ambiguity. The
straw diameter is 10 mm; the gold-plated tungsten-rhenium wire diameter is 27μm and the wall thickness
of the aluminized Mylar is 24μm. The total number of straws is ∼ 5300. The gas mixture is Ar-CO2

with gain ∼ 105. The x and y resolution on the single hit is ≤ 100μm, while the z resolution is better
than 0.4 cm; the typical momentum resolution of the straw system together with the microvertex system
is 1.5% at 1 GeV/c total momentum.

2.4 The forward GEM detector
Particles emitted at angles below 22◦ not covered fully by the Straw Tube system will be tracked by three
stations of GEM detectors placed 1.1m, 1.4m and 1.9m downstream of the target. With the envisaged
luminosity, the expected particle ux in the rst chamber in the vicinity of the 5 cm diameter beam pipe is
about 3·104 cm−2s−1. Besides this very high ux, this detector also has to work in the 2T magnetic eld.
Gaseous micropattern detectors based on GEM foils as amplication stages are suitable to function under
these conditions. In the current layout there are three double planes with two projections per plane. The
readout plane is subdivided in an outer ring with longer and an inner ring with shorter strips. The strips
are arranged in two orthogonal projections per readout plane. Owing to the charge sharing between strip
layers a strong correlation between the orthogonal strips can be found giving an almost 2D information
rather than just two projections. The readout is performed by the same front-end chips as are used for
the silicon microstrips. The rst chamber has a diameter of 90 cm, the last one of 150 cm. The readout
boards carrying the ASICs are placed at the outer rim of the detectors.
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2.5 Charged particle identication systems
The charged particle identication is essential in PANDA in all the physics channels. It is achieved with
a DIRC, with a RICH, by means of dE

dx , with the Time of Flight system and with the muon counters.
The central barrel DIRC is placed in the solenoid, just around the straw tube tracker, at approximately
42 cm radius. It is made by quartz (fused silica) bars, where the Cerenkov light is produced, arranged
in cylindrical fashion with axis coinciding with the one of the solenoid. It measures the Cerenkov cone
of particle crossing the quartz bars and from that it is possible to derive the β of the particle. The quartz
bars with n = 1.47 will enable kaon identication starting at 460MeV/c. The readout of the light will be
achieved either with an array of 7000 photomultipliers located outside the magnetic eld of the solenoid,
coupled with puried water to the quartz bars, or by MicroChannelPlate PhotoMultipliers placed just
outside the bars. Another option considered is the use of silicon PhotoMultipliers.
A DIRC for the forward particles at polar angles between 100 and 220 will be placed inside the solenoid,
at the downstream end. The present design idea is to use a disk of fused silica as radiator, read out in
∼ 3200 pixels. The design will ensure π/K separation from 1GeV/c up to 10GeV/c at θ = 0 and up to
5GeV/c at θ = 250.
In the forward direction (polar angles < 100) the particle identication will be ensured by a RICH lo-
cated downstream the dipole. The radiator is made of 3rd generation aerogel, hydrophobic, with > 80%
transmittance. For the Cerenkov cone light readout a new type of multipixel hybrid GaAsP photocathode
with 60 % quantum efciency in the 300 − 700 nm range is being considered. It is an avalanche diode,
with 64 pixels 2× 2mm2 with < 100ps resolution in 1.5 T eld.
The dE

dx technique is used in PANDA to separate π/K/p typically below 800MeV/c. In the central
region the straw tube system (which works in proportional mode) will measure the energy released by
the charged particles. The electromagnetic and hadronic calorimeters will be able to identify γ’s and
neutrons.
Another technique exploited in PANDA is the Time of Flight measurement for charged particles. In
the central region the SciTil placed around the DIRC will serve this scope. The present design uses
2.85 × 2.85 cm2 tiles of fast scintillator with thickness 0.5 cm mechanically mounted together with the
DIRC. About 5000 tiles are forseen, each read by two APDs. A time resolution of 100 fs is expected
with this detector.
A ToF scintillator wall will be placed in the forward region, behind the dipole and the forward electro-
magnetic calorimeter, at a distance of ∼ 7 m downstream the target. The wall will be 5.6 m wide and
1.4 m tall and it will consist of 60 vertical scintillator strips from 5 to 10 cm wide. Inside the dipole
5 vertical strips, each 10 cm wide and 1 m long will be placed and read out with bers by phototubes
placed outside the dipole magnetic eld. Simulations show that with the help of the tracking system a
time resolution of 50 ps can be achieved by this ToF system.
The muon identication will be achieved with a set of Iarocci proportional tubes and with scintillator
counters. They will be placed outside and around the solenoid and the dipole magnets, in the inner gap
of the solenoid yoke and between the hadron calorimeter planes. In that way the iron of the yoke or
several planes of hadron calorimeter will act as lter for all the other particles. The angular coverage will
be from 00 up to 600 in polar angle.

2.6 The electromagnetic calorimeter
The detection of γ’s, with the largest possible angular coverage is crucial in PANDA. This motivates
the use of four calorimeters, one inside the solenoid, in the central barrel region, covering the polar
angle from 220 to 1400; one in the backward end cap region of the solenoid, covering the angles from
1400 to almost 1800; one in the downstream (forward) end cap region, covering the angles from 100

to 220 and one in the forward region behind the ToF wall and covering the the angles 00 − 100. The
calorimeters must be fast, radiation hard and have excellent resolution for γ energies from 22MeV to
4GeV. The presently favoured option is the use of PbWO4 crystals 2 cm × 2 cm × 22X0 read out by
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Date Description
2014 preassembly of the experiment
2016 installation at FAIR
2017 commissioning
2018 data taking

Table 1: Schedule with milestones of the PANDA experiment

APDs (necessary for the strong magnetic eld). The barrel calorimeter has a cylindrical symmetry, 2.5
long, 0.54 m thick in the radial direction, and it is made of 11360 PbWO4 crystals. The upstream end
cap has 816 crystals, segmented in 16 slices; the forward end cap has 1 m radius with 6864 crystals.
The expected resolution of all the rst three calorimeters is < 2%

√

E
+ 1%. The forward calorimeter

is composed of Shashlyk modules of lead and scintillator sandwich read out by bers. The expected
resolution is σ(E)

E = (1.96 ± 0.1)%
⊕ (2.74±0.05)%

√

E
with the energy in GeV.

2.7 The hadronic calorimeter
The hadronic calorimeter will detectKL and neutrons in the forward region. It is located 8 m downstream
the target. We plan to reuse the MIRAC calorimeter from experiment WA80 at CERN. The PANDA
arrangement consists of 20+20 modules in two rows. Each module contains 100 layers composed of
steel and scintillator. The total dimensions are 1.8 m height, 4.4 m wide, and 1.12 m long, in the beam
direction, for a total of 4.8 absorption lengths. According to GEANT4 simulations it is expected to have
a resolution σ(E)

E = 0.40
√

E
.

3 Time schedule of the project
The time schedule of the PANDA project depends on the time schedule of FAIR, the project of the entire
accelerator complex at GSI. The milestones of the PANDA project are summarized in Tab. 1. The data
taking wil be in 2018.
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Abstract
FIRST (Fragmentation of Ions Relevant for Space and Therapy) is an exper-
iment aimed at the measurement of double-differential cross sections, with
respect to kinetic energy and scattering polar angle, of nuclear fragmentation
processes in the energy range between 100 and 1000 MeV/u. The experiment
was performed with the SIS accelerator at GSI (Darmstadt, Germany). During
August 2011 a first set of data was collected using a 400 MeV/u 12C ion beam
on carbon and gold targets. We present a description of the experimental appa-
ratus and some preliminary results from the data acquisition and from the data
analysis.

1 Introduction
Hadron therapy has well known advantages with respect to conventional radiation therapy using pho-
tons. The ion beam energies can be chosen in such a way that the Bragg peak, the sharp peak of the
released dose at the end of the ion range, falls inside the tumour, while sparing surrounding normal
tissues. Compared to proton therapy, hadron therapy using 12C beams has further advantages, among
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these are a sharper lateral dose fall-off and a higher potential to treat radioresistant tumours due to its
increased linear energy transfer (LET) at the end of the particle range. However, since the secondary
fragments produced by the nuclear interactions of the beam with the tissue significantly contribute to
the absorbed dose [1], fragmentation effects cannot be neglected. Currently, treatment planning systems
for hadron therapy are generally based on deterministic codes for dose calculations which are relatively
fast [2, 3]. These deterministic dose engines are often benchmarked against Monte Carlo simulations
in order to test and improve their accuracy [4, 5]. The predictions of various theoretical models for the
fragmentation process differ up to an order of magnitude for double-differential quantities (in energy
and angle). Several measurements were made in the past of fragment yields and total cross sections
(for a review see [6]), but double-differential cross section (DDCS) measurements are scarce. Accurate
knowledge of fragmentation cross sections would also be important in the field of radiation protection in
space missions. Recently, NASA completed a large database of nuclear fragmentation measurements [7]
and observed that there are ion types and kinetic energy ranges where such measurements are missing.
In particular, DDCS measurements for light ions in the energy range of interest for hadron therapy ap-
plications are lacking. The FIRST experiment is aimed at filling some of this lacking knowledge by
measuring DDCS for light ions in the kinetic energy range between 100 and 1000 MeV/u.

(a) (b)

Fig. 1: (a) Layout of the FIRST experiment with expanded interaction region. (b) The FIRST Interaction Region
detectors during the installation.

2 Experimental setup
A detailed description of the experimental apparatus is reported in ref. [8]. Here only a short description
will be given. A schematic layout of the FIRST experimental setup is shown in Fig. 1(a). The interaction
region, shown in the enlarged portion of Fig. 1(a) and in the picture of Fig. 1(b), is composed of small area
detectors that surround the target, before the ALADiN horizontal bending magnet. All these detectors
have been specifically designed and built for this experiment. Following the beam path:

• the Start Counter [9] measures the starting time for the time-of-flight measurement. The active part
of this detector is an EJ-228 fast scintillator foil (52 mm diameter, 250μm thick). The scintillation
signal is driven by four optical fibre bundles to four fast photomultipliers (Hamamatsu H10721-
201);

• the Beam Monitor [9] measures the incoming ion direction and the impact point on the target. It
consists of a drift chamber filled by an Ar-CO2 80%-20% gas mixture and is composed of 36 sens-
ing wires, arranged in six planes perpendicular to the beam, with the wires oriented alternatively
in the horizontal and in the vertical direction;

• the Vertex Detector measures the tracks of charged particles originating from the target. It is based
on the MIMOSA-26 silicon pixel sensor [10], which features an active area of 21.2 × 10.6mm2

segmented in 1152 × 576 pixels, with a 18.4μm pitch. The layout of the detector (see Fig. 5(b))
is composed of four planes of about 2 × 2 cm2 area, each plane being made of two partially
overlapping MIMOSA-26 detectors spaced by 3 mm and with the long side oriented vertically. It
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can measure tracks with an angular resolution of about 0.3 degrees up to polar angles of about 40
degrees;

• the KENTROS (Kinetic ENergy and Time Resolution Optimized on Scintillator) detector mea-
sures the time of flight and energy release of fragments with polar angles between about 5 degrees
and 90 degrees. These measurements are used to identify the particle charges and to evaluate their
kinetic energy. The KENTROS detector is divided in three subdetectors: a small endcap, which de-
tects fragments with polar angles between 5 and 15 degrees, a big endcap for polar angles between
15 and 37 degrees, and a barrel for polar angles between 37 and 90 degrees. Each subdetector is
composed of EJ-200 fast plastic scintillator modules. The scintillation signal is driven by plexi-
glass light guides to AvanSiD Silicon PhotoMultipliers (SiPM) with an active area of 4 × 4mm2.
The SiPM signal is read by custom readout boards, with individual supply voltage control, signal
amplification, reshaping and splitting to QDCs and to TDCs.

Behind the ALADiN bending magnet, large area detectors inherited from previous experiments were
used. Following the beam path:

• the TP-MUSIC IV (Time Projection MUltiple Sampling Ionization Chamber) detector is a time
projection chamber that measures the tracks of charged particles which exit the ALADiN magnet.
The active volume is filled with a P10 (Ar-CH4 90%-10%) gas mixture. It is divided in two
symmetric parts by a central vertical cathode plane. The track projections on the non-bending
(yz) plane1 are determined by proportional counters located on the opposite sides of the detector,
while the track projections on the horizontal bending (xz) plane are evaluated by measuring the
ionization electron drift time from the track to the proportional counters. The readout is based
on 14-bit FADC boards which digitize the signals coming directly from the preamplifiers. The
MUSIC IV detector is able to measure with high efficiency and high resolution the charge and
momentum of ions from He up to Au [11];

• the TOFWALL [12] measures the arrival time, energy release and impinging position of the frag-
ments produced with polar angles smaller than about 6.5 degrees. It is composed of two layers,
each made of 12 modules. Each module is composed of 8 BC-408 plastic scintillator slats, 110 cm
long, 2.5 cm wide and 1 cm thick, oriented in the vertical direction. Each slat is read on both ends
by two R3478 Hamamatsu photomultipliers. The signal is split and read out by Fastbus QDCs and
by TDCs for charge and time measurements, respectively;

• the Large Area Neutron Detector (LAND) [13] is a large scintillation detector, having an active
volume of about 2× 2× 1m3, specifically designed for neutron detection. It is composed of 200
paddles having a volume of 200 × 10 × 10 cm3. Each paddle is made of 10 sheets of scintillator
separated by sheets of iron. The scintillation light is collected on both ends of the paddles by stripe
light guides, which drive it to the photomultipliers. The difference in the arrival times of the two
signals is used to localize the position where the neutron interacts with the scintillator material,
while the mean time is used to evaluate the neutron arrival time.

3 The first data taking at the GSI laboratory
The FIRST experiment was instrumented at the GSI laboratories in Darmstadt, and a first set of data was
collected in 2011 between July and August. A total number of about 37 million events were collected
and grouped in about 250 runs. Most of these measurements (about 32 million events) were made
using a 400 MeV/u 12C beam impinging on a 8 mm thick carbon target, while the remaining 5 million
events were collected using a 5 mm thick gold target. Additional runs with special detector and target
conditions were also taken for calibration and alignment purposes. The data acquisition was developed
using the framework of the GSI Multi Branch System (MBS) [14]. This system can handle all the readout
electronics standards (FASTBUS, CAMAC and VME) used in the experiment. Each readout crate was
equipped with a trigger module connected through a single trigger bus to distribute the trigger and dead-
time signals and to ensure event synchronization. The trigger signals from different detectors were fed
into a programmable coincidence module where a logical combination of the signals could be used to
produce the global trigger decision. Basically, this decision was based on an unbiased trigger provided

1The right-handed coordinate system used in this paper has the z axis pointing in the beam direction, the x axis pointing
horizontally and the y axis pointing upwards. Polar and azimuthal angles are defined with respect to the z direction.
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by the Start Counter. Other pre-scaled triggers with logical combinations of the Start Counter with other
detectors were used for efficiency and calibration studies.

4 Detector performance
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Fig. 2: (a) Standard deviation of the time difference between pairs of Start Counter PMTs as a function of the run
number. (b) Track spatial resolution of the Beam Monitor as a function of the run number.

The Start Counter efficiency was measured by using the unbiased sample of events triggered with
the forward scintillator. It was found to be well above 99% in each of the runs even when requiring the
coincidence of all the 4 PMTs, thus providing an indication of the high quality of the light collection
system. The time resolution was determined by means of a gaussian fit of the distribution of the time
difference between pairs of PMTs. The resulting sigma was in all runs better than 150 ps, as shown in
Fig. 2(a). The time resolution, estimated as the standard deviation of the time difference between pairs
of PMT divided by

√
2, is around 100 ps.

The performance of the Beam Monitor was also stable, as shown in Fig. 2(b). The space time
relations used in the BM track reconstruction have been calibrated on a dedicated test beam [9] on a
carbon beam of 80 MeV/u, with the same gas mixture at different high voltages. While the use of those
calibrations is somewhat suboptimal, since they were obtained for carbon ions at a different energy,
the results obtained are not far from the expected values: O(100 μm) [9]. Figure 2(b) shows that a
track spatial resolution of 130-160μm was achieved for all the C-C runs which is in agreement with the
expected performances for the BM detector. This resolution corresponds to the standard deviation of the
gaussian fit to the distribution of the difference between the hit and reconstructed track coordinates. The
Beam Monitor measurement of the beam spot size, a Gaussian distributed circular spot of 1.3 mm σ was
found to be in very good agreement with measurements performed by the Vertex Detector downstream
of the target. The good performance of the Vertex Detector is evidenced in Fig. 3(a) where the number
of clusters belonging to a track is shown for a single run. Although a minimum of 3 clusters are needed
to build a track, the large majority of tracks incorporates one cluster in each of the four planes, indicating
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Fig. 3: (a) Number of clusters per track in the Vertex Detector for 12C on carbon run. (b) Number of pixels per
cluster in the Vertex Detector for a run with the carbon target (solid line) and for a run without the target (dashed
line).
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a good tracking performance of this detector. In addition, a class of tracks crossing the planes in the
overlap region between the two sensors is shown which incorporates up to eight clusters. For the same
run, the total number of clusters belonging to a track in each of the eight sensors where about equal for
sensors on the left side as well as for sensors on the right side. From this evaluation the efficiencies of the
sensors appear to be uniform, the difference in the absolute number of tracked clusters, between sensors
on the left or on the right with respect to the beam, being due to the beam not impinging perfectly centred
on the Vertex Detector. Fig. 3(b) represents the distribution of the number of pixels belonging to a cluster,
both for a run with the carbon target and for a run without the target. As expected the distributions are
similar for carbon, gold and no target, since most of the events are non-fragmented events (i.e. mostly
carbon ions). In Fig. 4(a), a section of the KENTROS TDC counts distribution, obtained requiring the
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Fig. 4: (a) TDC distribution on a Small Endcap module of the KENTROS detector, without time-walk correction,
for QDC counts between 2200 and 2400. A gaussian fit to the peak of the histogram within ±2σ shows a standard
deviation of σ � 0.35 ns. (b) ToF vs energy release ΔETOF in the TOFWALL. The six regions in the plot
correspond to the ion fragments with Z = 1, . . . , 6 from left to right.

related QDC counts to be consistent with the α particles energy release, was projected on the TDC axis.
A gaussian fit to the peak of the histogram within ±2σ shows a standard deviation of σ �0.35 ns. This
value is influenced by the time-walk effect and by fluctuations of the scintillation signal transit time,
which depends on the particle impact point on the detector module and will be corrected using the global
track reconstruction information. Therefore, the standard deviation obtained by the fit should be regarded
as an upper limit for the time resolution in our experimental conditions. The time of flight and the energy
release, combined with the information on the tracks reconstructed by the Vertex Detector, will be used
to evaluate the fragment kinetic energy. For the TOFWALL detector, the length of each slat (110 cm)
requires to combine the values of the TDCs at both ends as average and the values of the ADCs as
product, in order to cancel the dependence of the one-side measurement on the impact point. We shall
denote the difference between the average time value of the TDCs and the time measured by the Start
Counter as ToF; this quantity is related to the time of flight by a time offset to be determined individually
for each slat. Similarly the square root of the ADCs product, converted to particle energy lost in the
slat, is denoted as ΔETOF. Some special runs with no target and with the magnetic field of the ALADiN
continuously varied were dedicated to the calibration of the TDCs and ADCs. The ToF calibration for the
12C ion beam at 400 MeV/u, over all slats of the TOFWALL was tuned with a time offset chosen in each
slat such that the ToF distribution for non-fragmented carbon ions at 400 MeV/u was centred at ∼32 ns.
An upper limit for the real time resolution σ of 0.5 ns, was obtained, to be compared with a minimum
time of ∼28 ns spent by the fastest fragments to reach the TOFWALL. The scatter plot of ToF versus
ΔETOF measured by a single slat in all runs with carbon as target and a beam energy of 400 MeV/u
is shown in Fig. 4(b). The six separated regions which appear in the plot correspond to ion fragments
Z = 1, . . . , 6 from left to right. They suggest a good charge identification capability of this detector.
The time of flight information will be used together with the global track reconstruction to evaluate the
kinetic energy of the fragments. The tracking performance of the detectors of the Interaction Region:
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Beam Monitor, Vertex Detector and KENTROS, are easily monitored by means of a 3D event display, as
shown in Figs. 5(a) and 5(b).

(a) (b)

Fig. 5: (a) Interaction Region event display. (b) Vertex Detector event display.

5 Conclusion
The FIRST experiment was designed for the measurement of nuclear fragmentation cross sections, dou-
ble differential with respect to kinetic energy and scattering polar angle, for light ions in the range
between 100 and 1000 MeV/u. The experiment was instrumented at the GSI laboratory and a first data
acquisition took place during summer 2011. About 37 million events were acquired using a 400 MeV/u
12C beam impinging on carbon (32 M) and gold (5 M) targets. The data analysis is still in progress.
However from the preliminary analysis the measured values of the detector resolutions and the quality
of the data match perfectly the expected performance.
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Results from the experimental campaign
of the AGATA Demonstrator at LNL

E. Farnea on behalf of the AGATA Collaboration
INFN Sezione di Padova, 35131 Padova, Italy

Abstract
The AGATA Demonstrator Array has recently concluded a two-years cam-
paign of measurements at the Laboratori Nazionali di Legnaro, Italy. In this
contribution, the principles of operation of the device and the status of the
AGATA project will be reviewed. The performance of the array will be dis-
cussed and highlights from a few selected measurements will be presented.

1 Introduction
In the past 20 years, valuable Nuclear Structure information has been obtained with γ spectroscopy
techniques, by using arrays of Compton-suppressed hyperpure germanium (HPGe) detectors. These
devices rely on the combination of several crystals to obtain full peak efciencies of the order of a
few percent (up to 10% for arrays such as EUROBALL and GAMMASPHERE [1]). The peak-to-total
(P/T) ratio of the resulting spectra is maximised by collimating the detectors, which limits the scattering
of photons in between crystals, and, most importantly, by using veto detectors (Compton-suppression
shields) to detect photons which made only a partial energy deposition within the germanium crystals. A
major problem with these devices is the Doppler broadening of photons emitted from nuclei in motion
with typical recoil velocity of a few percent of the speed of light. In order to limit this effect, the crystals
should cover as small a solid angle as possible.

The above described devices are not well suited to the experimental conditions at the planned and
under construction radioactive ion beam facilities such as SPES, SPIRAL-2, FAIR. Full peak efciencies
of the order of 30-40% will be needed to cope with the low beam intensities. In case of fragmentation
facilities with high-energy beams, where the nuclei emitting the radiation will move with relativistic
velocities, Doppler broadening will dominate the effective energy resolution of the detectors. “Conven-
tional” arrays should be composed of thousands of crystals in order to keep these effects to acceptable
values, which would hardly be manageable and, most likely, economically unfeasible.

In the early 2000s an innovative approach to this problem was proposed, namely to use the ger-
manium crystals in position-sensitive mode. This requires using crystals with electrically segmented
outer electrodes and digital electronics. The energy and position of each interaction within the crystals
is extracted by comparison of the observed signal shapes with a reference set of signals representing the
response of the system to a single-interaction event in a grid of known locations inside the crystal. This
process is known as signal decomposition or pulse shape analysis, PSA. Once the full set of interaction
points seen in all detectors in a specic event is determined, the energy and direction of each photon
can be determined (tracked) by means of computer algorithms, which, as a side effect, can also perform
efcient Compton suppression, or, in other words, identify and discard partial energy depositions. The
full-peak efciency of a 4π tracking array of HPGe detectors, as estimated by realistic Monte Carlo sim-
ulations, can as high as 50%, with a P/T ratio of 60%. Since each interaction point is determined with a
precision of a few millimeters, hence much smaller than the typical crystal size, the Doppler correction
can be performed with a much better quality than in case of “conventional” Compton-suppressed arrays.

Presently, the construction of a tracking array inspired by the above mentioned principles is pur-
sued by two projects, both using 36-fold segmented crystals closely packed into multi-crystal cryostat
(clusters) and digital electronics sampling all signals at 100Ms/s with a resolution of 14 bits. The US-
based array GRETA [2] will be built out of 120 crystals, arranged into 30 quadruple clusters, while the
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Fig. 1: Photo of the AGATADemonstrator Array installed at the target point of the PRISMAmagnetic spectrometer
at the Laboratori Nazionali di Legnaro.

European array AGATA [3] will be composed of 180 crystals, arranged into 60 triple clusters. The two
projects are very ambitious, technically challenging and, clearly, economically compelling. Therefore,
they will be completed in stages, starting with the realization of a sub-set of the full array to “demon-
strate” the soundness and feasibility of the chosen technical solutions. A key point in both projects is the
capability of reducing the huge data ow (200 MB/s/segment, i.e. 8 GB/s/crystal) to values which can
be handled by the available computer technology. For the full arrays, it will be impossible to store the
original digitized data, implying that pulse shape analysis and γ-ray tracking should be performed in real
time, and only the nal results of the tracking process should be stored.

2 The AGATA Demonstrator at LNL
The AGATA Demonstrator consists of ve AGATA triple clusters, arranged in the compact congura-
tion shown in the Figure 1. Given that this conguration lacks spherical symmetry and that, contrary to
conventional arrays, the detectors are not bound to a single source-detector distance, the performance of
the AGATA Demonstrator depends on its position relative to the source. According to the Monte Carlo
simulations reported in [4], the full peak efciency of the array for 1 MeV photons ranges between 3%
and 7% with a P/T ratio close to 60%. These values, later conrmed by the experimental data, are com-
parable to existing arrays of Compton-suppressed detectors. Therefore, in the initial phase, the emphasis
to prove that AGATA will be a much superior device is put on the quality of the Doppler correction.
This means that the AGATA Demonstrator is best exploited in combination with devices to track the
incoming beam or the recoiling nuclei. The AGATA Demonstrator has been rst installed at the Labora-
tori Nazionali di Legnaro (LNL), Italy, at the target point of the large-acceptance magnetic spectrometer
PRISMA [5]. The initial goal of the campaign of measurements was to prove that indeed PSA and γ-ray
tracking could be successfully performed in real time, on the most demanding conditions achievable in
a low-energy stable-beam facility, i.e. with reactions with velocities of the γ-emitting products up to
β 10% and with relatively high-intensity beams. Once this was achieved, the Demonstrator was used for
physics experiments, mostly in coupled operation with PRISMA and with the array of MCP detectors
DANTE [6] to study moderately neutron-rich nuclei populated by multi-nucleon transfer or deep inelas-
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Fig. 2: Quality of the Doppler correction obtained with the AGATADemonstrator coupled to the segmented silicon
detectors of the TRACE project. Spectra obtained in coincidence with a 16O nucleus detected within TRACE are
shown, performing Doppler correction under different conditions. See text for details.

tic collisions with the stable beams delivered by the Tandem-PIAVE-ALPI accelerator complex. AGATA
was also successfully coupled with other complementary detectors in order to exploit experimental pos-
sibilities such as direct, Coulomb excitation or fusion-evaporation reactions. The technical details on the
installation of the Demonstrator at LNL are discussed in [7].

3 Performance of the AGATA Demonstrator at LNL
The commissioning campaign of the AGATADemonstrator at LNL was carried out during 2009, through
a series of source and in-beam tests. The overall performance of the device was quite satisfactory and
has been the subject of technical reports, see for instance [8] or [9]. In the present contribution, we will
just discuss the overall quality of the Doppler correction. The spectra shown in Figure 3 were obtained
with the 17O(340MeV)+208Pb reaction, where the projectile-like 16O nuclei were detected in the 4mm
x 4mm pads of the silicon detectors of TRACE [7]. In this particular example, Doppler correction was
performed using the velocity corresponding to the scattering of a 16O nucleus into the centre of the ring
pad. Considering the AGATA crystals as a whole, no peaks are visible, but they clearly start standing out
when the segmentation information is used and most importantly when the full information from PSA
and tracking is available. The FWHM for the 6130 keV line in 16O is 58 keV, which, although far from
the intrinsic energy resolution of the germanium detectors, is fully consistent with the kinematics of the
reaction, as veried with Monte Carlo simulations. The quality of the Doppler correction reects the
underlying performance of the pulse shape analysis. As shown in [10], the position resolution obtained
with PSA techniques is slightly better than 4mm FWHM for energies above 1MeV.

4 The Physics Campaign at LNL
The AGATA Demonstrator has been exploited in a two-year experimental campaign at the Laboratori
Nazionali di Legnaro, Italy. A total of 20 PAC-approved measurements were performed, plus 3 in-
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Fig. 3: Visual summary of the rst experimental campaign of the AGATA Demonstrator, performed at the Labo-
ratori Nazionali di Legnaro, Italy.

beam tests, for a grand total of 148 days of beam time. A visual summary of the campaign is shown in
Figure 4. The campaign has focused mainly on the study of moderately neutron-rich nuclei populated via
multi-nucleon transfer or deep-inelastic reactions in order to best exploit the possibilities offered by the
coupling with PRISMA. However, the proton-rich side of the nuclides chart has been explored as well by
coupling AGATAwith complementary devices such as the silicon detectors of TRACE or the scintillators
of HELENA [11] and HECTOR+ [12]. Given the novelty and relative complexity of the PSA and γ-ray
tracking methods, the experiments are still in the analysis phase. Therefore, in this contribution we will
just discuss a few preliminary results.

4.1 Lifetime measurement in Zn isotopes
A large fraction of the AGATA-PRISMA experiments at Legnaro aimed at measuring transition proba-
bilities of neutron-rich nuclei populated in multi-nucleon transfer reactions, applying the Recoil Distance
Doppler Shift method [13] with the differential plunger device developed at IKP Köln [7]. As a matter
of fact, the technique was previously tested at LNL during the CLARA-PRISMA campaign [14]. As
an example, we report here on an experiment aimed at studying the onset of collectivity in the zinc
isotopes, which was performed with the 76Ge(577MeV)+238U reaction. The systematics of B(E2; 2+
→ 0+) for the even neutron-rich zinc isotopes, measured with Coulomb excitation experiments at the
REX-ISOLDE facility [15], suggest that collectivity rapidly develops at N = 40 when moving away
from 68Ni, which shows instead a doubly-magic nature as suggested by the high excitation energy for its
rst excited state, together with a low B(E2; 2+ → 0+) value. Since the statistics in these experiments
was not sufcient to extract the angular distribution of the ejectiles, an independent evaluation of the
B(E2) via lifetime measurement is needed to derive the deformation of the involved isotopes. A paper
on this measurement is forthcoming [16], here we will just mention that the B(E2) for 72Zn, obtained via
differential decay curve method [17] analysis, are in agreement with known values from the literature,
while the corresponding values for 74Zn are lower than the previously accepted values, thus shifting back
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the maximum of B(E2; 2+ → 0+) for the Zn chain from N = 44 to N = 42.

4.2 Lifetime measurement in 15O
As a second (and nal) example, we report on a lifetime measurement to gather nuclear structure in-
formation of astrophysical interest related to the core metallicity of the Sun [18]. Assuming that all the
relevant reaction cross sections are known, the carbon and nitrogen content in the center of the Sun can be
deduced from the CNO neutrino uxes. The overall energy production rate is determined by the slowest
reaction of the cycle, namely by the 14N(p,γ)15O reaction. In particular, the width of the sub-threshold
resonance corresponding to the 6.79MeV excited state in 15O plays a crucial role in the evaluation of
the total astrophysical S-factor at zero energy, as discussed in [19]. To improve the accuracy of such
value, a new direct measurement of the lifetime of this level was performed by means of the Doppler
Shift Attenuation Method (DSAM) [13]. The technique was pushed to the fs range in which the lifetime
of the level of interest is expected to lie by populating the excited level in 15O in inverse kinematics,
producing the 14N beam at 32MeV energy with the Tandem accelerator and using a deuterated gold
target. The Demonstrator, used in standalone mode, consisted of 4 triple clusters. The details and the
results of the analysis will be the subject of a forthcoming publication [20], here we will just mention
that it was possible to construct energy versus angle matrices and to perform DSAM with an almost
continuous angular distribution by exploiting the position-sensitive capabilities of the AGATA crystals.
The level lifetime will be extracted through a comparison with detailed Monte Carlo simulations of the
experimental setup and of the reaction process, which is mostly direct nucleon transfer with an admixture
of fusion-evaporation. The method was validated with a known level in 15N, populated during the same
run. The preliminary results on 15O point to a very short lifetime of the order of 1 fs, in agreement with
the literature [21].

The author would like to thank all of the AGATA collaboration for the support during the experimen-
tal campaign at Legnaro. In particular, the author would like to thank Corinne Louchart and Caterina
Michelagnoli for sharing their preliminary results.
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Neutronics Analysis Around The Spalaltion Target For The MYRRHA 
ADS Design  

Anna Ferrari  
Helmholtz-Zentrum Dresden-Rossendorf, PF 510119, 01314 Dresden, Germany  
a.ferrari@hzdr.de 
 

The present study has been done in the framework of the Central Design Team European project 
(CDT), which has the goal to design the FAst Spectrum Transmutation Experimental Facility 
(FASTEF), able to demonstrate efficient transmutation of high level waste and associated ADS 
technology. On the FASTEF design will be based the MYRRHA facility at SCK·CEN in Mol 
(Belgium), which should start the construction phase in 2015. The heart of the system is a 100 MW 
lead-bismuth eutectic (LBE) cooled reactor, working both in critical and sub-critical modes. The 
neutrons needed to sustain fission in the sub-critical mode are produced via spallation processes by a 
600 MeV, 4 mA proton beam, which is provided by a linear accelerator and hits a LBE spallation 
target located inside the reactor core.  

Starting from the initial need to assess the shielding of the reactor building and to characterize 
the irradiation of the materials in the last part of the proton beam-line, an extensive simulation study 
has been done to define  the radiation fields around the spallation target, with special attention to the 
neutron component. Using a description that includes the last part of the proton beamline and the LBE 
spallation target, neutron yields and spectra have been computed with both Monte Carlo codes 
FLUKA (version 2011.2) and MCNPX (version 2.6.0), where in the second case different 
fragmentation/evaporation models have been used and compared. As second step the neutron fluence 
behavior has been estimated in the whole structure around the reactor core, including fission neutrons. 
In this case a full MCNPX model has been used, including the vertical part of the proton beamline, the 
spallation target, the reactor core and the structure around, from the coolant until the external vessel, 
the reactor cover and the shielding walls. With the aim to compare the results, an additional simulation 
has been performed with the FLUKA code,  using neutron source terms evaluated in the previous 
MCNPX calculations on suitable surfaces close to the reactor core. 

 All the results of the neutronics analysis are presented and discussed, together with the main 
implications on the design solutions. 
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Spectroscopy of neutron-rich nuclei at REX-ISOLDE with MINIBALL

Th. Kröll for the MINIBALL and REX-ISOLDE collaborations
Institut für Kernphysik, Technische Universität Darmstadt, Darmstadt, Germany

Abstract
In this contribution, recent results obtained in nuclear structure studies with
post-accelerated radioactive ion beams from the REX-ISOLDE facility at
CERN are presented. The method employed is γ-ray spectroscopy with the
MINIBALL array following “safe” Coulomb excitation and nucleon-transfer
reactions.

1 Introduction
ISOLDE at CERN is the world-leading ISOL (“Isotope Separation OnLine”) facility with more than
45 years of experience in producing low-energy radioactive ion beams (RIBs) [1]. So far, more than
1000 different isotopes have been delivered to experiments. The 1.4 GeV proton beam from the PS
Booster impinges on a thick production target, in most cases discussed in this contribution consisting
of UCx/graphite (≈ 50 g/cm2 238U). Alternatively, the protons irradiate a Ta or W rod next to the
production target and the generated neutrons induce the fission of the uranium. Compared to the direct
proton impact, the chemical or isotopical composition of the fragments is changed. The produced nuclei
diffuse within the heated target and reach the ion source. Here, a selection of the chemical element is
intended. Sometimes it is possible to ionise only a certain isotope or even a single long-lived state of the
nucleus. The highest selectivity is offered by the RILIS (“Resonant Ionisation Laser Ion Source”). The
singly charged ions are extracted and sent through one of the two mass separators available at ISOLDE
(GPS and HRS). In principle, the selection of the chemical element and the mass allows for isotopically
pure beams. However, most of the beams contain a cocktail of different isobars because non-selective
thermal ionisation is unavoidable. After passing the separator, a 30-60 keV low-energy beam can be sent
to the experiments.

The idea of the REX-ISOLDE facility has been to post-accelerate these beams enabling nuclear
reaction studies [2]. Firstly, the ions are cooled and bunched in a penning trap (REXTRAP). Then,
they are sent to a second trap where the ions are charge bred, i.e. their charge state is increased by
collisions with an intense electron beam (REX-EBIS). At a mass to charge ratio of about A/q = 4, the
ions are injected into a linac (REX-LINAC) where the energy is boosted to currently up to 3 MeV/u.
REX-ISOLDE operates now successfully for 10 years and post-accelerated ISOL beams of more than 80
isotopes of elements ranging from Li to Ra have been delivered to experiments.

The most important instrument for the study of exotic nuclei at REX-ISOLDE is the highly effi-
cient MINIBALL spectrometer consisting of 8 triple clusters of six-fold segmented HPGe detectors [3].
MINIBALL was the first large γ-ray spectrometer equipped with fully digital electronics. The γ-rays are
usually measured in coincidence with beam- and target-like nuclei detected by arrays of segmented Si
detectors.

2 Coulomb excitation
Many experiments at REX-ISOLDE with MINIBALL employ γ-ray spectroscopy following “safe”
Coulomb excitation as a tool to study collective properties of exotic nuclei. Here, the beam energy
is chosen such that projectile and target interact only via the well-known electromagnetic interaction.
The radioactive isotope of interest impinges as beam on a target and either of them (or both) can be
excited. From the double-differential cross sections, extracted from the measured γ-ray–particle yields,
the electromagnetic matrix elements are determined. As the cross section depends on both transitional
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but also diagonal matrix elements, reduced transition probabilities B(Eλ) as well as electric quadrupole
moments Q2 can be measured. In the analysis, the experimental data are compared with results of calcu-
lations solving a system of coupled differential equations to obtain the cross sections for a set of matrix
elements. The use of a target nucleus with known properties allows for a analysis of the projectile exci-
tation relative to the target excitation avoiding the necessity to determine absolute efficiencies and beam
intensities. Other observables, like lifetimes or g factors, have been measured too by adapting methods
used with stable beams to the requirements for experiments at REX-ISOLDE.

However, as isobaric contaminants in the beam excite the target as well the beam composition has
to be determined. Different methods have been developed for this task comprising switching on/off the
RILIS, stopping the beam inside MINIBALL and analysing the characteristic decay γ-rays, or using a
ΔE − E telescope or a Bragg detector mounted in the beam dump downstream of MINIBALL.

One corner stone of the physics programme aims for the study of the evolution of collectivity
near shell closures in exotic nuclei. Some key isotopes investigated at REX-ISOLDE are 30,32Mg [4],
68Ni [5], neutron-rich Cu isotopes [6–8], 80Zn [9, 10], 96Kr [11] and the region around 132Sn.

The isotope 132Sn is the heaviest doubly-magic nucleus below 208Pb which is experimentally
accessible. As the astrophysical r process is expected to pass via this region, the understanding of the
nuclear structure is also important for modelling the nucleosynthesis. At REX-ISOLDE, the Cd and Xe
isotopical chains have been investigated. For the even isotopes 138−144Xe, the preliminary B(E2; 0+gs →
2+) values obtained at REX-ISOLDE are well within the range of predictions by both a simple Grodzins-
type systematics and theory calculations [12, 13]. The same regular behaviour is observed for the Ba
isotopes. Recently, it was possible by the combination of the cross section for Coulomb excitation
and the lifetime from a DSAM measurement, both experiments were performed at REX-ISOLDE with
MINIBALL, to determine the quadrupole moment of the first 2+ state in 140Ba [14].

Fig. 1: Systematics of excitation energies E(2+) around 132Sn (left) and preliminary Doppler corrected γ-ray
spectrum following “safe” Coulomb excitation of 128Cd (right) [16]. An additional γ-ray at 745 keV has been
assigned as new transition to 128Cs, an isobaric contaminant in the beam.

Below Sn, the Cd isotopes are of particular interest. The even isotopes 122−128Cd and the odd
123Cd have been investigated at REX-ISOLDE [12, 13, 15, 16]. A special case is the isotope 128Cd, a
short-lived nucleus (T1/2 = 280 ms) which is already 12 neutrons off stability. Although being nearer
to the shell closure at N = 82, the excitation energy of the first 2+ state is lower than in the lighter
neighbour 126Cd (Fig. 1, left). This strikingly irregular behaviour cannot be explained by shell model
calculations. Only beyond-mean-field calculations are able to reproduce the energy and predict a consid-
erable deformation for this nucleus having only two protons and two neutrons less than the doubly-magic
132Sn [17]. At REX-ISOLDE, the quadrupole collectivity of 128Cd has been studied recently [16]. Fig. 1
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(right) shows the preliminary γ-ray spectrum obtained after Doppler correction with respect to the scat-
tered Cd ions. The obtained B(E2) value will challenge the predictions from theory.

Recently, also very heavy nuclei became available as beams at REX-ISOLDE. E.g the phe-
nomenon of shape coexistence has been investigated in light Hg and Po isotopes. Other important
results obtained from Coulomb excitation concern the investigation of octupole collectivity in Rn and
Ra isotopes with 224Ra being the first isotope for which a B(E3) value has been measured at REX-
ISOLDE [18].

3 Transfer reactions
In the last some years, one- and two-neutron transfer reactions became an important tool to study single-
particle properties at REX-ISOLDE. A dedicated set-up of segmented Si detectors with a large solid
angle coverage, T-REX, has been constructed allowing to measure energy and position of light charged
particles as well as to identify the species [19]. So far, (d,p) and (t,p) reactions in inverse kinematics have
been studied with T-REX and MINIBALL.

The transfer data are analysed using the DWBA approach which is based on the use of empirical
optical potentials. The observed cross section is described by the calculated cross section multiplied by
a “spectroscopic factor” which is given by the overlap of the neutron(s) coupled to the inital state and the
wave function of the final state. However, the concept of “spectroscopic factors” is highly debated. In
practice, a problem is that the parameters of the optical potentials are not known for radioactive nuclei.
They have to be extrapolated from parameter sets determined for stable beams or fitted to the elastic
scattering measured in the actual experiment. We can conclude that the extracted cross sections in the
experiments presented below depend only slightly on the actual choice. In Fig. 2, the experimental
differential cross section for elastic scattering of 30Mg at an energy of 1.8 MeV/u on protons and tritons
is shown in comparison with results from DWBA calculations using different optical potentials [20].

Fig. 2: Elastic scattering of 30Mg on protons and tritons at 1.8 MeV/u. Pure Coulomb potential (dashed lines) and
extrapolated or fitted optical potentials (solid lines) [20].

One physics case studied in experiments performed at REX-ISOLDE was the investigation of
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the nuclear structure at the border of the “island of inversion”, a region of the nuclear chart where the
traditional shell closure at N = 20 disappears. Excited states in the isotopes 31,32Mg have been populated
by (d,p) and (t,p) reactions in inverse kinematics [20–22].

Most prominent result was the discovery of the long-sought second 0+ state in 32Mg. From
most experimental data and theory calculations it has been concluded that in 30Mg exists a coexistence
between two 0+ states with different shapes, the nearly spherical ground state and a deformed excited
0+ state. Hence, 30Mg is outside of the “island of inversion”, see e.g. [4, 23]. For 32Mg, the situation is
not so clear yet. The large B(E2; 0+gs → 2+) value indicates a deformed ground state with a fp intruder
configuration, hence the nearly spherical sd configuration forming the ground state of 30Mg is expected
as an excited 0+2 state in 32Mg. However, such a state has never been observed experimentally before.
At REX-ISOLDE, the population of an excited 0+ state was unambiguously identified by the angular
distribution of the protons following a (t,p) reaction on a 30Mg beam which was characteristic for an
orbital angular momentum transfer ΔL = 0. As the two-neutron transfer will populate only 0p − 0h
or 2p − 2h configurations in 32Mg, the wave functions of the populated states will have the respective
configurations and, consequently, large cross sections for the ground state (2p − 2h) and the 0+2 state
(0p − 0h) are expected. Such an experiment became feasible because of the use of a tritium loaded Ti
foil as target, the first radioactive target at REX-ISOLDE. The cross section for the population of the
newly found 0+ state is consistent with the assumption of a sd-configuration with a p3/2 admixture,
similar as the ground state of 30Mg. However, the low excitation energy remains a challenge for nuclear
theory.

Further experiments performed during the last years are still under analysis. The nuclei inves-
tigated were 12Be, 46Ar, 67,68Ni, and 79Zn. Aim is to investigate the evolution of shell closures at
N = 8, 28, 40, and 50.

Currently, transfer reactions are limited by the available beam energy to medium-mass nuclei up
to A = 80, because for heavier beams the angular distributions of the light products become more and
more flat and featureless. This prevents to extract the transferred orbital angular momentum from the
data. However, cross sections at low energy are of importance for astrophysical scenarios.

4 Summary and Outlook
The concept of the REX-ISOLDE facility at CERN, the post-acceleration of low-energy ion beams from
ISOLDE, has been proven to be highly successful. With a broad range of isotopes at energies of up
to 3 MeV/u available, many aspects and questions concerning the structure of exotic nuclei far-off the
valley of stability have been addressed. Most important method is the γ-ray spectroscopy following
“safe” Coulomb excitation and nucleon-transfer reactions. The experimental set-up consisting of the
efficient high-resolution HPGe spectrometer MINIBALL in combination with arrays of segmented Si
detectors is a powerful and versatile instrumentation to perform such studies.

In the near future REX-ISOLDE will be upgraded step-wise to HIE-ISOLDE [24]. By the end of
2014, beam energies of up to 5.5 MeV/u will be available. In a second step, the energy will be increased
further up to 10 MeV/u. This is achieved by replacing the resonators of the REX linac with supercon-
ducting cavities. Additionally, higher beam intensities and an improved beam quality are envisaged.

The higher beam energy will allow to extend the physics programme considerably. In Coulomb
excitation experiments with heavy targets, the probability for multi-step processes as well as for one-
step excitation of high-lying states will be strongly enhanced. In particular, transfer reactions will profit
as at HIE-ISOLDE such reactions can be studied also with heavy beams, some of them are unique to
ISOLDE as low-energy beams. Such experiments aim at the investigation of single-particle properties
in heavy nuclei. The investigation of the evolution of single-particle orbitals near shell closures will
challenge modern shell model calculations. One aspect e.g. is the spin-orbit coupling in exotic nuclei
which may be altered by a more diffuse surface of neutron-rich nuclei. Two-neutron transfer reactions
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are an excellent tool to populate shape-coexisting 0+ states as well as to study pairing correlations far-off
stability.

The success of REX-ISOLDE and the perspectives at HIE-ISOLDE have initiated also ideas for
additional new instrumentation to be operated at HIE-ISOLDE like a helical orbit spectrometer, HELIOS,
to study nucleon-transfer reactions. A major step will be the installation of the storage ring TSR [25]. It
will allow for the study of reactions of stored exotic nuclei with an internal gas target.

These developments will extend the physics programme conducted at ISOLDE to new horizons
and the study of exotic nuclei at CERN has a bright future.
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Abstract 
Recovery of J-PARC from the big earthquake happened on 2011 March 11 
is reported. Recovery itself was favourable for us and its essential part was 
completed by the beginning of December 2011. We then stared the 
accelerator operation from December 9. Experiments with slow extraction 
started in February 2012 and the neutrino experiment with fast extraction 
followed it. Recent activities of J-PARC on particle and nuclear physics are 
described, too. 

1 Accelerators and facilities of J-PARC 
Japan Proton Accelerator Research Complex (J-PARC) [1, 2] is the brand new and state of the art 
accelerator complex in Japan. The construction of the J-PARC started in 2001 and completed its 
Phase-1 construction in the early 2009. The construction site of J-PARC is near the beautiful seashore 
facing Pacific Ocean in the Tokai campus of Japan Atomic Energy Agency (JAEA) since J-PARC is a 
joint project of High Energy Accelerator Research Organization (KEK) and JAEA.  

J-PARC consists of three stages of accelerators, the proton linear accelerator (LINAC) of 181 MeV, 
the rapid-cycle 3 GeV proton synchrotron (RCS), and the main 50 GeV Proton Synchrotron (50 GeV-
PS). The photograph of the J-PARC completed in Tokai is shown in Fig. 1.  

The design value of the beam intensity of J-PARC’s main accelerator, 50 GeV-PS, is 15 A, which 
means the beam power of 750 kW. By using this high-power primary proton beam, the intense 
production of kaons, pions, and many other rare secondary and tertiary particles such as antiprotons 
and neutrinos will be made in order to promote unprecedented progress in both nuclear and particle 
physics. In this meaning the J-PARC 50 GeV-PS is the first real KAON Factory [3] accelerator in the 
world. 

The J-PARC 50 GeV-PS has two extractions. One is for the slow extraction for the fixed-target 
experiments at the Hadron Experimental Hall, and the other is the single-turn fast extraction for the 
neutrino beam production. The latter beam is solely used for T2K experiment [4], i.e. Japanese 
accelerator based long baseline neutrino oscillation experiment. Many other experiments are running 
or under preparation in the Hadron Experimental Hall. 

A cascade acceleration scheme was employed for J-PARC. The 3 GeV RCS is used as an injector to 
the 50 GeV-PS. However only a few percent of the extracted 3 GeV proton beam from RCS is injected 
to 50 GeV-PS. Then the rest of the extracted beam can be used solely for driving spallation neutron 
source and pulsed muon source at Material and Life Science Research Facility (MLSF). The design 
value of RCS beam power for MLSF is 1 MW.  

Now construction of J-PARC was completed and the beam has already been accelerated by 50 GeV-
PS up to 30 GeV, which is project’s first goal at the Phase-1 construction. The first slow beam from 
the 50 GeV-PS was extracted to the Hadron Hall in January 2009 and the first fast beam was delivered 
to T2K experiment in April 2009. Beam power for T2K increased gradually and has reached 
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approximately 145 kW for steady operation in March 2011. Beam power of slow beam was limited up 
to 5 kW by the beam loss at the extraction devices from 50 GeV-PS. However, very high extraction 
efficiency of 99.6%, which is almost the theoretical limit of slow extraction, has been achieved after 
the stimulated beam study. Higher beam power operation was then promising and the first high 
intensity run has been scheduled in April 2011. Beam power of RCS reached 200 kW for steady 
operation and 300 kW for short term trial in early 2011. Intensity of spallation neutrons and pulsed 
muons of MLFS increased gradually and continued to break its own world records day by day. 

 
Fig. 1: J-PARC site at Tokai campus of JAEA. “Hd” means the Hadron Experimental Hall for the 
fixed target experiments with slow extraction. “ ” indicates the neutrino experimental facility with 

fast extraction. “MLSF” indicates the Material and Life Science Research Facility where the 
spallation neutron and pulsed muon sources are operated by using intense 3 GeV proton beam 

provided from Rapid Cycle Synchrotron (RCS). 

2 Influence of the earthquake 
At 2:46pm on March 11 in 2011, Tohoku Region Pacific Coast Earthquake hit J-PARC. 
Approximately 40 minutes later, tsunami of a height of about 4m and the maximum run-up of about 
6m attacked the shore of the J-PARC site. After the careful inspection of the mark of the tsunami left 
at the seashore, it was understood later that it had been exactly a near miss to the worst situation that 
the tsunami flows in the J-PARC site. Thanks to geographical features around the J-PARC, the worst 
case had been fortunately avoided. Finally it was found that no one was injured by the earthquake and 
tsunami at the J-PARC site. In addition, no radiation problem happened in J-PARC. 
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Fig. 2: Road around LINAC was completely destroyed by the earthquake. Approximately 1.5m 

drop of road surface was observed at wide area. Electric wires and water pipes set in the 
underground were all seriously damaged. 

 
Fig. 3: At the neutrino experimental facility, ground surface around beam dump (i.e. area covered 

by grey tent in the photograph) seriously subsided. Beam dump itself was sustained by many 
underground pins and less damaged. Land around the target station subsided also. 
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After the earthquake, we had to concentrate to recover our own life for almost a week and we could 
perform the first inspection throughout the J-PARC facilities on March 17. At that time electricity was 
not recovered at all and no detailed inspection was possible. Then we found, fortunately, there was 
almost no obvious structural damage in the accelerators and experimental facilities due to many 
underpins underneath the buildings. However, all roads around the buildings and the utilities such as 
water pump stations and electric transformer yards had severe damages. In Figs 2-3, one can see the 
serious influence of the earthquake to J-PARC. It should be noted that we found small water leaks at 
the wall of the accelerator tunnel at the first inspection after the earthquake and, however, the leakage 
grew up day by day. Finally, especially in LINAC tunnel, water depth from the floor increased 
approximately 10cm a day. It was one of the most serious challenges to us. We had to collect water 
pumps to rescue LINAC and had to find engine generators to operate the pumps since no electricity 
was available at LINAC area for a long time. The same kind of water leaks were found at 50 GeV-PS 
tunnel also. After those inspections and urgent rescue actions we could start regular recovery works of 
our J-PARC facilities. Japanese Government supported us strongly, too.  

After detailed inspections of our facilities, it was found that all the magnets and related beam devices 
such as beam monitors slipped off in the range of mm to cm from their appropriate positions. These 
were relatively small troubles but number of devices which should be restored was so big. Then we 
understood that we need very long time for re-alignment of all the devices slipped off.  

In the late May, electricity and cooling water were not recovered at whole J-PARC area then, we 
decide the recovery schedule of J-PARC. We should complete the rebuilding of our experimental 
facilities by the end of year 2011 and our accelerator complex should start the beam acceleration at the 
same time. Experimental programs should be re-started in the spring run period (January-March) in 
2012. We aimed to perform at least 2-cycle (two months) beam operation for experiments then. For 
the operation of next Japanese Fiscal Year, 2012, we should request the budget to operate J-PARC for 
full 9 cycles (200 days) for users. These Goals seemed too high. However should be achieved if we 
would stay at the top of the accelerator science. Fortunately the recovery schedule was accomplished 
early for a few days. 

 
Fig. 4: Recovery schedule of J-PARC decided in the late May 2011. We aimed at recovering by 

the end of year 2011, and expecting to have 2-cycle (approximately two months) running by 
March 2012. Fortunately the recovery schedule was accomplished early for a few days. 
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3 Scientific activities after the earthquake 
Even during the hard work days for J-PARC recovery, our scientific motivation to bring new physics 
results was still continuing. Though we could not perform experiments with beams, experimental data 
accumulated before the earthquake were analyzed intensively. The first good indication of new 
physics had come from T2K collaboration. Based on the analysis of all data collected before the 
earthquake, it was found that 88 neutrino events were detected by the Super-Kamiokande, i.e. the far 
detector of T2K experiment. Among them, six candidate events were cleanly identifiable as electron 
neutrino interactions. In the current T2K experiment, possible background for electron neutrino event 
was simulated to be approximately 1.5. Then the probability of the existence of electron neutrino 
appearance was estimated to be 99.3%, suggesting the appearance of electron neutrinos for the first 
time. Details of this T2K result can be seen in the published paper [5]. Now the number of electron 
event increased to be 10 as seen in Fig. 5 and we can say that the probability of the existence of 
electron neutrino appearance is 99.92% (3.2 ). The other interesting result came from E19 experiment 
at Hadron Experimental Hall. Experiment to produce pentaquark + by strong interaction was 
performed via p( ,K ) reaction [6]. Unfortunately no significant peak indicating + production was 
seen. However possible structure of + was strongly limited by this E19 result.  

Scientific activity at both Hadron Hall and Neutrino Facility was so high even after the earthquake.  
Especially in the Hadron Hall, several experimental teams are constructing new detector systems and 
are waiting for the beam time scheduled in the autumn 2012. For example, E14 (KOTO) collaboration, 
search for rare K decay in KL--> 0 , completed the construction of CsI calorimeter wall, which was 
once used at KTeV experiment at FNAL, before the earthquake, and the wall itself was found healthy 
even after the earthquake. Then KOTO experiment will be ready in the late 2012 as scheduled. DO 
NOT MISS new physics outputs from 2012-2013 beam season of J-PARC. 

 
Fig. 5: Energy spectrum of electron neutrinos observed at Super-Kamiokande. Ten candidate 

events have been observed with possible background of 2.73. It indicates the probability of the 
existence of electron neutrino appearance is estimated to be 99.92% (3.2 ). 
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Fig. 6: Missing mass spectrum observed in ( , K ) reaction on hydrogen target. No significant 
peak is seen in the spectrum, which indicates upper limit of + production with this process is 

approximately 0.4 b (90%C.L.) 
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Abstract

The main results of the R&D program of the FAZIA collaboration are de-
scribed. The objective was to improve particle identication capabilities from
solid-state telescopes made of Silicon detectors and CsI(Tl) scintillators in
view of a new large acceptance apparatus to be used for heavy-ion physics.
Important progresses have been made on silicon detectors thanks to a careful
control of the material, of its doping uniformity and of the crystal orientation.
Moreover, the use of appropriate fast digital electronics allowed to extract max-
imum information via Pulse Shape Analysis and to propose new congurations
of CsI(Tl) readout. Some of the recent results of the telescopes are discussed
here, together with some perspective and preliminary data on the physics pro-
gram at intermediate bombarding energies

1 Introduction
In recent years, heavy-ion physics put the focus on the isospin degree of freedom which can be particu-
larly stressed when using radioactive beams to perform experiments. With their employment, important
steps can be done both in nuclear structure and in reaction mechanisms because one can explore ground
state properties and excited states of nuclei which are far from the beta stability. Fundamental aspects of
nuclear science like the evolution of shell closures and of the level lifetimes, the modication of basic
reaction processes like fusion or ssion, the nding of exotic decay modes and correlation phenomena
related to unusual shapes, all these subjects can be investigated in the scarcely explored region towards
the nuclear drip lines.
Let’s focus on reaction processes: it is particularly interesting to study how the reaction cross section
varies, at the different energy and mass scales, with changing isospin. There are, for example, specic
effects related to loosely bound neutrons which have been investigated in light n-rich halo-nuclei [1] but
which have been so far poorly known for heavier systems in relation with neutron skin or surface [2].
A big subject is the symmetry energy term, which favours the same number of protons and neutrons in
nuclei. This term is not well known for systems at densities far from the saturation value and at high exci-
tation energies; indeed, several behaviors have been theoretically proposed [3,4]. In heavy-ion reactions,
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as a function of the energy and of the impact parameter, the interacting system heats up and experiences
density variations (compression and expansion); thus, isospin dynamics can suitably investigated and the
effects are obviously enhanced in nuclei far from the β-stability.

Coming to the decay modes, it is well known that “hot” and rapidly spinning systems are formed
in ion collisions. Therefore, also the description of the decay of these systems, possibly with unusual
isospin values, can be an other interesting eld, where the interplay between structure and dynamics for
exotic species is strong. In this context, we just cite results on (alpha-)cluster phenomena observed in
weakly excited N=Z systems [6] or in fusion-like reactions between very light systems [7]. Moreover,
we mention the ongoing developments of theory, in the different sectors of collective [8], stochastic [9]
or TDHF [5] models to better describe the trend of the reaction cross section from low to intermediate
energies (5 to 50 MeV/u).
As the isospin is a crucial variable, it is important that the reaction products be identied both in charge
and in mass. This can be reached using powerful spectrometers which offer so far the best mass and
charge resolution up to the heaviest ions. A limitation of these devices is their acceptance, which is typi-
cally poor and doesn’t allow for a (almost) complete event reconstruction, as recommended in collisions
with production of many fragments (in particular at the Fermi energy regime).
All above considered, the european FAZIA collaboration [10] was born some years ago in order to
improve the operation of silicon and scintillation detectors and to push at the limits their particle identi-
cation capabilities also by means of fast-sampling digital electronics. The technological research has led
to excellent results and to the denition of a powerful three layer telescope Si-Si-CsI(Tl), a typical choice
of modern set-up (see e.g. Reff. [11, 12]). Some recent results [13–18]) are discussed here together with
some preliminary data which show the FAZIA capabilities for isospin studies at intermediate energies,
as planned for our rst future experimental campaign. Indeed, a modular array of about 200 telescopes
is under construction and should be commissioned in 2014.

2 The FAZIA activities and the Telescope concept
FAZIA is an european collaboration of France, Italy, Poland, Romania and Spain. As said, the driving
idea of the initiative, also pushed by the development of Radioactive Ion Beams (RIB) facilities at GANIL
and at Legnaro, was to improve the performance of detectors to identify ions, also through the Pulse
Shape Analysis (PSA), this latter hugely beneting of the versatile digital treatment of signals. PSA is
important, because one of the main efforts is to keep identication energy thresholds low, in order to
recognize also slow ions which stop in thin silicon junctions.
FAZIA adopted a three-layer Silicon-Silicon-CsI(Tl) telescope as the basis module for a future large
acceptance array. Many aspects of the telescope operation have been investigated along the years and
special solutions have been proposed to improve the results. In 2011 a Memomrandum of Understanding
was signed by the ve countries in order to rule the construction of a demonstrator. This ongoing phase
will last till 2015 and foresees the construction of an array of 192 telescopes with optimum performances.
The detectors have an active area 20x20 mm2, thicknesses 300 and 500 μm for the silicon stages and
100 mm for the slightly tapered CsI(Tl). The silicon resistivity is around 3-4 kOhm*cm while the Tl
doping of the CsI is from 1500 to 2000 ppm. In the demonstrator, the modules will be mounted in 16
blocks, each one consisting of four 2x2 matrices with 4 telescopes. They will be mounted at 100 cm
from the target, each block covering 0.64 msr solid angle.

2.1 PSA and fast sampling electronics
In certain detectors the signals formed by the passage of ions have a time-development which depends
also on the ion nature itself. In silicon junctions, this dependence is due to a combined effect of electric
eld prole, ion penetration, different mobility of charge carriers (electrons and holes) and, last but not
least, to the time delay before that the opposite charged carriers feel the electric eld and drift towards
electrodes (plasma erosion time) [19]. For different ions of the same energy, the penetration depth
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inside the bulk changes depending on the specic energy losses. Charge carriers are therefore differently
distributed and sample variable electric eld values, so that the study of the signal shapes allows for their
identication.
In inorganic crystals, uorescence presents several decay constants whose relative weight depends on
the particle. In typical CsI(Tl) crystals, widely employed as stop detectors in heavy-ion experiments,
the two components have decay constants of around 1 to 4-6 μs [17], respectively. In general, the fast
contribution increases with the Z of the adsorbed ion; therefore, different ions with xed energy can be
separated by means of an analysis based on these fast-slow components.

FAZIA activity started from these detection bases trying to improve their application by means
of sampling electronics. Digital signal processing, indeed, is very versatile and the availability of com-
mercial fast sampling ADC permits its use also in case of the rapid signals (wide bandwidths) produced
in nuclear detectors. The processing can be done, shape by shape, in real time by using front-end com-
putation units (DSP or FPGA) to extract the relevant parameters or, as chosen by FAZIA, via off-line
analysis applied to the whole waveforms, stored on disk. Off-line analysis is more powerful since it
allows to singularly study each waveform, to upgrade identication algorithms whenever available, to
implement special analysis types (e.g. related to radiation damage or to border effects). During its R&D
phases, FAZIA strongly beneted of this “off-line” approach in particular for silicon detectors [13, 20].
Since digital PSA relies on the sampling of intrinsic waveforms produced by the ions, the preamplica-
tion stage is an issue, in particular for silicons where PSA applications are mor crucial. Special low-noise
preampliers [21] have been developed within the collaboration, with both current and charge ouputs.
For silicon detectors, two gains have been adopted for the charge outputs in order to better exploit the
dynamics: 250 MeV@Si-eq and 3/4 GeV@Si-eq. For CsI(Tl) the only charge output is exploited with a
sensitivity of ≈ 300 MeV@Si-eq.
The sampling stages are 14bit-ADC with clock at 250 MS/s and 100 MS/s for silicons and CsI, respec-
tively. Indeed, the bandwidth of scintillators is less extended than in silicon, where transient times down
to 20 ns should be measured. Preampliers and ADC circuits, together to other stages (e.g., the pro-
grammable logic arrays, the slow controls, the pulser generation, the bias voltage supply and tuning), are
all hosted in “custom” boards, each hosting 6 channels (2 complete telescopes). Also noise contributions
should be kept low enough in order not to spoil the information brought by the waveforms. In other
words, the effective number of bits (ENOB) of the channels must be as highest as possible, possibly
not too far from the NOB of the chosen ADC in order to save its resolution typical FAZIA values are
ENOB≈11-12, overall.

2.2 Silicon detectors
The two silicon stages (Si1 and Si2) of the FAZIA telescope are the core of the module and thus they have
been the objective of careful investigation. The silicon chips have a twofold purpose: i) ion identication
and ii) energy measurement. Particles which punch-through the rst Si1 and stop in Si2 are recognized,
in charge and mass via the usual ΔE − E method, while the kinetic energy is given by the sum of the
two contributions ΔE + E. This method cannot be used with ions stopping in Si1 and thus it presents a
energy threshold that can be severe: for instance, for a 300 μm thickness, the threshold is 6 MeV/u for
protons and alphas and it increases to about 22 MeV/u for Z=30. For ions adsorbed in Si1, an estimate
of the particle mass can be obtained from the energy and the time-of-ight (tof) variables. It is thus
important to preserve good timing properties for silicons and this fact would suggest to mount silicons in
“front” conguration, where particles hit the high electric eld (junction) side and produce faster signals.
However, PSA applications demand to reconsider this aspect. As a matter of fact, FAZIA chose the
rear mounting conguration, in which particles enter the ohmic side of the junction (for both silicon
layers) where the electric eld is at the minimum. This choice, as discussed in the literature [22, 23],
is preferable to improve PSA because this way signal shape differences are enhanced with respect to
the front mounting. This is shown, as an example, in Figure 1, where experimental charge signals for
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Ti ions of two initial energies are shown for rear (red) and direct (blu) conguration. The two energies
correspond to ions stopping at the end of the thickness (910 MeV) or with a range of about 2/3 of it
(i.e. 190 μm). Clearly, signal shapes appear to differ more in the rear mounting and this reects in
a greater sensitivity of any signal-related parameter for PSA. Attempts to microscopically describe the
(charge or current) signals produced by heavy-ions in silicon detectors are on progress within FAZIA and
recently they gave promising results [19]. Besides the optimisation of the electronics, FAZIA devoted

Fig. 1: Charge signals for Titanium ions of two energies as measured for a 300 μm silicon detector in front (blu)
or rear (red) congurations. From Ref [18].

many efforts in studying and reducing the effects which intrinsecally degrade the PSA. They are related
both to the silicon structure (like crystalline nature and doping homogeneity) and to the detector use (like
radiation damage). For the latter we refer to Ref. [24]. Here we briey discuss the structural aspects
which affect PSA in silicon detectors. Good PSA performances need that signal shape variations are
only due to different ion/range combinations with negligible uctuations introduced by spurious sources.
Channeling effects of heavy-ions in silicon detectors have been observed since many years, showing
up as a spoiling of the energy resolution with humped energy distributions even for monochromatic
ions [25]. When ion beams with narrow emittance impinge on silicon junctions with directions close to
crystallographic axes and/or planes, the ion-electron interactions along the tracks are strongly position
dependent; the effective charge of the slowing ions uctuates as function of the track details and this
produces the humps in the spectra. The powerful sampling techniques allow to better evidence the
signal shape uctuations due to channeling, as FAZIA demonstrated with specic experiments [13]. It
was shown that these spurious shape variations can be strongly reduced with almost random irradiation,
corresponding to incident angles far from crystallographic directions. In this case the crystalline structure
is almost hidden to impinging ions and a smooth behavior is obtained with reduced uctuations.

The doping homogeneity is an other crucial aspect for PSA with silicon detectors. In fact, dis-
homogeneities of dopants create local changes of the electric eld inside the device which, again, produce
spurious signal smearing. This is known since the pioneering works on PSA which suggested the use
of neutron trasmutation doped (nTD) detectors, having better doping uniformity with respect to FZ-
implanted ones. FAZIA clearly evidenced the effect of doping inhomogeneities on PSA [15]; therefore,
only nTD wafers were adopted, with resistivity which should be constant, for each detector, within 6-
7%. To check this gure in the nal ready-to-mount pads, FAZIA implemented a tool to probe the
homogeneity of the silicon detectors without need of beam tests. The method, based on very fast UV-
laser ashes [14], leads to a resistivity map for each pad over its active area; only the pads with the attest
resistivities are retained. Best homogeneities are less than 1% but typical values are 4 to 6%. Recently,
a method has been proposed to compensate for the residual doping inhomogeneity, by further thermal
neutron irradiation of the wafer with purposely shaped Cadmium masks [26]. The method, still at its
concept phase, needs the previous knowledge of the resistivity map in order to shape the mask for each
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wafer.

2.3 CsI(Tl) scintillators
The selected CsI(Tl) are slightly tapered piramidal crystals; their front square face (20.3x20.3mm2)
contains the silicon dimensions. Tipically, the luminescence is read by a photodiode (PD) glued with soft

Fig. 2: 60Co gamma ray spectrum for a 40 mm long CsI crystal wrapped with a diffusive paper (blu) or with the
3M-Vikuiti (black) reector

optical epoxy to the crystal. The square PD are specically produced for FAZIA; they are 300 μm thick
single pads with ρ=6000 ohm*cm, whose main feature is the very narrow lateral dead zone (active area
19.6x19.6 mm2, 81% of the total area); commercial devices couldn’t be used except loosing a relevant
fraction of light sensitive area. The crystal length (10 cm) allows to stop even the most energetic light
particles in reactions at intermediate energies. Particular care has been devoted in selecting the surface
type and the wrapping materials. The front and rear faces are polished while the lateral ones are slightly
roughed after polishing. The wrapping material was chosen after laboratory tests with gamma and alpha
sources on several crystals. The use of a new high-reecting polymer [27] gave an enhancement of light
output of about 18-20% with respect to previously used white diffusive papers (see Figure 2). Tests under
vacuum were done to verify the good operation also in typical experimental conditions and to exclude
major de-gassing effects of this polymer.

3 In beam performances
We now discuss a few examples of the under-beam performances of the FAZIA telescopes, prepared as
described above. The results refer to experiments done at Laboratori Nazionali del Sud (Catania, Italy).
Pulsed beams of 84Kr and 129Xe at 35 MeV/u were sent on thin (0.2-2.0 mg/cm2) foils made of various
enriched isotopes of tin and nickel. The telescopes were positioned at distances 100 to 250 cm from the
targets.

3.1 ion identication via ΔE-E
Ions with enough energy punch-through the rst stage of a telescope and can be identied via ΔE − E
technique. We can use the Si1 or the Si1+Si2 as the rst lens of the telescope, for particles stopping in
Si2 or CsI(Tl), respectively. A rich set of the FAZIA results is reported in Ref [16, 18]; here, we stress
that unprecedented mass separation is reached by our telescopes. For example, isotopes are resolved up
to Z≈24-25 for both Si1 vs. Si2 and (Si1+Si2) vs. CsI as shown in Figure 3.1 a). This opens the door
to more complete isospin studies at Fermi energies because one can afford isospin reconstruction of the
very fast quasi-projectiles (at least for medium-heavy mass) produced in semi-peripheral collisions and
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(a) (b)

Fig. 3: a): Isotopic distribution in the iron region for ions stopped in CsI(Tl). The identication is obtained with
theΔE −E technique applyied to one FAZIA telescope (from [16]). b): Comparison of the isotopic distributions
for Sulphur as measured via the ΔE − E method for a given pair of Si1-Si2, mounted in reverse (red) or direct
(blu) conguration (from [18]).

not only of the lighter fragments as done so far.
An important conclusion has been drawn by FAZIA on a debated subject, namely the quality of the
ΔE − E technique with silicon detectors in front or reverse geometry. In a specic beam-test, we
compared the the method with front and reverse mounting by ipping the Si1 and Si2 stages in two
phases of the same experiment. This way, the comparison is strictly conclusive. No difference was found
as demonstrated in Figure 3.1 b), which shown the sulphur isotopic yield obtained in the two silicon
congurations [18].

3.2 Ion identication via digital PSA
The strong interest in the identication of less energetic ions which stop in the rst layer is due to the fact
that they represent a large fraction of the population of the ejectiles at moderate bombarding energies, as
those of the next exotic beam facilities. Also, fragments emitted by the rather slow big sources formed
in central collisions or by quasi-target nuclei at larg impact parameters typically demand low thresholds.
The good quality of the FAZIA silicon material allowed to reach promising results. About charge identi-
cation, the limit has been amply extended: in our reverse mounted silicon pads the elements have been
separated up to the maximum values of the test reactions (Z=54). Concerning isotopic separation the
situation is more critical because it depends quite sensitively on the various parameters (doping homo-
geneity, channeling suppression, radiation damaging, overall operation stability). So far, we veried that,
PSA permits a safe separation up to carbon ions with energies greater than MeV/u [15].

3.3 The single chip conguration
The use of fast sampling electronics pushed the FAZIA collaboration to better investigate the Single
Chip Telescope (SCT) conguration, proposed years ago [28]. The idea is to use the second silicon Si2
as the photodiode for the following CsI(Tl) crystal. The SCT solution can be useful to spare electronic
channels (and money) in large apparatus. In a SCT, the Si2 acts both as an ionization detector and as a
photosensor: thus, the signal waveforms for ions stopping in the CsI(Tl) are given by different contri-
butions, extending on different timescales, from many nanoseconds to microseconds. From the sampled
recorded shapes one can rst recognize the signals of ions stopped in Si2 (no scintillation component)
and those for ions stopped in the CsI(Tl). Then, for these latter, one can perform an appropriate analysis
(e.g. based on various shaping times) and disentangle the fast silicon contribution from the slow one(s) of
the scintillator. The behaviour of a SCT has been accurately compared with that of a reference standard
Telescope and the results are described in Ref. [17]. We show in Figure 4 the ΔE − E identication
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plot of the reconstructed SCT signals. The quality is very good and in particular the hydrogen isotopes
(in the zoomed inset) are well distinguishable. As a matter of fact, the SCT is almost equivalent to the
standard read-out for Z=1,2 ions while for Z≥ 2 it is worse for energies below 20 MeV/u, although
the isotopic separation is preserved. Therefore, the SCT concept appears to be appealing and also other
groups adopted this solution [?].

Fig. 4: ΔE − E identication plot obtained from a Single Chip Telescope. Lithium isotopes are separated. In the
inset, hydrogen isotopes are shown (from Ref. [17]).

4 Towards the demonstrator phase
During the last test under beam at the INFN-LNS (Catania), we measured reactions induced by a 84Kr
beam with 35 MeV/u on targets of enriched tin isotopes. The idea was to prove that the perfomance of the
FAZIA telescopes permits to measure isospin variables with unprecedented quality at the Fermi regime.
First, we wanted to investigate the role of the isospin diffusion and drift [3, 4] occuring in the transient
systems formed in semi-peripheral binary reactions which nally lead to excited quasi-projectile (QP)
and quasi-target (QT) fragments. Secondly, we aimed at studying odd-even staggering effects which
are ruled both by reaction mechanisms and nuclear structure. In the experiment, only QP were detected
and identied in charge up to the maximum Z=36 (Kr); isotopes were separated up to about Chromium
as described above (Figure 3.1 a)). The use of 124Sn and 112Sn targets permits to verify the effect on
QP characteristics due to changes of the isospin content of the target; indeed, the N/Z of Kr (1.33) is
in between those of the n-rich 124Sn (N/Z=1.48) and of the n-decient 112Sn (N/Z=1.24). Event types
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(b)

Fig. 5: Preliminary results of average isospin N/Z of fragments Ne (a) and P (b) as function of their lab velocity.
Red dots for 112Sn, black dots for 124Sn

were selected on the basis of the Z − v correlation where v is the laboratory velocity of the detected
ions. This correlation has been widely used in the past to characterize different event types [29]. The
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analysis of these data is on progress and it will be reported in the future [30]. Here we just anticipate
some preliminary results which allow to appreciate the goodness of the data and give some hints of the
physics cases. This is done in Figure 5 where the average N/Z ratio is presented versus v for neon and
phosphor isotopes. Red (black) points refer to the 112Sn (124Sn). The following observations can be
done. The detected (cold) fragments show a memory of the different isospin target content, although they
are mainly associated with QP. Then, lighter fragments with v compatible with the intermediate QP-QT
region (midvelocity region) appear to be more neutron rich than those having v close to the QP. This
trend is quite in agreement with results, among others, of a very recent study [31]. Finally, we observe
that the region above Z=9-10 was unaccessible for this kind of variable by modern multidectors, so far.
The example of Z=15 isotopes (Figure 5, right) is, in this sense, new and give an idea on how isospin
related quantities can be extended by the next experiments with the FAZIA demonstrator.
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Abstract
Detected energy, charge rise-time and pulse shape identication capabilities
of nTD silicon detectors under prolonged irradiation by energetic heavy ions
have been studied. Sizeable effects on the amplitude and the risetime of the
charge signal have been found for detectors irradiated with large uences of
stopped heavy ions, while much weaker effects were observed for punching-
through ions. The robustness of ion identication based on digital pulse shape
techniques has been evaluated.

1 Introduction
The energy thresholds for charge and mass identication of the different reaction fragments is a crucial
point for a modern nuclear physics apparatus. The FAZIA collaboration [1] is developing a new Si-Si-
CsI(Tl) telescope with fully digitized signals in order to perform Pulse Shape Analysis (PSA) and Time of
Flight (ToF) measurements for fragment identication. Many experiments have been performed to study
and improve the behaviour of silicon detectors with respect to PSA, and nTD (neutron Transmutation
Doped) silicon crystals in reverse mount conguration (i.e. with particles entering the detector through
the low eld side) with a bulk resistivity of about 3 kΩcm have been chosen as nal solution. Moreover,
a "random" crystal orientation in order to avoid channeling directions [2] and doping inhomogeneities at
a low level (≤ 3%) [3,4] have been recognized to be crucial points for good PSA performances. Follow-
ing these recipes and adopting especially designed low-noise digital fast sampling electronics, excellent
results on PSA were obtained by the FAZIA group, but the robustness of detector operation must be
evaluated and proved in view of future long experimental campaigns. Many studies have addressed this
subject, mainly silicon pixel and microstrip detectors for tracking applications in high energy physics
(see [5] and [6] as examples). In such experiments, the detectors are irradiated with low-Z particles at
relativistic energies and/or subjected to strong neutron uxes, a situation completely different from our
case. where heavy-ion collisions at beam energies from the Coulomb barrier to over 30 MeV/nucleon
will be investigated.
The major source of damage in silicon detectors is the loss of ion kinetic energy via nuclear interac-
tions with lattice atoms. The incident particles interact with silicon atoms which are displaced from the
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crystal lattice, creating lattice defects. Low-energy recoils create only “xed point” defects, while ener-
getic recoils could create a dense agglomeration of defects at the end of the primary ion track (“defect
clusters”). Both of them introduce energy levels within the forbidden energy gap, acting as recombina-
tion/generation centers of electron-hole pairs. So they are responsible for an increase of reverse current
and they can also affect the charge collection efciency ( [5], [7]).
Our purpose is to observe the changes in detected signal shapes and their consequences on the related
physical observables of interest (energy and charge rise-time) as a function of the increasing uence.

2 Experimental setup
Data were collected at the “Laboratori Nazionali del Sud” in Catania using 35 MeV/nucleon 129Xe beam
bombarding targets of natNi (1050 μg/cm2) and 120Sn (2500 μg/cm2). Seven different telescopes were
mounted in the “Ciclope” scattering chamber, at distances ranging from 250 cm to 300 cm from the target.
A more complete description of the whole apparatus can be found in [8]. The effects of irradiation with
heavy ions were studied using two different detectors: a 310 μm nTD silicon detector (RD-detector) and
a “standard” three stage FAZIA telescope (TeleA) made of two Silicon detectors Si1 and Si2 (thickness
310 μm and 504 μm, respectively) followed by a 4 cm thick CsI scintillator. The silicon detectors were
mounted in the “reverse” conguration (low eld side facing the target); their main specications are
shown in Table 1. The position of RD-detector was changed during the experiment in a way that is
explained below with the help of Fig. 1.

MD

RD

a) b)

H1
H2

H3

SD BS

c) d)

Fig. 1: Scheme of the irradiation cycle for the RD detector. The drawing is not to scale and it is meant to visually
explain the irradiation cycle. Abbreviations and gure parts are dened and discussed in the text.

Table 1: Some experimental details of the used silicon detectors.

Heading RD-Si TeleA Si1 TeleA Si2
Area 20X20 mm 20X20 mm 20X20 mm
Manufacturer FBK FBK CANBERRA
Thickness 310 μm 310 μm 504 μm
Depletion Voltage 120 V 130 228 V
Bias Voltage 140 V 140 V 250 V
Bulk type n-type n-type n-type
Resistivity 2970 Ω.cm 2540 Ω.cm 4160 Ω.cm
Resistivity unif. (FWHM) 2.3% 4% 0.4%
Distance from target 301 cm 258 cm 258 cm
Θ position in lab. 0.3o/ 1.4o 2.35o 2.35o

The measurement cycle consisted essentially of two phases: the rst where the “transmission“ and
“stopping“ regions (H2, H3) were slid well under the grazing angle [“irradiation” phase, see Fig. 1 a)]
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while the “no damage” hole H1 was protected. In the second “measurement” phase, the three holes were
sequentially exposed to the reaction products and the signal shapes were acquired. This second phase
was performed in different steps [cfr Fig. 1 b), c), d)] in order to acquire, each time, only the pulses
associated to the desired region. The angles of the “irradiation” phase were decreased during the experi-
ment in order to quickly produce sizeable changes in the RD. In order to keep the acquisition dead time
to an acceptable level during “irradiation”(count rates reached up to 700 Hz for each hole), the signals
were not acquired, but they were simply counted by fast scalers, estimating the ion uence. A typical
irradiation-measurement cycle lasted slightly more than one hour, with a short pause (3 minutes long)
between the two phases.
The n-side of the reverse mounted silicon detectors was directly connected to a charge and current “PACI”
pre-amplier [9] whose outputs were fed, through 6 m long differential cables, to custom digitizer boards
placed outside the reaction chamber. Two kinds of boards have been used: the RD-detector was con-
nected to a 125 MS/s-12 bits ADC card [10] while the TeleA signals were sampled by a 100 MS/s-14
bits ADC board. For each detector the bias voltage was provided by a remotely controlled power supply
module, also featuring reverse current monitoring. In this way, the supply voltage was continuously au-
tomatically corrected (in 1V steps) as a function of the reverse current change in order to maintain the
actual bias voltage across the silicon junction constant.

3 The RD-silicon analysis
Fixing the mass, charge and energy of the impinging particle, the signal shape strongly depends on the
electric eld prole in the depleted region of the detector. As already said, during the present mea-
surement the bias was kept constant on the detectors. So the variation of the pulse shapes of elastically
scattered Xe ions in our collimated zones as a function of uence can be attributed to changes in detector
properties due to damaging. A detailed analysis of the amplitude and rise-time of charge the signal as a
function of the uence is presented in Fig.2. To optimize the signal to noise ratio, the collected charge is
measured taking the maximum value of the output of a semi-Gaussian shaper-lter applied to the digi-
tized charge signals (called Qmax in the following). The lter has a time constant of 1.5 μs and unitary
gain. The charge signal rise-time (Qrisetime in the following) is calculated as the difference between
two digital constant fraction discriminators [8,11], with thresholds set at 20% and 70% of the total signal
amplitude.

For the “stopping” zone, at the nal uence of 6×108 ions/cm2 we observe a relative drop of Qmax
of 16% with respect to the beginning of the experiment. A “pulse height defect” associated to irradiation
is also reported in Ref. [12], for ssion fragments from 235U detected using an Au-Si-Al surface barrier
transmission detector. More recently, in Ref. [13], a position-sensitive Silicon detector has been irradi-
ated by elastically scattered 28Si of 80 MeV stopped in the device. After 1.5×109 ions/cm2 of implanted
28Si a decrease of the detected energy around 3.5% was observed, accompanied by a worsening of the
energy resolution. It is not obvious how one can scale our data to compare with Ref. [13]. From TRIM
calculations one can estimate that the linear density of vacancies in silicon at the end of the ion range
is about 5 times greater for 129Xe than for 28Si. Our uence, however, is a factor of 2.5 smaller than in
Ref. [13]. In any case, in ref. [12,13], the increase of reverse current was not compensated, and this could
lead, depending on the bias resistor, to a reduction of the eld and a worse charge collection efciency
compared with our setup. Concerning the shape of the signals, ref. [13] states that no variation of the
charge rise time was observed, contrary to our case where for stopped Xe ions the Qrisetime drops of a
factor 2. A saturation of Qrisetime towards about 100 ns in the "stopping" zone is suggested by the data
of Fig. 2. Unfortunately, it is not possible to conrm this asymptotic behaviour because the measurement
had to be stopped, having used up the whole allotted time.
As expected, in the "transmission" zone the effects are lower. The decrease of Qmax at the end of the
measurement is less than 2 %, while the Qrisetime remains constant within 5%. This is due to the fact
that in this case the defects are distributed along the ion track and they are not concentrated in the last few
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Fig. 2: Qmax (top panels) and Qrisetime (bottom panel) of scattered 129Xe ions impinging on the "transmission"
and "stopping" regions. For each panel, in the inset the results for the "no damage" area are compared to the low
uence points of the "transmission" region.

microns of the range as for stopped ions. This is a crucial information for planning future experiments
with silicon detectors placed at relatively small angles with respect to the beam. Finally, the response of
the “no damage” zone is expected to be very similar to the transmission zone because also in this case
Xe ions are punching through. Moreover, this zone was shielded during irradiation at small angles so
that the uence spans a reduced range. The uence on the no damage zone can be calculated directly
from the number of ions whose shapes are collected, taking into account the dead time of the acquisition
system.
Both effects of reduction of Qmax and decrease of Qrisetime with increasing uence are a consequence
of the creation of recombination or trapping centers for electrons and holes. However, the explanation of
the decrease of Qrisetime is not straightforward, as it involves the interplay between charge recombina-
tion or trapping and plasma erosion time. In any case, the observed behaviour of the data shows that the
plasma delay is signicantly reduced by the increasing number of irradiation-generated defects. To our
knowledge, this is the rst time that such phenomenon is measured so precisely.

4 The TeleA analysis
TeleA is a three stage Si-Si-Csi(Tl) telescope mounted at 2.35o with respect to the beam at a distance of
258 cm from the target (the subtended angle is slightly less than 0.5o). The study of the PSA performance
of this telescope (i.e. the ion separation capability) as a function of the 129Xe uence is particularly inter-
esting. The results shown in the following concern the rst part of the experiment, i.e. the 129Xe+natNi
at 35 MeV/nucleon reaction. For such reaction, the grazing angle is 2.3o. We estimated an average
value of the 129Xe uence from the number of detected elastic events (corrected for the dead-time of the
acquisition system which was of the order to 20-30 %) divided by the detector area inside the grazing
angle of the reaction. We have tested the second silicon detector, where the Xe ions are stopped and the
radiation damage more evident.
A correlation commonly used in the FAZIA project for PSA identication of imping fragments is the
“energy vs. Qrisetime “ (see [8] for more details). This plot features separate ridges for different atomic
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numbers (Z-ridges), at least above a Z-dependent energy threshold. At energies under the threshold the
ridges join in a common “back-bending” ridge. At the end of the experiment the widths of the back-
bending region and of the Z-ridges were larger, leading to a poorer identication. In order to perform
a quantitative comparison of PSA capability as a function of Xe ions uence, we applied the lineariza-
tion procedure adopted in [3] and [8]: starting from the bidimensional plots of energy vs. Qrisetime,
we draw identication-lines overlapped to the various Z-ridges, assigning a Particle IDentication (PID)
value to each line. Interpolating between adjacent identication lines, a unique PID value is attributed
to each detected particle. In a Qmax vs. PID correlation, each ridge is ideally parallel to the Qmax axis.
Projecting on the PID axis, the PID “spectrum” is obtained, where each peak is associated to a different
ion-element. When adjacent peaks have similar statistics, the so called ”Figure of Merit” (or FOM) [14]
is a useful parameter to quantify the separation between different elements. The FOM is dened as

FOM =
|μ1 − μ2|

(σ1 + σ2) ∗ 2.35
(1)

where μ1 and μ2 are the centroids, σ1 and σ2 the standard deviations of two Gaussians tted to
adjacent peaks.

)2Xe ions/cm129Fluence (
0 5 10 15 20 25 30

610×

FO
M

0.2

0.4

0.6

0.8

1

1.2

1.4  Z=10 vs. Z=11
 Z=15 vs. Z=16
 Z=20 vs. Z=21
 Z=25 vs. Z=26
 Z=30 vs. Z=31
 Z=35 vs. Z=36
 Z=40 vs. Z=41

Fig. 3: FOM for adjacent elements versus Xenon ions uence

In Fig. 3, the FOM values calculated for different element pairs are shown as a function of 129Xe
uence. The original energy vs. Qrisetime correlations from which PID spectra are derived have been
obtained analyzing a suitable number of signals immediately after reaching the associated uence value.
FOM=0.7 (dotted horizontal line in Fig. 3) is used as a reference threshold above which we convention-
ally assume a good peak separation. The obtained FOM values clearly decrease as a function of the
uence. The contribution to this effect due to the increase of the reverse current during the experiment is
negligible. To better distinguish the effects of a non-uniform impinging particles rate on the detector with
respect to the damaging, we can look at the Qmax and Qrisetime distribution of the elastically scattered
Xe ions in the two different studied detectors.
Figure 4 shows the Qmax [panels a) and c)] and Qrisetime [panels b) and d)] distributions normalized to
the initial mean value for the Si2 of TeleA (left panels) and for the RD-detector (right panels). Around
one thousand of elastically scattered 129Xe ions stopped in the silicon are considered for each distri-
bution. Data refer to the beginning (continuous line) and after 30×106 ions/cm2 (dashed line). For the
RD-detector data are also displayed after a uence of 4.8×108 ions/cm2 (dotted line). In the RD-detector
data, the event selection is performed using a threshold on the collected charge (due to the RD polar an-
gle, practically the overwhelming majority of detected particles are elastically scattered 129Xe ions). For
Si2 of TeleA, elastically scattered 129Xe ions are selected with a graphical cut in the ΔE-E plot. One
can note the asymmetric form of the distribution of the charge risetime variation for the Si2 of TeleA
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Fig. 4: Qmax [panels a),c)] and charge rise-time [panels b),d)] distributions for the Si2 of TeleA (left part) and
"RD-detector" (right part) at the beginning (continuous line), after 30×106 ions/cm2 (dashed line) and 4.8×108

ions/cm2 (dotted line). The distributions are normalized to the mean values at the beginning of the test.

after 30×106 ions/cm2 [Fig. 4, panel b), dashed line]. Such asymmetric behaviour is not present in the
collimated RD-detector at the same uence [Fig. 4, panel d), dashed line]. This difference can be re-
lated to a non uniform rate of elastically scattered Xe ions (and consequently a non uniform damaging
of the detector) in the TeleA due to the fact that this detector was mounted in a region of rapidly varying
cross section and was not collimated. This can be the major reason for the progressive decrease of PSA
performance shown in Fig. 3. Nevertheless, the presence of the broadening also in the collimated RD-
detector after 4.8×108 ions/cm2 [Fig. 4, panel d), dotted line] suggests that even when the impinging
rate is rather uniform, the detector loses resolution. In other words, the effect of increasing uence can
not be considered as a "rigid" shift in the observed quantities Qmax and Qrisetime. The signals of the
detector experience increasingly larger uctuations, resulting in a worsening of the performances.
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Abstract
In the last few years, the Lanthanium Bromide scintillators are attracting the
scientic community in nuclear spectroscopy because of their “almost ideal”
scintillator properties. An array composed of 10 large volume LaBr3:Ce (3.5”
× 8”) detectors, named HECTOR+, was developed by the gamma-ray spec-
troscopy group of University of Milan. A R&D activity was performed on
such large detectors and their general performances, especially for high en-
ergy gamma rays, have been studied. In fact no information about such large
volume crystals is present in literature as they are available since very few
years only.

1 Introduction
Recent studies have shown that a LaBr3:Ce detector gives an optimal energy resolution for scintillators
(<3% at 662keV), an excellent time resolution (<1ns), a good efciency and a negligible variation of
the light output with temperature. Furthermore, the study of the signal line-shape allows to discriminate
between alpha particle and gamma-rays, using Pulse Shape Analysis techniques [1]. The availability
of LaBr3:Ce crystals in volumes larger than 1000cc could make these scintillators a possible alternative
to HPGe detectors for gamma-ray measurements. An array based on LaBr3:Ce scintillators (eventually
coupled with HPGe detectors) will constitute an extremely performing, efcient, cost-effective and easy
to handle array for gamma spectroscopy experiments. Indeed the good energy resolution and high ef-
ciency allow the measurement of low and high-energy gamma-rays in nuclear physics experiments in
a wide energy range (0-40 MeV), as for example the measurements of the gamma decay of the Giant
Dipole Resonance and of the Pygmy Dipole Resonance [6] [7]. The sub-nanosecond time resolution
enables an extremely efcient rejection of background radiation not originating from target position.
Moreover thanks to the fast time constant (16 ns), these detectors could be used with count rates of hun-
dreds of KHz. Recently these detectors have been used in the AGATA campaign at Legnaro Laboratories
while, at the moment, they are located at the PRESPEC setup at GSI coupled again with AGATA.

For these reasons the gamma-ray spectroscopy group of the University of Milan has been working
on the development of an array composed of 10 large volume LaBr3:Ce (3.5” × 8”), named HECTOR+.
The LaBr3:Ce have been coupled to a standard SBA PhotoMultiplier Tube (PMT) Hamamatsu R10233-
100SEL and a specically designed active Voltage Divider (VD) developed by the electronic group of
INFN Milano [4]. Unfortunately the performances of LaBr3:Ce (3.5” × 8”) crystals cannot be easily
scaled from those of smaller ones [2], because of possible self absorption or possible incomplete reec-
tions of the scintillation light, count rate effects, large PMTs, crystal in-homogeneities and a much higher
sensitivity to high energy gamma rays. For these reasons we measured mono-energetic gamma-rays from
1 MeV up to 22.6 MeV at Debrecen ATOMKI Laboratories (Hungary) to investigate the PMT linearity,
the detectors energy resolution and their response functions to different count rates.
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Fig. 1: The 898 keV peak from a 88Y source measured
in a LaBr3:Ce (3.5” × 8”) detector for different count
rates.

Fig. 2: The centroid drift measured in a
LaBr3:Ce (3.5” × 8”) detector is displayed as a
function of the count rate.

2 Studies of the detector properties
The aim of this work is the characterization of the HECTOR+ array in term of count rate, pulse distortion
and energy resolution.

2.1 Detector response as a function of Count Rate
In principle it is possible to use large volume LaBr3:Ce detectors at very high count rates thanks to their
fast pulses (150 ns). However, in such conditions, the average current inside the PMT increases and
affects the values of the voltage at the last dinodes. If the count rates is not stable these gain drifts could
deteriorate the detector energy resolution. In order to study this behaviour the response of the LaBr3:Ce
to different count rates was investigated using as a reference line the gamma-rays emitted by the 88Y
source. Different count rates were achieved by placing a 400 MBq 137Cs source at different position
relative to the detector. The plots in Fig. 1 shows the centroids drift as a function of count rate (from a
few kHz to 250 kHz), obtained using the in house developed active VD [4]. Signals have been digitized
at a frequency of 2 GHz and then integrated to produce the energy spectra. As can been seen from the
Fig. 2 the centroid drift is smaller than 0.7% at 250 kHz with this VD. In case of stable count rates no
signicant deterioration of the energy resolution was measured.

2.2 Pulse Distortion
As a consequence of the high light yield of the new Lanthanum Bromide scintillators (63000 ph/MeV),
the coupled PMTs generally show saturation effects for high energy gamma rays and such non linearity
affects time and energy resolution. Therefore, it is extremely important to account and correct for these
effects. An indication of this non ideal behaviour of the PMT+VD is the presence of a distortion in the
pulse line-shape [5]. The Fig. 3 shows the pulse line-shape measured in a LaBr3:Ce (3.5” × 8”) detector
coupled to the active VD for monochromatic gamma-rays from 1MeV up to 17 MeV. As can be observed
a very small distortion of the pulse is present. It has to be pointed out that in case one uses a passive
VD this distortion becomes relevant. Fig. 4 summarizes the rise time, fall time and FWHM of the pulses
displayed in Fig. 3.

2.3 Energy Resolution
The energy resolution was measured using different mono-energetic gamma-rays from 1 MeV up to 22.6
MeV. The monochromatic gamma-rays were obtained using (p, γ) reactions [3]. The LaBr3:Ce (3.5”
× 8”) crystals were coupled to a PMT+activeVD and a in house spectroscopy amplier (BaFPro) for
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Fig. 3: The pulse line-shape measured in a LaBr3:Ce (3.5”× 8”) detector with the active VD for different gamma-
ray energies.

Fig. 4: The pulse line-shape parameters extracted from Fig. 3 .
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Fig. 5: The measured energy resolution for a LaBr3:Ce (3.5” × 8”) detector with the active VD. The lled points
are the results obtained at ATOMKI Debrecen Laboratory using an analog electronics (BaFPro modul). The dashed
black line indicates the expected 1/

√
E trend. The dashed red line indicates the values obtained at University of

Milan from digitalized pulses

the shaping of signals was used. The detector HV was chosen in order to have an anode signal of 30
mV for an event which deposit 661.6 keV inside the crystal. The results are showed in Fig. 5. The
energy resolution reects the expected trend up to 10 MeV. Due to the crystal in-homogeneities or,
alternatively, to small gain drift of the PMT gain down to temperature or voltage a deterioration of the
energy resolution from the 1/

√
E trend was observed for the two highest gamma-ray energies. The

dotted red line shows the energy resolution measured (up to 9 MeV) and expected (for Eγ > 9 MeV) in
our R&D laboratory using digitized pulses. Fig. 6 shows a comparison between energy spectra measured
with a LaBr3:Ce (3.5” × 8”) detector and a HPGe detector. The used source is a AmBe-Ni source. In
such a source, a core of 9Be and alpha-unstable 241Am is surrounded by a thick layer of parafn; some
metal discs of natural Nickel are also placed inside the parafn layer. The radiative capture of thermal
neutrons in natural Nickel produces several gamma rays of which those at 8.997 MeV is the strongest
one. The AmBe-Ni source is very useful because the 58Ni(n, γ) neutron capture reaction produces
gamma-rays up to 9 MeV of energy, and this is one of the few ways to have such high energy gammas
without using an accelerator. The 9 MeV gamma-ray is resolved in both spectra.

3 Conclusions
We studied the performances of large volume LaBr3:Ce (3.5” × 8”) detector in terms of the PMT+VD
response, the detectors energy resolution and their response functions to different count rates. The char-
acteristics of these detectors were investigated in a wide energy range, from 1 MeV up to 22.6 MeV.
These tests were performed in preparation to the experimental campaign at GSI Laboratories (Germany)
where the HECTOR+ array will be used in the PRESPEC-AGATA setup.
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Fig. 6: The energy spectra measured using a LaBr3:Ce (3.5” × 8”) detector with the active VD in black and a
HPGe in red. An AmBe-Ni source was used.
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Lanthanum halides scintillators, namely LaBr3 and LaCl3, have superior scintillation properties and 
provide the best energy resolution for gamma-ray detection. However, the presence of natural isotope 
138La generates an intrinsic activity, well above 1 Bq/cm3, which represents a major shortcoming for 
their application in low count rate experiments. Among other applications, for space applications it is 
desired the development of low intrinsic activity scintillators which also maintain the spectroscopic 
performances of LaBr3, in terms of energy resolution and detection efficiency. At now two 
scintillators have been developed by our collaboration with capabilities to fulfill this requirement: 
CeBr3 and SrI2.  

Fig.1: Comparison of intrinsic activity pulse high spectra collected with LaBr3:Ce (1), CeBr3 (2) and SrI2:Eu (3). 

 

In this communication we briefly summarize the origin of LaBr3 intrinsic activity and quantify the 
limitation it might pose. Then, we show the results we have already obtained with CeBr3 and SrI2. 
Nowadays CeBr3 is available in size of 2″×2″ and larger and does not present any detectable intrinsic 
activity, neither at level of contaminants. Energy resolution achieved so far is less than 4% at 662 keV 
and its fundamental limit currently under investigation. At the energy of 1.4 MeV, used for the 
detection of 40K, which is of interest for gamma-ray remote sensing of planetary surfaces, a CeBr3 
spectrometer is about 8 times more sensitive than LaBr3. 

* corresponding author; e-mail: f.g.a.quarati@tudelft.nl 
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Abstract 
The HICAM gamma camera is an imaging device recently developed in the 
framework of a European project, based on Silicon Drift Detectors (SDDs) 
as photodetectors. Although originally designed for low-energy gamma-ray 
imaging in nuclear medicine (140 keV of 99mTc), in this work we attempt to 
use the camera, suitably modified, to image high energy prompt gamma rays 
(2 to 7 MeV) emitted by a target irradiated by protons. The final objective of 
our experiment is to assess the feasibility of proton beam range 
measurements by prompt gamma imaging with a slit camera, and the 
HICAM camera was chosen for a first prototype. Although a SDD-based 
camera would not be fast enough for real treatment conditions, the prototype 
here employed benefited from the camera modularity, compactness, high 
resolution and low noise. The camera here employed is composed of 25 
SDDs of 1 cm2 active area each, arranged in a 5x5 format, already used in 
clinical and research environments with a high intrinsic spatial resolution 
(~1 mm). The SDD matrix has been coupled to a LYSO crystal (1cm 
thickness), to improve efficiency with high-energy gammas, and has been 
characterized preliminarily with a 60Co source. Good imaging performances 
have been obtained in this test. Moreover, results of a first test of the camera 
to detect prompt gammas emitted with a proton beam impinging on a plastic 
target are presented in this work. 
  

1 Introduction 
Particle therapy is nowadays considered an advantageous option in cancer treatment and growing 
research efforts are dedicated to its development. Strength of this kind of therapy, in particular proton 
therapy, is related to the possibility to release the maximum of the dose in the target site destroying 
tumoral cells and limiting otherwise the dose to healthy tissues.  

For this purpose, the measurement of the proton beam range in the target is very important but 
although the energy of therapeutic proton beams is usually controlled with a high level of accuracy, 
corresponding to a sub-mm range accuracy in water, the real range of such proton beams in patients 
may contain uncertainties of up to 10-15 mm (due to uncertainties on tissue composition, internal 
organ motions, anatomical and physiological changes, patient positioning, etc.). 
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The proposed method to improve the quality control of the treatment is based on the detection of 
prompt gamma rays emitted by excited nuclei during proton irradiation [1]. 

In fact, during a proton irradiation,  the secondary emissions generate by nuclear interactions within 
the target include prompt gammas with energies up to 10 MeV and previous studies have shown that 
the location of these prompt gammas is correlated to the position of the Bragg peak [2-3]. The 
development of a prompt gamma camera could be a solution which allows checking in real-time the 
range of a single pencil beam with a ‘mm’ accuracy in patients [4]. 

Prompt gammas emitted along the proton tracks are selected with a tungsten slit collimator and 
detected with a 10mm LYSO scintillator to obtain a reversed 1D image of the proton beam path in the 
target, as visible in Fig.1.  

 
 Fig. 1: Scheme of a prompt gamma camera with a tungsten slit collimator and a LYSO scintillator 

to detect selected prompt gamma emitted.  

The challenge of this method is to detect high energy photons in an important neutron background. A 
dedicated concept was designed with Monte Carlo simulations and an example of the response is 
reported in Fig.2 for an energy window of 3 to 7 MeV. The profile of the photons correlated to the 
Bragg peak is indicated in green color and in pink the contribution of neutrons which only generate an 
offset that does not perturb the overall correlation with the Bragg peak. 

 

 
Fig. 2: .Response of a MC simulated camera in an energy window of 3-7 MeV when sending 109 
protons of 160 MeV on the water target. Photon and neutron count rates are about 1000 counts per 

5 mm bin. 
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To preliminarily verify the effectiveness of this concept we use the HICAM gamma camera, recently 
developed in the framework of the HICAM (HIgh resolution CAMera) project supported by the 
European Community, under coordination of Politecnico di Milano [5]. 

 

2 The HICAM  Gamma Camera 
 

HICAM is an Anger camera, designed for medical applications with low energy gamma sources (typ. 
140keV of 99mTc),  based on Silicon Drift Detector (SDD) photodetectors which are characterized by 
high quantum efficiency (>80%) and low electronic noise. The basic detection unit is a monolithic 
array of 5 SDD of 1 cm2 active area each. During the project two prototypes in a format 5 x 5 and 10 x 
10 were realized assembling several SDDs units, Fig. 3 shows a photograph of the 25 SDDs matrix. 
The photodetectors were coupled with a CsI crystal (10mm thickness). A custom designed ASIC reads 
and filters the signals from each SDD.  

 
Fig. 3: Photograph of the detection module of the small HICAM prototype. The whole active area 

is 5 cm x6 cm. 

The HICAM camera is characterized by a very high intrinsic resolution (~1 mm) [6] and has recently 
shown good performances both in clinical and pre-clinical applications [7].  

For this work we used the small prototype with a 5 cm x 6 cm active area. Originally developed only 
for low-energy gamma-ray imaging, in this work it has been suitably modified to image higher energy 
prompt gamma rays (2 to 7 MeV) emitted by the target irradiated by protons. The photodetectors are 
now coupled with a LYSO crystal of 1 cm thickness, a good compromise between improved detection 
efficiency and still satisfactory ratio between thickness/FOV. The light collection was purposely 
limited covering the top side and the lateral ones with black absorbing tapes to match the readout 
ASIC dynamic range, originally designed for 200 keV. The natural emission of Lutetium gives a 
significant background to the energy spectrum and suitable processing of signals has been introduced 
to minimize its contribution in the images.   

3 Laboratory characterization of the camera  
A first measurement session was made in Politecnico laboratory, to assess the imaging capability of 
the system with a 60Co source (1.17 MeV, 1.33 MeV).  

As schematically represented in Fig. 4, the 60Co point source was placed on the edge of a lead block (3 
cm thickness) and moved from one boundary of the active area of the camera to the opposite one with 
steps of 0.5 cm in order to cover all the detection area in longitudinal direction. Fig.5. shows the 
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reconstructed image, by means of centroid algorithm, of the irradiation of the source when placed in 
the middle of the camera. 

    
Fig. 4: A 60Co point source is placed on the edge of a lead block (thickness of 3 cm) and moved 

from one boundary of the active area to the opposite one with steps of 0.5 cm. 

 

Fig. 5: Reconstructed irradiation of the 60Co point source next to the middle of the camera. The centroid 
algorithm produces a reduction of the useful active area, pointed out by the white box. 

From the figure, it is possible to notice that the irradiated region and the dark one (covered by the lead 
block) are separated quite sharply. The counts of the image are then integrated along the vertical axis, 
with 1 mm bin (yellow box in figure), to compute the 1D profile. All the acquired profiles of the 
moving source along the whole area, are overlapped and shown  in Fig. 6, each one visualized only in 
a proper region of interest.  

 
Fig. 6: Edge profiles of the source moving across the field of view with steps of 0.5 cm.  
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4 Proton range measurements  
 

The first experiment with prompt gammas was carried out in the new WPE proton therapy center in 
Essen, Germany. The experimental set up, schematically shown in Fig. 7, consists in a proton beam 
impinging on a PMMA target of 20 cm length and 7.5 cm radius. A tungsten, knife-edge slit 
collimator, with an aperture of 6 mm, is set at a distance of 15 cm to detect the prompt gammas 
emitted in perpendicular direction with respect to the beam one. HICAM camera is placed at the same 
distance of 15 cm from the collimator. Both the camera and the read out electronics are shielded with a 
lead box, 5 mm of thickness. A photograph of the set-up is shown in Fig. . 

 
Fig. 7:  Scheme of the set up for prompt gammas measurements. The slit collimator is set at a 

distance of 15 cm to detect the prompt gammas emitted in perpendicular direction with respect to 
the beam one. The same distance is kept between HICAM and the collimator.  

In the energy spectrum of prompt gammas, as shown in the measurement of Fig., the significant 
component of the natural emission of Lutetium is visible but the selected energy window from 3 to 7 
MeV, set for all the following acquisitions, cuts off its contribution. 
 

 

 

Fig. 8: Photograph of the set up used in the radiotherapy facility. The slit collimator, aperture 
6mm, and the Hicam camera are in perpendicular direction with respect the proton beam one. 
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Fig. 9: Energy spectrum of prompt gammas. The energy window of  3-7 MeV is selected for the 

reconstruction.  

We first present an acquisition (5 min long) in which the proton beam was set at an energy of 160 
MeV.  

In the default configuration of the setup, the dose peak is aligned with the collimator slit and the center 
of the camera FOV (see Fig. 7). The HICAM camera has also a mobile support that allows to place the 
camera in two other positions at distances of 4 cm toward right and left. The same acquisition was thus 
repeated with the camera in these two positions and the reconstructed profiles are overlapped in the 
same graph. This allows to better image the whole profile despite the limited FOV of HICAM. 

The profiles obtained from the three acquisitions are shown in Fig. 10a. Another set of three 
measurements was carried out substituting the slit collimator with a tungsten block, 4 cm of thickness, 
in order to acquire signal due to neutrons and scattered gamma–rays and the result is reported in Fig. 
10b. This profile is rather flat and represents a constant contribution that could be subtracted from the 
previous acquisition. The resulting profile is presented in Fig. 10c and is in good agreement with 
simulations. 

 

434 R. Peloso et al. 



407 
 

 

 
 

Fig. 10: (a) Profiles of three overlapped acquisitions, each of 5 min, with HICAM moving with 
respect to the collimator aperture; (b) contribution from neutrons and scattered photons acquired 

interposing a tungsten block; (c) profile obtained subtracting the last profile from the first one, that 
can be attributed to prompt gamma photons.  

With the camera fixed in the central position another set of acquisitions was carried out changing the 
position of the PMMA target, with beam energy of 100 MeV. From the central position, the target was 
moved with steps of different length, from 1 mm to 10 mm, toward both the right and the left 
directions, in order to evaluate the capability of the system to track also small shifts. Acquisitions time 
was of 5 min each.  

The fits of the measured profiles are reported in Fig. 11. All the fitted profiles are well defined and 
separated and even the difference between 1 mm shifts of the target could be clearly identified by eye. 

To preliminarily evaluate the accuracy of the measured shift, a reference value x0 was derived from 
the intersection between the curve acquired in the central position and the vertical axis in the middle of 
the camera FOV (30 mm). For each profile the distance with respect to this point is evaluated along 
the horizontal axis (Fig. 12). The accuracy of this measurement is preliminarily evaluated as the 
difference between the measured value and the expected one, as shown in Fig. 12, and it turns out to 
be in the ‘mm’ range.  
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Fig. 11: Fitted profiles of the acquisitions with the moving target. Each acquisition is 5min long 

and corresponds to 7·1010 absorbed protons. 

 

 
Fig. 12: The reference value x0 was defined from the intersection between the profile of the base 

position and the vertical axis in the middle of the camera FOV (30mm). For each profile the 
distance with respect to this point is evaluated along a horizontal axis.  

 
Fig. 13: Plot of the difference between exact range shift and measured  shift.  

Measurements were then extended to 230 MeV to cover the full clinical range of beam energies.The 
profiles obtained from the three acquisitions, after the subtraction of the contribute  due to neutrons 
and scattered gamma–rays, are shown in Fig. 10.  
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Fig. 14: Profiles of three overlapped acquisitions at 230 MeV, each of 450 sec, with HICAM 
moving with respect to the collimator aperture. The contribution from neutrons and scattered 

photons was subtracted.  

Also in this case, the target was moved from the central position with steps of lengths from 1 mm to 
10 mm, toward both the right and the left directions. Acquisitions time was of 450 sec each. The fits of 
the measured profiles are reported in Fig. 15. 

 
Fig. 15: Fitted profiles of the acquisitions with the moving target. Each acquisition is 450 sec long 

and corresponds to 4·1010 absorbed protons. 

5 Conclusions 
Measurements of prompt gammas correlated to proton range were successfully made using the 
HICAM gamma camera. Although not optimized for 1 to 10 MeV energy range (low efficiency, low 
scintillator light collection) a satisfactory accuracy in the ‘mm’ range was first measured.  

 Although suitable for the measurements performed in this work, the SDD-based camera shows 
intrinsic limitations in terms of speed, which make it unsuited to patients treatments. The camera, 
however, thanks to its high intrinsic spatial resolution, compactness and versatility has allowed 
demonstrating the concept of slit camera for prompt gamma detection in proton therapy. 
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Abstract
The continued development of accurate particle interaction cross section mod-
els are necessary for calculating reliable space radiation exposure assessments
when using space radiation transport codes. The nuclear fragmentation model
NUCFRG3, which has been incorporated into various space radiation transport
codes, calculates Electromagnetic Dissociation (EMD) cross sections using
Weisskopf-Ewing (WE) theory. However, only single nucleon removal EMD
cross sections are calculated. For total space radiation exposure estimates, sin-
gle nucleon emission is most important, but multiple particle emission is also
significant. In this work, EMD cross sections for double nucleon removal are
calculated using the WE theory, which is the formalism currently utilized by
NUCFRG3. Comparisons are made to a previously developed double nucleon
removal parameterization for cosmic ray nuclei and experimental data.

1 Introduction
The deleterious effects from space radiation exposure to astronauts and electronics are an important con-
cern for space operational development. Reliable radiation exposure estimates from Galactic Cosmic
Rays (GCRs), require an accurate description of the nuclear interactions between particles of the am-
bient radiation environment and the shielding material. It has been shown by Norbury and Maung [1]
that reactions proceeding via the electromagnetic force are of major importance to nuclear reactions of
interest to space radiation assessments. The deterministic space radiation transport code HZETRN2010
(High charge (Z) and Energy TRaNsport) was developed at NASA Langley Research Center as a compu-
tational tool for space radiation studies and shield design [2]. The code utilizes the nuclear fragmentation
model NUCFRG3 [3] to calculate ElectroMagnetic Dissociation (EMD) cross sections. Currently, multi-
ple nucleon emission is not included in NUCFRG3. The present work provides an extension of the EMD
framework of NUCFRG3 to provide the ability to calculate double nucleon removal cross sections.

2 EMD cross section
The NUCFRG3 EMD cross section for one nucleon removal assumes both electric dipole (E1) and
electric quadrupole (E2) excitations. Other electromagnetic multipoles were excluded, since their effect
is much less important. Adopting a similar formalism, which includes both E1 and E2 excitations, the
total photonuclear dissociation cross section for double nucleon removal is expressed as

σEMD(ab) = σEMD
E1 (ab) + σEMD

E2 (ab)

=

∫

E0(ab)
[NE1(Eγ) σE1(Eγ , ab) +NE2(Eγ) σE2(Eγ , ab)] dEγ , (1)

where σEMD
E1 (ab) and σEMD

E2 (ab) are the E1 and E2 photonuclear dissociation cross section components,
respectively. The lower limit of integration in Eq. (2) is evaluated at the photonuclear threshold energy,
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E0(ab), for the production of particles ab. The NUCFRG3 formalism for the Weizsacker-Williams
E1 and E2 virtual photon spectras, NE1(Eγ) and NE2(Eγ), where Eγ represents the photon energy,
is documented in Ref. [3] and is utilized in this work. Also contained in Eq. (1) are σE1(Eγ , ab) and
σE2(Eγ , ab), the E1 and E2 total photonuclear reaction cross sections for the production of particles ab,
respectively.

2.1 Photonuclear cross section
The total photonuclear reaction cross section for the production of particles ab is expressed as

σγ(Eγ , ab) = σE1(Eγ , ab) + σE2(Eγ , ab)

= Gab(Eγ) σabs(Eγ)

= Gab(Eγ) [σabs−E1(Eγ) + σabs−E2(Eγ)] , (2)

where the photoabsorption cross section, σabs, is given by the sum of the E1 and E2 photoabsorption cross
section components, namely σabs−E1 and σabs−E2, respectively. The formalism for the photoabsorption
cross section utilized in this work has been discussed in Ref. [3] and will not be reproduced herein.
Eq. (2) also contains Gab(Eγ), the branching ratio or probability of producing particles ab, which will
be discussed in the subsequent section.

2.1.1 Branching Ratio using WE theory
The single particle removal EMD calculations of NUCFRG3 currently employ WE theory to calculate
the branching ratio for the input photonuclear cross sections. Therefore, utilizing the WE formalism
to calculate double nucleon removal cross sections was seen as a natural extension of the NUCFRG3
EMD framework. A statistical description of the compound nucleus model, based on WE theory, was
employed, which follows work by Büttner et al., Ref. [4]. According to the scheme of successive evapo-
ration of particles, it is assumed that the reaction X(x, ab)B can be separated as

x + X −→ Z −→ a + A
�

b + B . (3)

Here, particle x (note that for a photonuclear reaction, x corresponds to a photon) strikes a projectile
nucleus X to produce a residual nucleus A and an arbitrary outgoing particle a. Note that the reaction
proceeds through an intermediate compound state, labeled Z. If the excitation energy of the residual
nucleus A is higher than the binding energy of an arbitrary particle b, then nucleus A may subsequently
decay into the residual nucleus B and the arbitrary outgoing particle b. Note that x, a, and b may be
particles, such as a photon, neutron, or proton, but also may be nuclei, such as a deuteron, triton, helion,
or alpha particle.

A schematic representation of the energy level diagram for two particle emission after compound
nucleus formation is presented in Fig. 1. It can be seen from the energy level diagram, that the excitation
energies of the residual nuclei A and B are given as

E∗
A = Ex +Qx,a − Ea (4)

E∗
B = Ex +Qx,ab − Ea − Eb , (5)

respectively, where ∗ signifies an excited state. Eq. (4) and/or Eq. (5) contain Ex, Ea, and/or Eb, the
kinetic energy of particle x, a, and b, respectively, as well as Qx,a or Qx,ab, the Q-values for the reactions
(x, a) and (x, ab), respectively. Note that for a photonuclear reaction, Eq. (3) will be expressed as
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Fig. 1: Schematic representation of the energy level diagram for two particle emission after compound nucleus
formation. Diagram adapted from Fig. 1 of Ref. [5].

γ + X −→ X∗ −→ a + A
�

b + B . (6)

Therefore, the excitation energy of the compound nucleus Z is given as

E∗
Z = E∗

X = Ex = Eγ . (7)

2.1.1.1 Branching ratio formalism

The branching ratio Gab(Eγ), given in Eq. (2), is calculated using a scheme of successive evaporation of
particles, based on WE theory, and is generalized here as

Gab(Ex) =

∫ Ex+Qx,ab

0 dEa S(Ex, Ea) G
A
b (Ex, Ea)∑

a′

∫ Ex+Qx,a′
0 dEa′ S(Ex, Ea′)

, (8)

where the probability that the nucleus A will decay by emission of particle b is expressed as

GA
b (Ex, Ea) =

∫ Ex+Qx,ab−Ea

0 dEb S(Ex, Ea, Eb)∑
b′

∫ Ex+Qx,ab′−Ea

0 dEb′ S(Ex, Ea, Eb′)
. (9)

Note that the sum in the denominator of Eq. (8) and Eq. (9) should include all possible decay channels;
However, herein it is assumed that a and b can be a neutron, proton, deuteron, triton, helion, or alpha
particle. Other decay modes may be considered in future work. Eq. (8) and Eq. (9) contain S(Ex, Ea)
and S(Ex, Ea, Eb), respectively, which are expressed as
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S(Ex, Ea) = ga k2a(Ea) σa(Ea) ρ
A(E∗

A) (10)

S(Ex, Ea, Eb) = gb k
2
b (Eb) σb(Eb) ρ

B(E∗
B) . (11)

If i = a or b, the variables gi, ki, and σi represent the statistical weighting factor, wave number, and inverse
cross section for either particle a or b. The formalism of the inverse cross section, which herein describes
the cross section for the absorption of the emitted particle a or b by the nucleus Z or A, respectively, has
been discussed in Ref. [6] and will not be repeated here. Note that

gi k
2
i (Ei) = (2si + 1) (2mi Ei �−2) , (12)

with si, mi, and Ei representing the spin, mass, and kinetic energy for the particle i, respectively (where
i = a or b). Eq. (10) and Eq. (11) also contain ρA(E∗

A) and ρB(E∗
B), which signify the level density of

the residual nucleus A or B, at excitation energy E∗
A or E∗

B . More information regarding the form of the
nuclear density is given in Ref. [3].

2.1.2 Energy independent branching ratio
A branching ratio can be modeled as energy dependent, as in Eq. (2), or as energy independent. Utilizing
an energy independent branching ratio formalism for double nucleon removal EMD cross section cal-
culations increases computational speed; When substituting a photonuclear cross section, which utilizes
an energy independent branching ratio, into the formula for the total photonuclear dissociation cross
section, namely Eq. (1), the branching ratio can be brought outside of the integral, allowing for faster
computations.

Energy independent branching ratios for double nucleon removal were suggested by Norbury and
Mueller in 1994, Ref. [7]. The two neutron and two proton branching ratios are approximated as

Gnn = (1 − Gn)
2 (13)

Gpp = G2
p , (14)

where Gn and Gp are the single neutron and proton branching ratio, respectively. The emission of other
channels was thought to compete insignificantly with proton and neutron emission, therefore, Gn was
defined as Gn = 1−Gp, where

Gp =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.5 for ZA < 6

0.6 for 6 ≤ ZA ≤ 8

0.7 for 8 < ZA < 14

Min [ZA/AA, 1.95 exp(−0.075 ZA)] for ZA ≥ 14

(15)

with ZA and AA as the atomic number and mass number of the projectile nucleus A, respectively. Due
to the dependence on only the atomic number and mass number, the double nucleon removal branching
ratios can be applied to a compound nucleus reaction, as in Eq. (3), or to a direct reaction.

3 Results
EMD cross sections for two neutron and two proton removal, calculated with either a WE, Eq. (8),
or an energy independent, Eq. (13) or Eq. (14), branching ratio are compared to experimental data in
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Table 1. Reactions include both projectile and target excitation. In Table 1, only the reactions which
undergo target excitation, namely 59Co and 197Au, proceed through a compound nucleus state. Note that
the reactions involving 18O and 28Si (projectile) excitations have one or more channels which proceed
directly. The energy dependent branching ratio, based on WE theory utilized herein, was formulated for
compound nucleus reactions. Overall, when comparing the EMD cross sections, calculated with either
a WE or energy independent branching ratio, to the experimental target excitation data, it can be seen in
Table 1 that the WE results provide a better fit.

The branching ratio models utilized herein, namely WE and energy independent, can be qualified
by comparing the model results to experimental data and displaying the results in tabular or graphical
form. However, this type of validation does not quantify uncertainty and error. By using the cumulative
uncertainty distribution method of Ref. [12], the accuracy can be quantified. This validation metric pro-
vides a global perspective on accuracy, and quantifies how well a model will perform for the application
of interest compared to all validation data.

To assess the global accuracy of the EMD branching ratio methods, the models were compared
to the available EMD experimental data in the assembled database using the cumulative uncertainty
distribution method. Fig. 2 displays the cumulative uncertainty distribution as a function of the fraction
of the data in the EMD experimental database, which consists of the sparse 24 cross sections given in
Table 1. In the region of approximately 0.92 to 1.0 fraction of data, it can be seen that the EMD model
which incorporates the WE branching ratio has a lower cumulative uncertainty than that which uses the
parameterized energy dependent branching ratio. However, for most values of the fraction of data, the
uncertainty due to experiment is larger than the difference between the EMD model results. Here, the
experimental uncertainty swamps the model analysis. Consequently, the branching ratio methods cannot
be differentiated until additional experimental results become available.

Table 1: EMD Cross Sections for double nucleon removal. σEMD
expt are experimental EMD cross sections from Refs. [8–

11]. σ
param
NUCFRG2 are theoretical EMD cross sections calculated with parameterized energy independent branching

ratios from Ref. [7]. σEMD
WE are theoretical EMD cross sections calculated using WE theory.

Projectile Target Tlab (GeV/n) Decay Channel σEMD
expt (mb) σEMD

param (mb) σEMD
WE (mb)

197Au 197Au 1.0 195Au 643 ± 105 100.1 398.1
139La 197Au 1.26 195Au 335 ± 49 73.8 293.7
56Fe 197Au 1.7 195Au 73 ± 13 25.1 99.8
40Ar 197Au 1.8 195Au 76 ± 18 13.4 53.4
20Ne 197Au 2.1 195Au 49 ± 15 5.2 20.7
12C 197Au 2.1 195Au 9 ± 17 2.0 8.0

139La 59Co 1.26 57Co 32 ± 16 15.0 58.3
56Fe 59Co 1.7 57Co 13 ± 6 5.6 21.7
20Ne 59Co 2.1 57Co 3 ± 5 1.2 4.8
12C 59Co 2.1 57Co 6 ± 4 0.49 1.9

28Si Pb 13.7 26Mg 73.11 ± 0.80 23.7 44.3
28Si Sn 13.7 26Mg 31.7 ± 0.41 9.6 18.1
28Si Cu 13.7 26Mg 12.55 ± 0.16 3.5 6.7
28Si Al 13.7 26Mg 4.35 ± 0.10 0.79 1.5

28Si Pb 13.7 26Si 1.9 ± 0.11 10.3 17.9
28Si Sn 13.7 26Si 0.74 ± 0.07 4.3 7.5
28Si Cu 13.7 26Si 0.27 ± 0.04 1.6 2.9
28Si Al 13.7 26Si 0.12 ± 0.02 0.37 0.66

18O U 1.7 16O 74.3 ± 1.7 36.0 141.2
18O Pb 1.7 16O 65.2 ± 2.3 30.1 118.0
18O W 1.7 16O 50 ± 4.3 25.6 100.5
18O Sn 1.7 16O 27.5 ± 4.0 13.6 53.2
18O Cu 1.7 16O 9 ± 3.5 5.5 21.6
18O Ti 1.7 16O 6.3 ± 2.5 3.4 13.5
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Fig. 2: Cumulative uncertainty distributions for the EMD cross section, calculated using either a parameterized
energy independent branching ratio or WE theory, compared to the experimental EMD cross sections given in
Table 1. The distribution for the cumulative uncertainty due to experiment is also shown.

4 Conclusions
In this work, the framework for calculating EMD double nucleon removal cross sections, using WE
theory, was developed. Results were compared to EMD cross sections calculated with an energy inde-
pendent branching ratio parameterization. For reactions which proceeded through a compound nucleus
state, it was found that the EMD cross sections calculated with a WE branching ratio provided a better fit
to experiment. However, when examining all of the available EMD cross section data, it was found that
within the limited datasets and accuracy of experiments, it could not be determined whether the EMD
cross sections calculated with a parameterized energy independent or WE branching ratio are more accu-
rate in a global sense. Overall, the WE model provides a physics-based description for EMD reactions.
The WE branching ratio can be used to calculate not only double nucleon emission, but also any allowed
two particle emission combination. The WE formalism presented herein can also be extended to three
particle emission.
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Abstract
This contribution describes recent extensions of the Intra Nuclear Cascade
code INCL to light ion projectiles and to low beam energies. Examples of
carbon beam fragmentations at GANIL and at GSI energies on thick water
or PMMA targets are compared with experimental data. The production of
astatine isotopes from proton beams around 1 GeV on a thick Pb-Bi target
(ISOLDE experiment) demonstrates the need of a good description of the he-
lium production in the first interaction at the beam energy and of helium in-
duced reactions at low energy in secondary interactions.

1 Introduction
Accelerator Driven Systems have renewed the interest for good models of spallation reactions describing
especially the production of neutrons and of residual nuclei from proton beams on heavy nuclei in the
GeV regime. This type of reactions is efficiently descried in terms of an Intra Nuclear Cascade - sequence
of free and incoherent NN interactions in a realistic target nuclear density - followed by a de-excitation
of the excited remnant nucleus mainly by evaporation of particles and possibly by fission.

The intra nuclear cascade code INCL originally built at Liège University [1] and more recently
developed in collaboration with the CEA/Irfu/SPhN [2] is based on realistic physical ingredients and a
very reduced number of parameters. This makes it a predictive semi-classical model of nuclear reactions.
Coupled with modern de-excitation codes as ABLA [3], it fully specifies final states with all correlations
and statistical fluctuations and is consequently also well adapted as a realistic event generator. It has been
recognized as one of the best cascade in the frame of an inter-comparison of many codes organized by
IAEA [4] and dealing with nuclear reactions induced by nucleons of 60 MeV to 2.5 GeV mainly on
thin Iron and Lead targets.

We have recently tested and improved the model in other sectors. Composite projectiles up to alpha
particles were already implemented with promising results at the GeV per nucleon [2]. We have extended
the capabilities up to projectiles of mass sixteen and we have paid attention to the low energy domain,
interesting in itself and really needed for most of applied calculations of thick target configurations.
Potential applications are in the medical domain (tumor treatment by carbon beams) and in the evaluation
of irradiation by cosmic rays (including heavy ions) on men and electronics in space vehicles.

There are presently a Fortran version of the code INCL4.6 coupled with the de-excitation ABLA07
in a still private version of MCNPX [5] and a fully redesigned C++ version INCL++5.1 implemented in
GEANT4 [6] and using the GEANT4 de-excitation handler.

2 Treatment of light projectiles (4<A<17)
Light composite projectiles are treated in the following way. The ion comes from infinity at a random
impact parameter (see Fig. 1a). It is described as a set of (A,Z) nucleons in the ion rest frame whose
positions and momenta are randomly chosen in a realistic spacial and momentum density. A constraint
is applied to have the sum of the vectors equal to zero in both spaces. For each configuration the depth of
a binding potential is determined so that the sum of the nucleon energies is equal to the tabulated mass
of the projectile nucleus.
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A Lorentz boost with the nominal projectile velocity is applied to the off-shell nucleon four-vectors
to define them in the laboratory system (target at rest). Nucleons are no more on mass shell but the sum
of energies and vector momenta are equal to the nominal energy and momentum of the projectile.

The ion follows globally a classical Coulomb trajectory until one of its nucleon impinges on a
sphere of calculation around the target nucleus, large enough for simulating all reaction events in practice.
Considering the individual nucleon velocities, some of them will never interact with this sphere and will
be combined together in the "projectile spectator".

All other nucleons are entering the calculation sphere. They will move globally (with the beam
velocity) until one of them interact, being close enough to a target nucleon. The NN interaction is
computed with the proper nucleon momenta, and if not Pauli-blocked, outgoing nucleons propagate
independently until further collisions. Nucleons having crossed the sphere of calculation without any
NN interaction are combined also in the "projectile spectator" at the end of the cascade.

This projectile spectator nucleus is kinematically defined by its nucleon content and its excitation
energy obtained by an empirical particle-hole model based on the energy configuration of the current
projectile and the removed nucleons (interacting with the target). This nucleus can then be de-excited by
any model; typically a Fermi Breakup for the light projectiles considered up to now.

It is quite clear that this "projectile spectator" has not received any explicit contribution from the
zone of interaction which is entirely contained in the target remnant. This has two consequences. The
calculation is not at all symmetric (if we compute C on C for example) and we believe that the residue
of the target is more realistic than the "projectile spectator" at this stage of the model.

(a) Coulomb deviation (b) Compound nucleus at low energy

Fig. 1: Composite projectile treatment in INCL

3 Very light projectiles (d, t and He) and low energy
At very low energy, the nuclear reaction proceeds by a total absorption of the projectile and the forma-
tion of a compound nucleus which will then decay. To account for this, we have introduced a smooth
empirical description of the transition between the full absorption and the usual intra nuclear cascade
regime (actually only for projectiles with A<=4) in the following way.

The projectile content in terms of nucleons and the Coulomb deviation is realized as described
above, but the kinetic energy of individual nucleons can be negative and some times can even be lower
than the Fermi level in the target nucleus (see Fig. 1b), a situation hardly acceptable in the cascade
picture. Up to alphas, nucleons missing the sphere are put on shell and the necessary energy for this is
equally taken from all nucleons entering in the sphere and named participants.

If at least one participant has an energy lower than the target Fermi level and one participant will
cross the "hard" part of the target density, a target-participants compound nucleus is produced and treated
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(a) Fragments emitted at 7◦ (b) Fragments emitted at 10◦ (c) Fragments emitted at 16◦

Fig. 2: Production of fragments identified in charge (Z) and produced by a 12C beam of 95 MeV per
nucleon on a PMMA target. For three angles, the measured production rate [8] (red triangles) is com-
pared with calculations using INCL++ in GEANT4 with the "direct" mode (open blue circles) or the
recommended "reverse" mode (blue crosses).

(a) target thickness : 5mm (b) target thickness : 25mm

Fig. 3: Angular distributions of fragments identified in charge (Z) and produced by a 12C beam of 95
MeV per nucleon on a PMMA target. Data measured at GANIL [8] (red triangles) are compared to
calculations with INCL++ (blue crosses), BIC (blue circles) and QMD (blue squares) in GEANT4.

by the de-excitation as the usual remnant nucleus of the cascade. There is no more "cascade" calculation
in that case.

We have also taken into account the tabulated [7] masses of nuclei and particles so that the Q-
values in all outgoing channels are now correct and the global conservation of energy-momentum is at
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(a) proton production (b) neutron production (c) 3He production

Fig. 4: Proton, Neutron and 3He double differential production rates from a 12C beam of 200 MeV per
nucleon stopped in a thick water target. Data measured at GSI [9] (black points) are compared with
INCL++ (red line), BIC (blue line) and QMD (green line) models in GEANT4. Convenient powers of
10 are used to display the various angles on the same picture.

(a) deuteron production (b) tritium production (c) 4He production

Fig. 5: Same as Fig. 4 for deuteron, tritium and 4He production except that all calculations are divided
by 3 for d and t and by 10 for 4He.
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(b) At production at 1.4 GeV
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(c) At production at 1.0 GeV

Fig. 6: Production of astatine isotopes by a proton beam of 1.4 GeV and 1.0 GeV on a 20 cm thick Pb-Bi
target as measured at ISOLDE [10] and compared to INCL4.6-ABLA07 predictions with MCNPX.

the tenth keV level at the end of the cascade.

4 Ganil experiment
A collaboration has measured [8] at GANIL the fragmentation of a 12C beam of 95A MeV stopped in a
PMMA (C5H8O2) target. In Fig. 2 the production of fragments emitted at 7◦ , 10◦ and 16◦ is compared
with INCL calculations in GEANT4 either in the "direct" mode or the "reverse" mode. In "direct" mode
the 12C is really the beam particle interacting with the target nucleus (C or O here) and due to the
asymmetric beam/target treatment as discussed above, fragments of the projectile are poorly described.
So for each interaction the actual calculation ("reverse" mode) in GEANT4 is done with a Carbon target
and a C or O projectile with all produced particles boosted in the correct system after each interaction
for further transport. More precisely, the choice is dependent of the observable. The "direct" mode is an
"accurate target" mode and the "reverse" an "accurate projectile" mode.

In Fig. 3 the angular distribution of fragments for a 5mm and a 25mm thick PMMA target mea-
sured by the same collaboration are compared with INCL, BIC (Binary Cascade) and QMD (Quantum
Molecular Dynamics) calculations in GEANT4 [6]. The INCL calculation is better than the BIC one
and quite comparable to the QMD one but much faster.

5 GSI experiment
At GSI, double differential production rates of n, p, d, t, 3He and 4He produced by a 12C beam of
200A MeV stopped in a 12.8 cm thick water target have been measured [9]. In Fig. 4 and Fig. 5, data
are compared with the same 3 dynamical models available in GEANT4 (INCL, BIC and QMD). All
calculations are divided by 3 for deuterons and tritons and by 10 for 4He but are absolute for neutrons,
protons and 3He. We don’t understand the origine of these factors but these detailed observables are
rather precisely described in shape, and on the overall better by INCL than by the other models.
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6 ISOLDE experiment (At production)
The production of astatine isotopes released from a 20 cm thick Pb-Bi target and produced by proton
beams of 1.4 GeV and 1.0 GeV has been measured [10] at ISOLDE. To increase by 2 units the charge
of the bismuth target, a one step process by a Bi(p,π −)At + xn reaction or a two step process Pb −
Bi(p,He)X followed by a Bi(He, xn)At reaction are possible.

The total production (black curve in Fig. 6a) is decomposed into these various contributions show-
ing that the one step process is dominant for the light isotopes whereas the two step is dominant for the
heavy ones. Taking into account the history of irradiation (decay of nuclei during irradiation) leads to
the final rather satisfactory calculations of Fig. 6b and Fig. 6c.

Fig. 6b illustrates the effect of a better treatment of He projectiles at low energy between the
version INCL4.5 in blue and the present one INCL4.6 in red.

7 Conclusion
We have explained how the cascade code INCL has been improved in the sector of composite beams up to
oxygen nuclei and for low beam energies. This led to a Fortran version (INCL4.6 soon publicly available
in MCNP6, projectiles up to 4He) and a fully redesigned C++ version (INCL++5 already available in
Geant4, projectiles up to 16O).

We have shown promising first results on the fragmentation of 12C beams on thick targets at 95A
MeV and 200A MeV. INCL calculations are here better than the BIC model and comparable to but
faster than the QMD model. Energy distributions of light particles (up to 4He) are very good. The
correct prediction of astatine production measured at ISOLDE illustrates the importance of a good He
production and of the low energy treatment in the code.

The new open sector has certainly to be more systematically tested especially to disentangle the
contribution of the de-excitation. The main drawback is at the moment the asymmetric treatment between
the projectile and the target nuclei. This force a choice of the kinematics (beam nuclei as target or as
beam in the INCL calculation) favoring the fragmentation of the beam and will be the subject of future
developments.
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A Monolithic Silicon Detector for pre-treatments verification in Intensity 
Modulated Radiotherapy  
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We report on the development of a large area bidimensional detector, adequate for 2D pre-treatment 
dose verifications, developed for clinical dosimetry in Intensity Modulated Radiation Therapy 
(IMRT). The detector is a monolithic segmented sensor obtained by n-type implantation on a 50 μm 
thick p-type epitaxial silicon layer, with improved radiation hardness against the accumulated dose. 
The detector is composed by up to nine modules each composed of a matrix of 21×21 pixels with a 
size of 2×2 mm2.  

A dosimetric characterization of the detector has been performed and results are compared with 
those obtained with ion chambers as well as with a matrix of Si diodes (MapCHECK™, Sun Nuclear). 
Results show that our modular detector represents a valuable tool for quality assurance in IMRT dose 
delivery in high precision radiotherapy techniques. 
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Charged and Neutral Particles Production from 80 MeV/u 12C ion beam
on a PMMA target

C. Agodif , G. Battistonig , F. Bellinia,b, G.A.P. Cirronef , F. Collamatia,b, G. Cuttonef , E. De Luciac,
M. De Napolif , A. Di Domenicoa,b, R. Faccinia,b , F. Ferronia,b, S. Fiorea, P. Gauzzia,b, E. Iaroccic,d,
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Abstract
We have measured the properties of the secondary particles produced in the
interaction of carbon ion beams with homogeneous targets, in order to recon-
struct the prole of the dose delivered in an hadrontherapy treatment. Our
measurements have been done with a 80 MeV/u fully stripped carbon ion beam
at the INFN Laboratori Nazionali del Sud (LNS), Catania, with a Poly-methyl
methacrylate target (PMMA).Both the neutral and the charged component of
the secondaries have been measured, the neutral component including prompt
photons and β+-annihilation photons (γ-PET).

1 Introduction
Protons and carbon ion beams are presently used to treat many different solid cancers [1, 2] and sev-
eral new centers based on hadron accelerators are operational or under construction [3, 4]. The main
advantage of this technique, in comparison to the standard radiotherapy with X-ray beams, is the bet-
ter localization of the irradiation dose in the tumor affected region sparing healthy tissues and possible
surrounding organs at risk. This feature can be achieved because the heavy charged particles loose most
of the energy at end of their range, the Bragg peak, in comparison to the exponentially decreasing en-
ergy release of the X-ray beam. New dose monitoring techniques need to be developed and introduced
into clinical use, to meet the improved capability of hadrontherapy to match the dose release with the
cancer position. The R&D effort should be then focused to develop novel imaging methods to monitor,
preferably in real time, the 3-dimensional distribution of the radiation dose effectively delivered during
hadrontherapy. This holds true especially for treatments using carbon ion beams since the dose pro-
le is very sensitive to anatomical changes and minor patients’ positioning uncertainties. Conventional
methods for the assessment of patients’ positioning used in all X-ray based radiation therapy, where a
non-negligible fraction of the treatment beam is transmitted through the patient, cannot be used to pursue
this task due to the different physics underlying.

We report on the measured properties of the secondary particles produced in the interaction of a
80 MeV/u fully stripped carbon ion beam at the INFN Laboratori Nazionali del Sud (LNS), Catania,
with a Poly-methyl methacrylate target (PMMA). Both the neutral and the charged component of the
secondaries have been measured, the neutral component including prompt photons and β+-annihilation
photons (γ-PET).
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Fig. 1: Schematic view of the experimental setup; for prompt photon the acquisition is triggered by the Start
Counter in coincidence with the LYSO, while for the γ-PET the NaI crystals are required.

2 Experimental setup
The experimental setup at LNS is shown in Fig. 1: a 4 × 4 × 4 cm3 PMMA target is placed on a fully
stripped 12C ion beam. The beam rate, ranging from hundred kHz to ∼ 2 MHz, was monitored with a
1.1 mm thin scintillator on the beam line read-out with two photomultiplier tubes (PMT) (Hamamatsu
10583) put in coincidence (Start Counter) and placed at 17 cm from the PMMA.
A pair of cylindrical Thallium-doped sodium iodide crystals NaI(Tl) (r = 2.5 cm and h = 5 cm) was
placed at 45◦ (225◦) with respect to the beam line, at 20 cm from the PMMA. The scintillation light
of the two crystals was detected by two Scionix V 14-EI PMTs triggered in coincidence within a time
window of 80 ns.
An array of 4 LYSO crystals, each measuring 1.5x1.5x12 cm3, was placed at 90◦ with respect to the
beam line, at 74 cm from the PMMA center. The scintillation light of the crystals was detected with a
PMT (EMI 9814B).
A 21 cm long drift chamber (DCH) was placed at 51 cm from the PMMA center, along the ight line
connecting the PMMA to the LYSO crystals. We have chosen the conguration at 90◦ with respect to
the beam line to maximize the sensitivity to the Bragg peak position along the beam.

3 Prompt photons measurement
Photons are detected by the LYSO calorimeter, and selected from charged particles by requiring no
signal in the DCH. Prompt photons are discriminated by measuring the time difference between the beam
impact on the Start Counter and the photon detection consistent with a particle emitted instantaneously
and traveling at the speed of light.

We measured the energy spectrum, Fig. 2(left), and rate of prompt photons with a time resolution
of 300 ps for photons with energies above 3 MeV, allowing for a much stronger neutron background
rejection with respect to previous measurements [5]. The t of the peak gives a fraction of f12C =
(13.9±0.6)% for prompt photons over carbon ions at 4.44 MeV. Fig. 2(right) shows the data distribution
compared to the MonteCarlo simulation from GATE [7] with G4QMDReaction for ions’ inelastic process
and 12C-PMMA interactions, folded with detector response. The spectra, normalized to the number
of incident carbons, show the level of agreement between data and MonteCarlo simulation: both the
normalization and the fraction of E=4.44 MeV photons require further investigation.

The rate of photons per carbon ions triggered (NC) Fprompt =(3.04±0.01stat±0.20sys)×10−6 has
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Fig. 2: (Left) Measured prompt photons spectrum obtained with the LYSO detector. The t of the peak gives a
fraction of f12C = (13.9±0.6)% for prompt photons over carbon ions at 4.44 MeV. (Right) Data-MC comparison
of the prompt photons energy spectrum, normalized to the number of incident carbon ions.

been measured together with the differential production rate dNγ/(dNCdΩ)(E > 2MeV,θ = 90◦) =
(2.92±0.19)×10−2 sr−1 [6].

4 γ-PET measurement
NaI crystals have been used to detect the γ−PET signals, the collinear 511 keV photons produced by
positrons annihilation from β+ emitters. The rate of β+ decays and the isotopic composition of the
emitters has been measured as a function of time both during irradiation and in the intervals in between.
The time dependence of the emission during the irradiation results from two main contributions: (i) the
creation of new emitters induced by the passage of the carbon ions in the PMMA, and (ii) the decay of the
previously created ones. When the irradiation time is comparable to the decay time of the emitters, the
relation between the β+ decays and dose rate is non-trivial. With the acquired data we have demonstrated
the possibility to estimate the number of impinging carbon ions from the number of observed γ−PET.
We measured the ratio between the number of activated 11C and 13N to be AC /AN = 16.6±2.7 and a
number of (10.3±0.7)×10−3 generated 11C ions, per impinging carbon ion, undergoing β+ decay [8].

Fig. 3: Cumulative distribution of the number of carbon ion measured with the Start Counter,NC (magenta dashed
data), compared to the number of ions estimated by the measurements of γ-PET, Nγ

C
(blue dot points). The plot

on the right is a zoom of the rst 50 min of acquisition.
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With these data we also validated a model to describe the activated nuclei β+ decay during the
irradiation. Figure 3 shows the cumulative distribution of the number of ions estimated by the measure-
ments of γ-PET,Nγ

C , blue dot points, compared to the cumulative number of carbon ions measured with
the Start Counter NC , magenta dashed data. A good agreement is visible, also at times comparable with
the lifetimes of the decaying isotopes.

Finally we measured the mean position of the β+ emission to be Dβ+ = (5.3±1.1) mm from the
beam entrance face of the PMMA, to be compared to the FLUKA simulated Bragg peak position DBragg

= (11.0±0.5) mm. The DBragg value is conrmed from the direct observation of the PMMA deterioration
after data taking, visible as a light yellow band and shown in Fig.12 of Ref [8]. All this information can
be used as a benchmark for the β+ emitters MonteCarlo simulation of hadrontherapy.

5 Charged particles
Charged secondary particles, produced at 90◦ with respect to the beam axis, have been tracked with the
DCH, while their energy and time of ight has been measured by means of the LYSO scintillator. Sec-
ondary protons have been identied exploiting the energy and time of ight information (ToF), Figure 4
and their emission region has been reconstructed backtracking from the drift chamber to the target. In
order to evaluate the setup acceptance and efciency, and to optimize the particle identication analysis
a detailed simulation has been developed using the FLUKA software release 2011.2 [10, 11]. The inter-
action of a sample of 109 carbon ions with 80 MeV/u, equivalent to 103 s of data taking at the typical 1
MHz rate of beam, has been simulated.

Fig. 4: Distribution of the detected energy in the LYSO crystals as a function of the Time of Flight: Data (Left)
and FLUKA Simulation (Right).

The existence of a correlation between the reconstructed production region of secondary protons
(x̄PMMA) and the Bragg peak position (xBragg) has been observed, performing a position scan of the
PMMA target (Figure 5). The expected position of the Bragg peak has been obtained with the FLUKA
simulation and its value conrmed from visual inspection of the PMMA deterioration after data taking,
as mentioned above. A proton kinetic energy at emission time EProdkin > 83 MeV has been required to
account for the crossing of some centimeters of patient’s tissue when using these secondary particles for
monitoring purposes. The FLUKA simulation has been used to relate the detected proton kinetic energy
to EProdkin .

The achievable accuracy on the Bragg peak determination exploting this procedure has been esti-
mated to be in the submillimeter range, using the described setup and selecting secondary protons with
kinetic energy at emission EProdkin > 83 MeV. The obtained accuracy on the position of the released dose
should be regarded as an indication of the achievable accuracy for possible applications of this technique
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Fig. 5: Reconstructed peak position of the secondary proton emission distribution x̄PMMA,ȳPMMA as a function
of the expected Bragg Peak position xBragg, with EProd

kin
> 83 MeV.

to monitor the Bragg peak position in hadrontherapy treatment.
We measured the differential production rate for protons with EProdkin > 83 MeV and emitted at

90◦ with respect to the beam line: dNP/(dNCdΩ)(E
Prod
kin > 83 MeV, θ = 90◦) = (2.69 ± 0.08stat ±

0.12sys)× 10−4sr−1 [9].

6 Conclusions
The measurement of the uxes of the secondary particles produced by the hadron beam is of fundamental
importance in the design of any dose monitoring device and is eagerly needed to tune Monte Carlo
simulations.

Charged and Neutral Particles Production from the 80 MeV/u fully stripped carbon ion beam on a
PMMA target at the INFN Laboratori Nazionali del Sud (LNS), Catania, provided us with several results.

With prompt photons we measured: energy spectrum, rate and differential production rate per
triggered carbon ion and at 90◦ with respect to the beam line.

With γ-PET we validated a model to describe the activated nuclei β+-decay during the irradiation,
we estimated the number of carbon ions from the number of observed γ-PET, we measured the ratio
between the number of activated 11C and 13N and the average position of β+ emitters in the PMMA.

With secondary protons we observed the existence of a correlation between the reconstructed
production region of these secondaries and the Bragg peak position. The achievable accuracy on the
Bragg peak determination exploiting the proton signal has been estimated to be in the submillimeter
range. The differential production rate per triggered carbon ion and at 90◦ with respect to the beam line
has been also measured.
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To keep the benefits of the use of carbon ions in radiation therapy, a very high accuracy on the dose 
location is required. A part of the uncertainties on the dose deposition rely on the fragmentation of the 
ion along its path in the patient (fragmentation tails behind the tumor, RBE fluctuation in depth). Up to 
now, the simulation codes are not able to reproduce the fragmentation process with the required 
accuracy for clinical treatments. The constraints on nuclear models and fragmentation cross sections in 
the energy range used in hadrontherapy (30 to 400MeV/u) are not yet sufficient.  

A first experiment, on thick water equivalent targets has been performed on May 2008 at 
GANIL. The goals were the measurements of energy and angular distributions of the fragments 
coming from the nuclear reaction between 95MeV/u 12C and thick PMMA targets. Comparisons 
between experimental data and Geant4 simulations (BIC, QMD, INCL) show discrepancies up to one 
order of magnitude for production rates. The shapes of the angular and energy distributions are also 
not well reproduced.  

To improve the models and reach the precision required for a reference simulation code for 
hadrontherapy, a second experiment has been performed on thin targets on May 2011 at GANIL. The 
experimental set-up included five three stages ΔE-E telescopes composed of two Si detectors 
(thickness: 150μm and 1mm) and one CsI scintillator (thickness: 10cm). These telescopes were 
mounted on rotating stages to cover angles from 0 to 45°. We have measured the double differential 
cross section ( ) of fragments resulting of the nuclear reaction from 95MeV/u 12C ions with thin 
targets (C; CH2; Ti; Al; Al2O3). The data of this experiment are still under analysis but the energy 
calibration of the detectors and the identification of the fragments have been achieved. As shown in 
the figures for the  4He particles, the first results of fragments production (from proton to carbon) on 
the carbon targets are already available. The double differential cross sections for the other targets will 
be soon available. The experimental setup and the results for the different targets will be presented.  
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Fig.1: Preliminary results for the reaction 12C(95MeV/u) → 12C. 

 

 

 

Comparisons with Geant4 simulations will be achieved in order to evaluate the accuracy of the nuclear 
reaction models (BIC, QMD...) included in the Geant4 toolkit for hadrontherapy purposes. 
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Abstract  
Monte Carlo (MC) codes are increasingly spreading in the hadrontherapy 
community due to their detailed description of radiation transport and 
interaction with matter. The suitability of a MC code for application to 
hadrontherapy demands accurate and reliable physical models for the 
description of the transport and the interaction of all components of the 
expected radiation field (ions, hadrons, electrons, positrons and photons). 
This contribution will address the specific case of the general-purpose 
particle and interaction code FLUKA. In this work, an application of 
FLUKA will be presented, i.e. establishing CT (computed tomography)-
based calculations of physical and RBE (relative biological effectiveness)-
weighted dose distributions in scanned carbon ion beam therapy. 
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1 Introduction  
A major advantage for the application of carbon ion beams in tumour therapy is their so called 
“inverse” depth-dose profile with a pronounced maximum at the end of range (Bragg peak), in 
conjunction with their increased relative biological effectiveness (RBE) in the tumour volume in 
comparison to the lower effectiveness in the surrounding health tissue [1]. Besides these advantages 
due to electromagnetic interaction, carbon ion beams experience nuclear reactions which cause a 
significant alteration of the radiation field. This shows mainly through a loss of primary beam particles 
and a build-up of secondary lower-charge fragments [2]. In particular, the lower-charge fragments, 
having longer ranges than the primary beam, give rise to the characteristic dose tail beyond the Bragg 
peak. Moreover, the light fragments scatter more than the heavier primaries thus broadening the 
irradiation field in the patient. Furthermore, the biological effectiveness of the fragments is different 
from that of the primary carbon ions [3] and it has to be included in the biological effect calculations. 
At the GSI Helmholtzzentrum für Schwerionenforschung Darmstadt, Germany, the analytical 
treatment planning system (TPS) TRiP98 (TReatment planning for Particles, 1998) [4,5] has been 
clinically used in connection with the GSI pilot project for carbon ion beam therapy [6]. TRiP98 is 
coded for being applied to the GSI 3D active beam delivery, which combines intensity-controlled 
lateral deflection based on the raster scan system [7] with discrete selection of accelerator beam 
parameters (energy, focus, intensity). The physical beam model of TRiP98 relies on an external 
database which takes into account the energy loss, the energy loss straggling and the projectile 
fragmentation [8,4]. For RBE-weighted dose calculations, TRiP98 is based on the Local Effect Model 
(LEM) [3,9,10] which is used to reproduce the dependency of the RBE on the type of the irradiated 
tissue, on the biological endpoint and on the ion beam characteristics. For biological inverse planning, 
an optimization process is implemented in TRiP98 in order to provide a uniform RBE-weighted dose 
distribution in the target volume according to the planning prescription. The result of the optimization 
is an output file containing the beam phase space information for each treatment field: pencil beam 
energy, lateral width and position (x,y) at the isocenter as well as fluence distribution.  

In this work, we describe a novel methodology for establishing CT (Computed Tomography)-
based calculations of physical dose and RBE-weighted dose distributions in carbon ion beam therapy 
using the FUKA MC code [11,12]. We performed CT-based forward re-calculations of absorbed and 
RBE-weighted dose for a clivus chordoma patient treated at GSI. The patient case has been planned 
with TRiP98. MC CT-based calculations required the proper handling of the patient CT images and of 
the TRiP98 WEPL (water-equivalent path length) – HU (Hounsfield unit) calibration curve (as 
described in section 2.1) as well as the coupling of FLUKA to the LEM model for the evaluation of 
RBE-weighted dose distributions [2] (as outlined in section 2.2). Among the simulated beam ports of 
the total treatment fraction, section 3 shows a representative comparison of the MC dose/RBE-
weighted dose results (dose to tissue) with the corresponding TRiP98 quantities (dose to water). 

2 Material and Methods  
2.1 Handling of patient CT with related information 

In view of re-calculating patient plans, we have used the approach proposed in Schneider et al [13] 
and already applied in Paganetti et al [14] and Parodi et al [15] in proton therapy to convert the CT 
data, expressed in HUs, into mass density and chemical composition. The patient CT data are 
processed before the starting of the simulation and converted into an appropriate file format to be 
input into FLUKA. According to the logic of FLUKA, all voxels with the same HU value are 
identified as a spatial region. In order to reduce the number of materials to be used in FLUKA the 
segmentation of the CT in several HU intervals proposed by Schneider et al [13] and extended by 
Parodi et al [14] have been applied. The materials defined in FLUKA are characterized via the 
mentioned segmentation and the ‘nominal’ density, i.e. the density at the HU corresponding to the 
center of the HU intervals. Nuclear and electromagnetic processes depend, in first approximation, on 
the mass density and on the stopping power ratio, varying with the HU values within each material 
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characterized only by the ‘nominal’ density in the MC. To account for this, CT number dependent 
scaling factors for electromagnetic and nuclear interactions are introduced to adjust the stopping 
power values and mass density, respectively [15].  

TPSs are essentially based on the assumption of water targets and the main idea to account for 
longitudinal density variations is to apply the concept of WEPL when an ion traverses a CT voxel. 
High density voxels correspond to water-equivalent path lengths larger than that for water, low density 
voxels to shorter water-equivalent path lengths. In this way the trajectory of an ion is transformed 
from the CT system into a water-equivalent system in the beam-eye-view. TRiP98 adopts an 
experimentally established WEPL curve based on the measurements of residual ranges behind tissue-
equivalent phantom materials as well as bovine and human bony tissue in comparison to ranges in 
water [16,17]. This calibration curve has to be matched by the MC calculations for assuring a correct 
estimation of the experimental carbon ion range as a function of HUs.  

Starting from the electron density and mean ionization energy for the nominal materials 
corresponding to the segmentation implemented in FLUKA, the carbon ion stopping power relative to 
water ( s ) has been calculated using the approximation proposed in Schneider et al [18] for proton 
therapy application, neglecting the shell and density corrections of the Bethe-Bloch formula (which 
are only minor for the energy range and materials of therapeutic relevance [19,20]):  

 

   ,                                               (1) 

 
where e  is the relative electron density, c  is the carbon ion velocity, em  is the electron mass and 

mI  is the mean ionization energy of the target atoms. The carbon ion stopping power relative to water 

s  represents a good approximation of the WEPL. Hence, in order to match the same experimental 
WEPL calibration as used in TRiP98 for determining the Bragg peak position in dependence of the 
HU value, the electromagnetic scaling factors ( EMf ) for FLUKA have been calculated as:  
 

                                                                      .                                                           (2)  

For validating the introduced approach and the related EMf  calculations, we simulated the 
irradiation of phantoms, corresponding to different CT numbers, with several mono-energetic carbon 
ion pencil beams. The obtained Bragg peak positions were compared with the TRiP98 results. In 
figure 1 a satisfactorily comparison between TRiP98 (solid line) and FLUKA (dashed line) results 
using the calculated scaling factors is shown for 270 MeV/u carbon ion pristine Bragg peaks simulated 
in phantoms corresponding to different HU values. Both TRiP98 and FLUKA results are normalized 
using the same number of primary carbon ions. It should be noticed that adjusting the FLUKA 
stopping power calculations for reproducing the same semi-empirical HU-WEPL calibration curve 
used by the TPS does not mean to benchmark the MC dose calculation engine against the TRiP98 
predictions, but only to ensure their consistency in terms of calculated Bragg-peak positions. 
 

2.2 Calculation of absorbed dose and RBE-weighted dose 

In our simulations, we calculate dose correcting the ‘nominal’ material density to the ‘real’ value by 
means of the same factors used to rescale nuclear processes [15] and for RBE-weighted dose 
simulations [2]. RBE-weighted dose distributions are calculated using the same RBE tables as in 
TRiP98 by applying, prior to the start of the simulation, the low dose approximation approach 
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described in [10].  
The RBE database consists of α  and βD, i.e. the coefficients of the linear and quadratic terms of 

cell survival after ion irradiation, for the components of the mixed radiation field as a function of the 
particle energy, particle type and cell line. In the simulation, whenever energy is deposited by a 
certain radiation type, the following two quantities, in addition to the dose D, are stored: 

and . Then applying the methods described in [2] one can derive RBE-
weighted dose results. Dose and RBE-weighted dose results of TRiP98 are saved with the 
same spatial resolution of the CT image of the treated patient; the FLUKA grid for scoring 
dose/RBE-weighted dose has been thus chosen according to the planning CT. 

3 Results 
Figures 2 and 3 show representative comparisons between FLUKA and TRiP98 calculations of 2D 
distributions (Fig. 2) and profiles (Fig. 3) of absorbed and RBE-weighted dose for a clivus chordoma 
patient treated at GSI. The FLUKA particle transport was performed on a CT scan of 106 slices with 
256 x 256 transaxial pixels each. The pixel dimension is about 1.21 mm and the distance between two 
consecutive slices is 3 mm. The cranial carbon ion treatment field enters the patient from the right side 
of the Fig. 2 (sagittal views). The depth-profiles are sampled along the lines shown in the upper-left 
panels of Fig. 2. 

4 Discussion 
An important aspect in view of re-calculations of clinical treatment plans is the implementation of CT-
dependent stopping power correction factors in order to force the MC to follow the same CT-range 
calibration curve as the TPS. Our implementation has been validated by calculating Bragg peaks in 
phantoms of different CT numbers with carbon ion beams at 270 MeV/u. The differences between the 
Bragg peak positions calculated by FLUKA on the basis of the introduced stopping power correction 
factors and by TRiP98, as shown in Fig. 1, are less than 1 mm (the histogram bin width is 0.5 mm). 
The discrepancies in the absolute value are due to the different weighting of the energy deposition 
calculating dose to water in the TRiP98 and dose to tissue in FLUKA and to the different description 
of electromagnetic/nuclear processes in FLUKA and in TRiP98. In fact, as described in the section 
2.2, TRiP98 considers the CT phantoms as equivalent to water by stretching the ion path using the 
WEPL table (dose to water), while in our calculations we divide the energy deposition (already 
normalized per unit volume) by the real density of tissue corresponding to the CT number (dose to 
tissue). The differences in the fragmentation tails are mainly influenced by the different composition 
of the mixed radiation field due to differences in nucleus-nucleus reactions modeling [2] and in target 
definition: water in TRiP98 and various materials in FLUKA.  

In Figs. 2 and 3 we presented dose/RBE dose calculations for a treatment field delivered to a 
clivus chordoma patient at GSI. In general, the shapes of the MC calculated distributions agree with 
the TRiP98 ones. Exceptions occur in the cases more sensitive to the limitations of the analytical dose 
calculations similarly to the findings in proton therapy simulations [14,15]. These especially include 
regions of large density variation. In fact TPSs are typically less accurate than the MC computational 
engines in the transport of the radiation in the presence of large tissue heterogeneities. This is due to 
the intrinsic limitations of the water-equivalent stretching in depth, i.e. they account for the specific 
tissue composition only by corresponding adjustment of the penetration depth. In contrast, MC codes 
accurately model electromagnetic and nuclear processes keeping into account the specific tissue 
elemental composition obtained from a stoichiometric calibration of the CT scan. A clear example is 
given by Fig. 3 which shows a dose/RBE-weighted dose profile sampled along the line depicted in 
upper-left panel of Fig. 2. In the plateau region the FLUKA and the analytical results agree 
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satisfactorily while in the high dose region they differ where the CT values are considerably different 
from 0, i.e., when the mass density is substantially different from that of water, such as in bony 
structures. Finally differences have been found in the tail of dose distributions. The low dose tail is 
due to energy deposition by the fragments, mainly H and He, produced in nuclear fragmentation. As 
already pointed out in Mairani et al [2] the different handling of nuclear reactions in the analytical 
code and in the MC code can explain the differences in the tails. Using the interface to LEM outlined 
in section 2.3 it has been possible to calculate RBE-weighted dose distributions as shown in the 
bottom-left panels of Fig. 2 and in the right panels of Fig. 3. In the high dose/RBE-weighted dose 
region of the profiles depicted in Fig. 3, the dose/RBE-weighted dose by primary carbon ions only 
contributes as 81 % and 89% to the total absorbed/RBE-weighted dose respectively. The enhancement 
in the biological dose is due to the higher values of RBE of carbon ions compared to fragments at 
these depths.  

5 Conclusion 
Among the manifold applications of the FLUKA MC code for hadrontherapy, in this work we have 
presented a first contribution towards the goal of making a MC validation tool of analytical carbon ion 
beam treatment planning. In particular, it has been described a methodology for establishing CT-based 
calculations of absorbed/RBE-weighted dose. Reasonably good agreement has been observed with the 
calculations of the TRiP98 TPS for a clinical case treated at GSI. Differences between MC and TPS 
were mainly observed in those situations more sensitive to the well known limitations of pencil beam 
calculations, such as the handling of nuclear interactions as well as the beam transport in large tissue 
heterogeneities.  
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Figure 1 Comparison between TRiP98 (solid line) and FLUKA (dashed line) results for 270 MeV/u carbon ion 
pristine Bragg peaks calculated in phantoms corresponding to the indicated HU value. Both TRiP98 and FLUKA 
results are normalized using the same number of primary carbon ions 
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Figure 2 2D MC calculated dose (top-left panel) and RBE-weighted dose (bottom-left panel) distributions (color 
wash) in comparison to the planned treatment (top-right panel: dose; bottom-right panel: RBE-weighted dose) 
and overlaid to the gray-scale planning CT for a clivus chordoma patient treated at GSI with carbon ion beams. 
The carbon ion beam enters the patient from the right side of the figure. The color-bars display dose/RBE-
weighted dose values in mGy/mGyE.  The dotted line in the top-left panel depicts the position where the profiles 
shown in figure 3 are sampled. 
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Abstract
FLUKA is a general purpose tool for calculations of particle transport and
interactions with matter. It handles all hadrons, ions, and electromagnetic par-
ticles. The FLUKA applications range from LHC or cosmic energies down to
hadron-therapy and microdosimetry. It is the standard tool at CERN for beam-
machine interactions and radioprotection. All FLUKA models and algorithms
are object of a long and constant development that benets to a wide range
of applications. The present paper will focus on selected new developments
in the nuclear interaction models, namely: hadronic interactions in the few
GeV energy range and their effect on neutrino induced reactions; interactions
of α particles below 150 MeV/A; improvements in the latest stages of nuclear
reactions.

1 Introduction
FLUKA [1, 2] is a general purpose tool for calculations of particle transport and interactions with matter,
covering an extended range of applications spanning from proton and electron accelerator shielding to
target design, calorimetry, activation, dosimetry, detector design, Accelerator Driven Systems, cosmic
rays, neutrino physics, radiotherapy. Sixty different particles plus heavy ions can be transported by the
code. The energy range covered for hadron-hadron and hadron-nucleus interaction is from threshold up
to 10000 TeV, while electromagnetic and μ interactions can be dealt with from 1 keV up to 10000 TeV.
Nucleus-nucleus interactions are also supported up to 10000 TeV/n. Neutron transport and interactions
below 20 MeV down to thermal energies are treated in the framework of a multi-group approach, with
cross section data sets developed for FLUKA starting from standard evaluated databases (mostly ENDF/B-
VI, JENDL and JEFF).

Transport in arbitrarily complex geometries, including magnetic eld, can be accomplished using
the FLUKA combinatorial geometry. A suitable voxel geometry module allows to model properly CT
scans or other detailed 3D representations of human beings, typically for dosimetry or therapy planning
purposes.

The code has the ability to run either in fully analogue mode, or in biased mode exploiting a rich
variety of variance reduction techniques.

FLUKA is jointly developed by the European Laboratory for Particle Physics (CERN), and the
Italian National Institute for Nuclear Physics (INFN).

2 The FLUKA hadronic models
The approach to hadronic interaction modeling behavior adopted in FLUKA has been described in several
papers [3–6].

Hadron-nucleon inelastic collisions are described in terms of resonance production and decay up
to a few GeV. At higher energies, a model [5] based on the Dual Parton Model [7] (DPM) takes over. The
Dual Parton Model is a particular quark/parton string model, and provides reliable results up to several
tens of TeV. In DPM, hadron-hadron interactions result in the creation of two or more QCD color strings,
from which hadrons have to be generated.
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the FLUKA nuclear interaction model called PEANUT [3–6] can be schematically described as a
sequence of the following steps:

– Glauber-Gribov cascade and high energy collisions
– (Generalized)-IntraNuclear cascade
– Preequilibrium emission
– Evaporation/Fragmentation/Fission and nal deexcitation.

Some of the steps could be missing depending on the projectile energy and identity. PEANUT has proved
to be a precise and reliable tool for intermediate energy hadron-nucleus reactions. Its “nuclear environ-
ment” is also used in the modelization of (real and virtual) photonuclear reactions, neutrino interactions,
nucleon decays, muon captures.

Interactions originated by ions are handled by three different generators depending on the projec-
tile energy. The Boltzmann Master Equation (BME [21]) model has been implemented into FLUKA to
deal with the lowest energies, below about 150 MeV/A. At higher energies, the interfaces with a modied
version of rQMD-2.4 [8–11] and with DPMJET-III [12] take over. Ion electromagnetic dissociation is also
simulated, through the emission of virtual photons and the coupling with the PEANUT environment [13].

All nuclear interaction models, including those genetrated by ions, share parts of the common
PEANUT framework. In particular, all nuclear fragments, irrespective of the originating reaction, are
deexcited through the same evaporation/fragmentation and gamma production chain. This approach
allows to share all the new developments and improvements among all the target, projectile and energy
combinations, all will be shown in the following. It allows also to factorize the benchmark of the different
models, thus gaining knowledge and enhancing reliability. At the same time, this integrated approach
needs a consistent behavior and information sharing of all the building blocks.

3 Improvements to the DPM at its lower limit
Strong experimental effort is ongoing on particle production from beams in the few to tens of GeV
range [14–17]. Hadroproduction in this energy range is of utmost importance, for instance, for a precise
determination of neutrino spectra in neutrino oscillation experiments. From the theoretical point of view,
this is a very challenging region, since the energy is too high for resonance formation models, and too
low for for quark gluon based models. This was true also for FLUKA, that describes the interactions in
the DPM framework as chain production and chain hadronization. Indeed, the “standard” hadronization
is outside its validity region when low mass chains are involved, mainly because of strong mass effects.
The same is true also for the simulation of reaction induced by neutrinos. Their description in FLUKA
include the QuasiElastic, resonant and deep inelastic scattering (DIS) channels. Hadron production after
DIS is modeled with the same chain hadronisation as for hadronic interactions. A description of the
FLUKA neutrino generator (called NUNDIS) can be found in [18, 19]. A correct simulation of neutrino
interactions in the GeV energy range is of utmost importance for the next generation neutrino experiments
at accelerators.

To better cope with hadron production and neutrino interactions in the few-GeV range, a new
treatment of low mass chain has been implemented in FLUKA. These chains gradually migrate from
standard hadronization to a “phase space explosion”, analogue to the Fermi Break up of light nuclei.
The chain is thus hadronised in a single step, emitting baryons, mesons and resonances with multiplicity
and momenta sampled according to phase space density. Two constraints are enforced through random
rejection. First of all, the most energetic particle is preferentially the carrying one of the projectile
quarks. Second, in order to comply with the experimentally observed transverse momentum distributions,
congurations where the product of all transverse momenta largely exceeds N · 0.3 GeV (N being
the number of secondaries) are disfavored. Results of this new approach agree well with thin target
experimental data, as shown for instance in gure 1.
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Fig. 1: Pion production from proton interactions on Be at 12.3 GeV Emitted pion spectra at different angles in the
range 300 - 600 mrad Dots: data (BNL910 expt. [17]), histograms : Fluka

Fig. 2: Cross sections for reactions induced by muon neutrinos on protons(left) and protons (right). Data (symbols,
from the compilation in [20]) are presented for the total cross section (black) and for the so called “single π” cross
section (red). The total simulated cross section (black line) is composed by the QE, resonant (magenta line) and
DIS (cyan line) channels. The red dotted line shows the calculated “single π” cross section in the present FLUKA
version, while the dotted blue line correspons to the old FLUKA results

For what concerns neutrino interactions, this new chain treatment has a spectacular impact on
the prediction of the so-called “single pion production” reactions, such as, for example, νμ + p →
μ− + p + π+. These are the natural outcome of the resonant channel: the above example could come
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from νμ + p → μ− +Δ++ → μ− + p + π+. However, the DIS channel can also result in a single pion
production. Both processes must be considered when comparing to experimental data. FLUKA results
after the latest improvement are in nice agreement with data, while they previously overestimated the
single pion channels (see Fig. 2).

4 Alpha-induced reactions at low energy

Fig. 3: Excitation functions for the production of radioisotopes from α interactions on Au (left) and Pb (right)
(Data (points) from [22] lines: Fluka

Reactions induced by alpha particles are of relevance in different elds. For instance αs are abun-
dant in the fragmentation tail of hadrontherapy beams, they can cause radiation damage to electronics,
and they can produce dangerous radioisotopes, like the chemically reactive Astatine isotopes from re-
actions on Bismuth , and Polonium from reactions on Lead. Some of these isotopes have exemption
limits 3-4 order of magnitudes smaller than most other radioisotopes commonly produced at acceler-
ators. One of the latest development in FLUKA is the implementation of α induced reactions at low
energy (E < 150 MeV/A) through the BME model. At higher energies these reactions were already
handled by the rQMD-2.4 and DPMJET-3 interfaces. The BME event generator [23] in FLUKA simulates
thermalization of a composite nucleus, created in the complete or incomplete fusion of two ions, by
sampling from the results of the numerical integration of the BMEs. These equations describe the time
evolution of the momentum distributions of the nucleons of the composite nucleus via two body elastic
scatterings and particle emissions into the continuum (both single nucleons and clusters such as a light
particle) [21]. The nal de-excitation of the remaining equilibrated nucleus is handled by the FLUKA
evaporation/ssion/fragmentation module. While complete fusion covers the lowest impact parameter
interval, for more peripheral collisions a three body picture of the reaction is implemented, envisaging
the production of rather cold projectile-like and target-like nuclei and a middle source preferentially ex-
cited. The mass of the last is calculated by the integration of the projectile and target Fermi densities
over their overlapping region. At even higher impact parameters, single nucleon mode break-up/transfer
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is modeled. Due to the specicity of the extremely light ion projectile, alpha-induced reactions are not
included in the BME database. Nevertheless, pre-equilibrium emissions play a key role in accounting
for the high energy tails of the excitation functions displayed in gure 3, which cannot be reproduced by
the only evaporation of the complete fusion system. The adopted strategy, yielding the results presented
here, has been to interface the BME event generator with the PEANUT pre-equilibrium module, based on
the exciton model, in order to treat the rst de-excitation stage of all nuclei for which BME information
is not (yet) available.

5 Gamma De-excitation in Fluka
At the end of the nuclear eveporation stage, the PEANUTmodel dissipates the residual excitation energy
through emission of cascades of γ rays. Photon energies are sampled according to statistical assumptions
at high excitation, and to a rotational approximation at low excitations. A partial database of experimen-
tally known excited levels was also implemented and used to constrain the gamma cascading. Details
and comparison with data are available in [24]. Since the FLUKA2011.2 release, the database of known
levels and transitions has been extended according to RIPL-3 [28] data provided by IAEA, and the evap-
oration stage has been constrained to proceed through known levels when they are available. In the
latter case, a rst attempt to account for the angular distribution of emitted photons has also been imple-
mented, following the formalism in [25] with the approximation of the absence of mixed multipolarity.
The orientation of the nuclear spin is calculated starting from the initial stage of the reaction through the
INCC stage, with the further assumption of l = 0 emission during the early steps of the evaporation.
Whenever the level compilation is nonexistent or incomplete, the statistical/rotational approximation is
still used. Checks of its validity were already performed comparing with experimental data in [24]. Fur-
ther comparisons have been carried out enabling/disabling the use of the RIPL-3 database for reaction
involving isotopes with well known level schemes. Apart from the obvious presence/absence of charac-
teristic photon peaks, the obtained deexcitation spectra are amazingly similar. The average γ multiplicity
and average energy differ by a few percent only, which ensures that the FLUKA results are reliable also
outside the extent of the database

Further improvements are ongoing, also in view of applications in the eld of in-vivo hadron
therapy monitoring with prompt photons.

6 Spin-parity in Fermi-Break-up
For low mass excited fragments (A<16), the evaporation stage in PEANUT is substituted by Fermi
break-up [26,27],where the excited nucleus is supposed to disassemble just in one step into two or more
fragments. All particle stable states with A≤16 are included as possible fragments, plus the particle
unstable levels with sizable γ decay branching ratios. The probability for each possible fragment cong-
uration is calculated on the basis of the total available kinetic energy with the appropriate fragment spin
multiplicity factors. Once the nal state conguration has been selected, the kinematic quantities of each
fragment are chosen according to n-body phase space distribution and Coulomb effects (see [27] for a
more detailed description). In cases where spin and parity of the excited nucleus are known, conservation
laws, constraints on available congurations and centrifugal barrier (if L=0 is forbidden), are now en-
forced in the fragment production. For the time being, this possibility is limited to specic entrance chan-
nel, since the FLUKA generators are not yet tracing the spin and parity evolution. However, apart from
future developments, there are already applications that prot from this break-up constraints, for instance
the background from induced activity in underground experiments. In these relatively radiation-free en-
vironment a major source of induced activity are photonuclear interactions from muons and associated
showers. A typical possibility is the production of 11C through the 12C(γ, n) 11C reaction. For photon
energies in the Giant Dipole Resonance region, the initial exited 12C state in this reaction has Jπ = 1−.
The energetically favored disintegration channel would be the one in three α particles. However, being
all the intrinsic spins equal to zero, this decay cannot proceed with angular momentum l = 0. (The same
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Fig. 4: Excitation functions for photon reactions on carbon. Dots are experimental data [22], lines are FLUKA
results. In green the total cross section, in blue the production of 11C, in red the production of 7Be. Left: old
FLUKA results, right, results with the latest Fermi break-up developments.

applies to the less probable α+8Be channel). The inclusion of a centrifugal barrier in the energy balance
for the alpha channels with l > 1 strongly suppresses their branching ratio, increasing the competitor
n,11C channel by a large factor (≈ 3), and brings the simulated cross sections in fair agreement with
data, as shown in gure 4.
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Imaging techniques in ion beam therapy: status and perspective

Ilaria Rinaldi
University Hospital Heidelberg, Im Neuenheimer Feld 400, 69120 Heidelberg, Germany

Abstract
An overview of the current and proposed imaging modalities in ion beam ther-
apy is presented. In particular, the review starts describing the work already
done in the field of Positron Emission Tomography, underlying its potentiality
and limiting factors. Afterwards, the techniques under investigation using the
detection of fragments produced during nuclear interactions are presented. The
attention is concentrated on the Interaction Vertex Imaging based on the detec-
tion of charged particles (e.g., protons in case of carbon ion beams) emerging
from a patient and on techniques based on the detection of prompt gammas
originated from de-excitation of nuclear fragments. Finally, the approach of
the heavy ion radiography and tomography is introduced.

1 Introduction
The main physical advantages of ion beam therapy are due to the increased energy deposition towards
the finite range of ions in tissue, the Bragg peak, which allows a precise dose delivery. However, the ion
beam selectivity can also cause adverse therapeutic results in the case of tumour miss and/or accidental
exposure of organs at risk from incorrect delivery of the intended dose. This may occur due to uncer-
tainties related to the accuracy of the ion-range calibration of the patient Computed Tomography (CT) at
the treatment planning stage (Hounsfield Unit - Water Equivalent Path Length (HU-WEPL) calibration
curve), in addition to reproducibility issues at the treatment site due the accuracy of the patient set-up and
immobilization, to the issue of organ motion for specific anatomical sites like the lung, the liver, the rec-
tum, and the prostate as well as to anatomical modifications (e.g., tumour shrinkage) and displacements
(e.g., due to rectum or bladder filling) during the fractionated treatment course. Thus, the improvements
in the achievable selectivity of the dose delivery using ion beams have been accompanied over the last
years by an increasing role of imaging techniques to support not only precise diagnosis and identification
of the target volume at the planning stage, but also in-vivo confirmation of the actual treatment delivery.

Nowadays, Positron Emission Tomography (PET) is the most extensively clinically investigated
method for this purpose, which exploits the surrogate signal from the irradiation-induced positron emit-
ters, such as 11C, 15O and 13N, produced inside the patient by nuclear fragmentation reactions between
the projectiles and the target nuclei of the traversed tissue. Imaging can be performed during or after
irradiation. Treatment verification can be obtained from a comparison of the actual measurement with an
expected pattern calculated on the basis of the planned treatment and actual time course of beam delivery
and imaging.

In addition to the PET-based monitoring, several alternative or complementary techniques are
currently being explored for in-vivo quality assurance of ion beam therapy. These novel concepts either
try to exploit the emerging prompt secondary radiation (e.g., photons as well as light fragments produced
during nuclear interactions), or make use of primary ions at higher energy than used in a treatment for
obtaining low dose transmitted planar (radiographic) or volumetric (tomographic) images of the patient.

Prompt emerging secondaries from the therapeutic ion beams can be used for in-vivo verification
simultaneously to the treatment delivery. In particular, prompt gamma based imaging techniques have
recently gained remarkable interest and several groups are working on simulation studies as well as on the
development of optimized detector set-ups (e.g., Compton camera, collimated prompt gamma camera).

Transmitted high energy primary particles could be employed to evaluate the correct patient posi-
tioning and verify the ion range before or in between the treatment, especially to reveal morphological

477



modification and motion. In the extension to tomographic imaging, the distribution of relative stop-
ping power in the patient could be reconstructed and be directly used by the treatment planning system,
without resorting to or complementing the use of the X-ray planning CT.

This contribution will present an overview of the status and perspectives of imaging techniques in
ion beam therapy.

2 Positron Emission Tomography
Presently, PET is the only clinically investigated method for in-vivo and in-situ monitoring in charged
particle therapy (Enghardt et al. 1992). The physical principle of PET-based verification of ion beam
therapy is that during therapeutic irradiation, positron emitters, such as 11C, 15O and 10C, are produced
inside the patient by nuclear fragmentation reactions between the projectiles and the target nuclei of the
traversed tissue. PET scanners can detect the photon pairs resulting from the annihilation of the positrons
in a patient either during (on-line) or after (shortly after: in-room, with greater delay: off-line) treatment.
These measured activities are successively compared with Monte Carlo (MC) simulations based on the
prescribed beam plan providing a non-invasive validation method of the whole treatment planning and
delivery chain (Parodi et al. 2008).

Promising results were achieved so far for ion-based PET imaging for in-vivo verification of ion
treatment and beam range. The first clinical activities showed the usefulness but also the limitations
of in-vivo PET range verification. The pioneering investigations were performed at the GSI Helmholtz
Centre for Heavy Ion Research during the pilot project using a dedicated in-beam double-head detector
integrated into the experimental treatment room for carbon ion therapy (Enghardt, Crespo, Fiedler, Hinz,
Parodi, Pawelke & Pönisch 2004, Parodi 2004). Afterwards, at Massachusetts General Hospital (MGH)
in Boston, a commercial PET/CT scanner was also used for post-treatment imaging in proton therapy
(Parodi et al. 2007, Parodi et al. 2008).

The differences of these two technical implementations of PET are summarized in the following.
At GSI, the acquisition was performed in between the spill extraction pauses with a data acquisition sys-
tem synchronized with the beam delivery and for approximately 40 s after each irradiation with a limited
angle detector (Enghardt, Crespo, Fiedler, Hinz, Parodi, Pawelke & Pönisch 2004). It is evident that
in-beam solutions are technically very demanding but, on the other hand, offer the possibility of moni-
toring individual fields in the treatment position without losing the significant activity contribution from
the short-lived 15O emitter. At MGH, the patient is moved, shortly after the irradiation, to a commercial
PET/CT scanner in close proximity to the treatment site (Parodi et al. 2008, Unholtz et al. 2011, Parodi
et al. 2011). The off-line solution is used nowadays also at the Heidelberg Ion Therapy centre (HIT)
(Haberer et al. 2004). It has been also investigated at the HIMAC facility, although it is not yet used in
clinical routine for carbon ion dose verification (Schardt et al. 2010). An advantage of the off-line PET
is the use of commercially available full-ring PET scanners that typically offer better imaging perfor-
mance with respect to in-beam limited angle detectors. The main drawbacks are patient re-positioning
issues as well as the loss of signal from short-lived positron emitters and the larger influence of metabolic
processes in the time elapsed between irradiation and imaging. Moreover, post-treatment imaging only
detects the integral beam delivery, with a loss of range information in the case of multiple treatment fields
(Parodi et al. 2008).

The characteristics of PET imaging depends on the primary beam used in the treatment. In figure 1,
the differences between PET monitoring performed for an irradiation with proton and carbon ion beams
are depicted. For irradiation with carbon ions (left panel of figure 1), a peak in the β+-activity is formed
in close proximity to the Bragg peak since the main contributions to the PET signal are given by the
positron emitters 10C and 11C projectile fragments. In fact, carbon isotope projectile fragments keep
approximately the same velocity as the primary carbon ions and therefore have almost the same range
due to the A/Z2 dependence. Consequently, the maximum of positron radioactivity is formed at the end of
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Fig. 1: Measured auto-activation of thick PMMA targets by means of 260 MeV/u carbon ions (left) and 140 MeV
protons (right). The solid lines show the depth profiles of the measured β+-activity. For comparison the depth-dose
profile of the primary beam is shown as dotted line. Figure from (Parodi 2004).

the β+-activity profile not far away from the Bragg peak position in the primary depth-dose distribution.
On the contrary, the correlation between the proton depth-dose curve and the β+-activity profile (right
panel of figure 1) is poorer due to the lack of projectile fragmentation which implies that no maximum of
positron radioactivity is formed at the end of the primary proton range (Parodi et al. 2002). Nevertheless,
this lack of peak structure in the activity profile for proton beams is balanced to some extent by the three
times higher total induced activity for the same range and dose delivery (Parodi et al. 2002), which is due
to the about 20 times higher number of protons compared to carbon ions necessary to deliver the same
physical dose (Kraft 2000). The ratio could further increase in favour of protons when comparing the
same biological effective dose.

Applications of proton off-line PET for range monitoring were feasible for head and neck cases
in well co-registered low perfused bony structures, however challenges for millimetre accurate range
verification were encountered especially in extra-cranial anatomical locations due to limiting factors
such as physiological washout, co-registration, and motion (Knopf et al. 2011).

In any case, the main drawback of PET imaging applied to particle therapy is the low β+-activity1

induced by fragmentation: about 200 Bq Gy−1 cm−3 for 12C and about 600 Bq Gy−1 cm−3 for pro-
tons (Enghardt, Parodi, Crespo, Fiedler, Pawelke & Pönisch 2004). Moreover, the positron activity is
correlated but not directly proportional to the spatial pattern of the delivered dose (Schardt et al. 2010).

In clinical routine, the therapy control is achieved by visually comparing the measured β+-activity
distribution with a MC prediction based on the treatment plan and the specific time course of the irradi-
ation (cf. figure 2). In case of observed discrepancies between the measured and expected PET images,
the radio-oncologist is provided with a quantitative estimation of the deviation between the planned and
actually applied physical dose (Parodi 2004). Before the next irradiation fraction, the radiotherapist
can, e.g., expose the patient to a new X-ray CT for further investigation of possible anatomical changes
and, in case of significant deviation between the planned and applied dose, a new treatment plan can be
elaborated.

To summarize, the PET monitoring technique, especially in the on-line implementation, allows
to monitor the maximum ion range, to verify the field position, and to detect deviations in the patient
positioning or local changes of the patient anatomy in the course of the fractionated treatment (Schardt
et al. 2010). On the other hand, unfortunately, 3D tomographic in-beam PET solutions are, nowadays,
not commercially available, but research is ongoing in several groups to realize new generation dedicated
detector solutions.
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Fig. 2: Example of in-beam PET monitoring showing the irradiation of a skull base tumour at GSI. Left: Planned
dose distribution superimposed on the CT image. The target volume and the brain stem as an OAR are highlighted.
Middle: Predicted β+-activity distribution calculated from the treatment plan and time course of the irradiation.
Right: Measured β+-activity distribution. By comparison with the prediction it was verified that the carbon ions
were correctly stopped before the brain stem (Crespo et al. 2006).

Fig. 3: Artistic scheme of the IVI system. The hodoscope tags the ions in time and space coordinates. In single-
track vertexing, the vertex is reconstructed as the intersection of the emerging particle trajectory and the beam
direction provided by the hodoscope. In multi-track vertexing, the vertex is reconstructed by the intersection
of two or more emerging particle trajectories arising from the same fragmentation point. Figure adapted from
(Dauvergne et al. 2009).

3 Interaction Vertex Imaging
An alternative technique for ion therapy monitoring and range verification is the Interaction Vertex Imag-
ing (IVI, c.f figure 3), especially attractive in the case of pencil beam scanned delivery. The IVI is based
on the detection of secondary charged particles emerging from the patient, that were generated in nuclear
interactions between the incoming ions and target nuclei. This technique is currently under investi-
gation, e.g., by a collaboration between the groups of Lyon (Institut de Physique Nucléaire de Lyon
and CNDRI-INSA, working on the Regional Research Program for Hadron Therapy (ETOILE)) and the
TERA (Therapy with Hadronic Radiations) foundation (Henriquet 2010) and also in the framework of the
Advanced Quality Assurance project (AQUA, )
for the National Centre for Oncological Treatment (CNAO). There are two main advantages which make
IVI a potentially attractive technique: The detection of charged particles is easier and the counting statis-
tic potentially achievable is larger (i.e., 2-3 orders of magnitude (Henriquet 2010)) compared to systems
that detect, e.g., photons (Braunn et al. 2010, Gunzert-Marx et al. 2008, Testa et al. 2010). This possible
new technique is based on the reconstruction of the trajectories of the emerging particles which are then
extrapolated back to their production point (Dauvergne et al. 2009). Indeed, the position of the frag-
mentation points are expected to be correlated with the ion range, and the amount of emerging charged
particles could be, in principle, correlated to the dose. Figure 4 illustrates the possible correlations of
proton interaction vertex profiles and the Bragg peak position obtained with a GEANT4 (Agostinelli et

1The irradiation-induced activity is 2-3 orders of magnitude lower than in conventional tracer imaging in nuclear medicine
PET.
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Fig. 4: Vertex distribution of emerging primary, secondary and total protons created by 400 MeV/u carbon ions
impinging onto a PMMA target simulated with the GEANT4 MC code. The respective Bragg curve is also illus-
trated in arbitrary units. While not directly representing the dose distribution, a measurement of the interaction
vertex distribution is somewhat correlated with the Bragg peak position. Figure adapted from the AQUA project
website ( ).

al. 2003, Allison et al. 2006) MC simulation of 400 MeV/u carbon ion beams hitting a PMMA target.

The vertex reconstruction can be done with two different techniques based on the particle multi-
plicity arising from each fragmentation vertex. In the simplest form, also named single-track vertexing,
the vertex is reconstructed as the intersection of the emerging particle trajectory and the beam direction
provided by the hodoscope. While in the more complex so-called multi-track vertexing, the vertex is
reconstructed by the intersection of two or more emerging particle trajectories arising from the same
fragmentation point (cf. figure 3 and (Henriquet 2010)).

4 Prompt gamma radiation
Prompt gammas are mainly produced in de-excitation processes during nuclear interactions. The detec-
tion of prompt gamma profiles can be, in principle, correlated to the Bragg peak position providing one
dimensional information on the ion range in a patient, especially suitable for pencil beam scanning.

In the case of protons, the measurement of the emitted prompt photons, detected at an angle of
90◦ with respect to the incident direction of a 100 MeV proton beam, has verified the correlation with
the Bragg peak position with an accuracy of 1-2 mm (cf. figure 5 (Min et al. 2006)).

More recently, the discussion about the potential use of prompt gamma emission as a method
to verify the accuracy and efficacy of doses delivered with proton radiotherapy was raised by (Polf
et al. 2009a, Polf et al. 2009b).

The first proof of principle for carbon ion beams was performed by the Lyon groups at the GANIL
facility (Caen, France) in 2007 with 73 MeV/u 13C6+ ions impinging on a PMMA target. The correlation
between 90◦ angled prompt photon profiles and the Bragg peak position, obtained for a carbon ion beam
in which both, target nuclei and primary ions, undergo nuclear fragmentation (Testa et al. 2008), is shown
in figure 6, when properly discriminating the photon signal.

Other experimental investigations with carbon beams were performed in the following years at
GANIL and GSI (Testa et al. 2009, Testa et al. 2010). The main feature of these experiments is the
introduction of time of flight (TOF) discrimination between prompt photons and background radiation,
especially neutrons, avoiding the use of bulky neutron shielding like in the case of the work presented
by (Min et al. 2006). This feature is of particular importance since it allows the use, in case of scanned
ion beam delivery, of a stacked multi-detector set-up that, in principle, can be employed clinically for
real-time in-situ ion range monitoring.

The major drawback of this technique, on the other hand, is the low achievable counting statistic of
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(a) Experimental set-up (b) Correlation between the Bragg peak
locations and prompt gamma scans
along the beam penetration in water

Fig. 5: (a) Experimental set-up used by (Min et al. 2006) for right-angled measurement of prompt gamma induced
by proton beams slowing down in water. A collimator system consisting of lead, paraffin and B4C powder is
used to suppress the considerable background from scattered photons and neutrons, respectively. The gamma
detector is a CsI(Tl) scintillator. (b) The resulting prompt gamma scans (PGS) along the beam penetration in
water are compared in the 5(b) to depth dose measurements taken with an ionization chamber (IC) to illustrate the
correlation with the Bragg peak location.

Fig. 6: Details of the experiment performed at the GANIL facility in 2007 by the Lyon groups with 73 MeV/u
13C6+ ions impinging onto a PMMA target. Left: 90◦ angled prompt gamma detection rates as a function of the
longitudinal position of target applying a TOF selection. The neutron (round symbols) background is also shown.
Right: scaled photograph of the irradiated PMMA sample. Figure adapted from (Testa et al. 2008).

measured gammas, also related to the detector efficiency. The Lyon groups have measured the net gamma
count rate along the primary ion path per incident carbon ion, unit solid angle, and unit path length for
a primary beam of 95 MeV/u 12C impinging onto a PMMA target and using a single scintillator (e.g.,
BaF2) for gamma detection. The value was found to be ≈ 1 · 10−7 gammas ion−1 msr−1 mm−1 (Testa
et al. 2010). A patient treatment plan in which, e.g., 7 · 108 carbon ions are required to deliver an
absorbed dose of 1 GyE to a tumour volume of 120 cm3, divided in 39 slices of 3 mm width (Krämer
et al. 2000) corresponds on average to 1.8 · 107 delivered carbon ions per slice. Therefore, according
to the above mentioned value of 1 · 10−7 photons ion−1 msr−1 mm−1, about 7 gamma counts per slice
within the ion path would be obtained for the considered set-up.

Detector developments will allow to improve the counting statistic of measured gammas and thus
determine the prompt gammas applicability to 3D total delivery or isoenergy slice/pencil beam based
imaging. To obtain 3D information, not only prompt gamma profiles have to be detected but also precise
information on the transverse position of the beam is required (e.g., from a hodoscope). Prompt gamma
based imaging techniques for ion beam therapy have recently gained remarkable interest and several
groups are working on developing an optimized experimental set-up (e.g., Compton camera, collimated
prompt gamma camera).
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5 Ion-based radiography and tomography
The use of energetic ion beams to obtain low dose transmitted planar (radiographic) or volumetric (to-
mographic) images of the patient prior to or in between the treatment could be one alternative method to
improve the accuracy of the calculated ion ranges in tissue and to avoid range uncertainties correlated to
the usage of X-ray-based calibration curves. Primary ions lose their energy in matter mostly in inelas-
tic Coulomb collisions with atomic electrons. This transferred energy is characterized by the stopping
power, which depends on the properties of the traversed material (i.e., electron density, atomic number
and atomic weight). Due to the weak energy dependence of the stopping power ratio in a traversed
material relative to water, the radiographic images obtained at higher energies than used for therapeutic
purposes could serve for verification of the HU-WEPL calibration curve used in the treatment planning.
In addition, ion radiographic images could be made at the treatment site and employed to monitor the
patient positioning and to check the primary ion range in the target volume, which is important especially
in case of morphological modifications and motions.

In the extension to tomographic imaging, the distribution of relative WEPL in the patient could be
reconstructed directly based on the knowledge of the Bethe-Bloch formula and by irradiating the patient
from several different angles with an energetic ion beam and measuring the corresponding residual en-
ergy or range behind the traversed volume. A so obtained 3D WEPL map could then be directly used
by the treatment planning system, without resorting to the use of the X-ray planning CT and HU-WEPL
calibration curve.

The history of heavy charged particle radiography began already in 1968 with the pioneering
work of Koehler. In (Koehler 1968) it is shown that images obtained on a radiographic film irradiating
objects with a thickness slightly smaller than the range of the incident 160 MeV proton beam had a much
greater contrast than images produced with X-rays under the same conditions. In the following years,
publications about proton radiography (Koehler & Steward 1974) and tomography (pCT (Cormack &
Koehler 1976)) addressed proton imaging as a diagnostic tool (Hanson et al. 1981, Hanson et al. 1982).

In those decades, however, most of the technological effort was put forward to improve X-ray
CT, so that the interest in developing medical pCT stagnated until the advent of the first medical pro-
ton gantries at LLUMC. With the worldwide installation of proton gantries and the increased number
of patients treated with proton therapy, the need of an accurate prediction of the proton range and veri-
fication of the patient position increased. Therefore, the development of accurate imaging techniques
led to the construction of a first radiographic system at PSI (Schneider & Pedroni 1995, Schneider
et al. 1996, Schneider et al. 2004), shown in figure 7(a). In the same year, within the LLUMC project,
a design study concluded that a pCT scanner, depicted in figure 7(b), should utilize instrumentation de-
veloped for high-energy physics such as silicon track detectors and crystal calorimeters equipped with
fast read-out electronics, allowing one-by-one registration of protons traversing the body during a full
revolution of the proton gantry (Schulte et al. 2004).

One technical challenge of pCT is due to the fact that the range/energy measurements are strongly
dependent on the precise knowledge of the most probable trajectories of the protons through the pa-
tient, since protons are affected by multiple Coulomb scattering. To develop algorithms to accurately
reconstruct their path through matter, it is a very complex task (Li et al. 2006). To improve the spatial
resolution of proton radiography or tomography to meet clinical standards, each incident proton has to
be labelled and the range (PSI approach) or the energy (LLUMC approach) for the corresponding proton
exiting the target has to be revealed (cf. figure 7).

PCT also requires fast data taking methods in order to scan the patient in a tolerable time (Pemler
et al. 1999). The dose received by the patient during a proton radiographic exposure was found to be
smaller than during the acquisition of a comparable X-ray CT image by approximately a factor of 50-100
(Schneider et al. 2004).

Although the proven advantages of proton-based imaging techniques such as superior density

455

483Imaging techniques in ion beam therapy: status and perspective



(a) PSI experimental set-up (b) LLUMC experimental set-up

Fig. 7: (a) Schematic view of the PSI radiographic experimental apparatus. The hodoscopes for the measurement of
the proton coordinates in front (Hodoscope 1) and behind the object (Hodoscope 2) are shown as well as the range
telescope for the range measurement (R). A proton trajectory is delineated. The white dots mark the measured
coordinates (x1,y1,x2,y2) in the hodoscopes and the reconstructed coordinate (xR,yR) on a straight line for the
plane of image reconstruction (Schneider et al. 2004). (b) Schematic representation of the LLUMC approach.
Primaries with known entry energy (Ein) are recorded one-by-one in the detector reference system (s; t; u) as they
traverse the image object from many different projection angles θ. The recorded data can include entry and exit
positions and entry and exit angles as well as initial and exit energy prior to and after the imaged object as well as
in the detector (Eout) (Reinhard W. et al. 2005).

resolution at lower dose exposure have been experimentally demonstrated (Schneider et al. 2005, Rein-
hard W. et al. 2005), this technique is not yet used in the clinical routine.

In 2006 in Japan at HIMAC, the first attempt was made to implement a CT, using broad carbon ion
beams and measuring the residual energy behind the targets (Shinoda et al. 2006, Ohno et al. 2004). Since
both, primary and fragmented secondary ions, add to the residual energy, revealed e.g., by a calorimeter,
the discrimination of their contributions to the signal is difficult. On the other hand, the Bragg peak po-
sition is determined only by primary ions, suggesting the use of a range telescope as alternative detector
in carbon ion-based transmission imaging applications. Contrarily to protons, the trajectories of high
energy carbon ions can be assumed to be straight in first approximation, thus simplifying a lot the path
reconstruction problem.

Difficulties related to carbon ion-based CT concern the financial and technical effort needed to
accelerate therapeutic ion beams to sufficiently high initial energy (e.g. ≈ 400 MeV/u) and to deliver
heavy ions with a suitable isocentric system, e.g., with a gantry for carbon ions. At HIT, carbon ion
beams of initial energy up to ≈ 430 MeV/u, a 3D fast and precise active raster scanning beam delivery
system as well as the worldwide first heavy ion gantry are available and offer the ideal scenario to develop
ion-based radiography and tomography (Rinaldi et al. 2011, Voss et al. 2010, Rinaldi et al. 2012).

6 Conclusions
The novel imaging techniques listed in this work present interesting potentialities for future clinical
applications to in-vivo range verification on different time scales of the treatment(i.e., prior to, during,
and in-between treatment), thus encouraging further investigations and developments. It is expected that
they will provide valuable information complementary to techniques being currently clinically evaluated
(i.e., PET), with the final goal to integrate several imaging modalities to reduce range uncertainties and
thus provide full clinical exploitation of the physical advantages of ion beams for high precision radiation
therapy.
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In such a scenario, ion-based tomography could be employed to supplement and/or replace the
use of X-ray CT and HU-WEPL calibration curve in the treatment planning and ion-based radiography
to evaluate the correct patient positioning and to verify the ion range prior to and in-between treatment.
Prompt gamma imaging and IVI could serve for real-time in-vivo range monitoring of single pencil
beams or isoenergy slices during a treatment. PET could be adopted for tomographic confirmation of the
irradiated volume and for dose reconstruction.
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In Memoriam to: Prof. Kazuo Furukawa “Champion for the Th-MSR” who passed away 14 Dec. 2012. 

An Alternative Source for Venezuelan Nuclear Energy Production: The 
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Abstract  

The Thorium Molten Salt Reactor (MSR), as the FUJI reactor project by 
Furukawa and collaborators, is considered as one of the generation IV six 
innovative concepts for alternative nuclear power plants. The thorium cycle 
for its several advantages should be the future energy source for developing 
countries. Recently Venezuela signed an agreement with the Russian 
Federation to install in the near future a PWR-type Nuclear Power Plant, 
since is the more used and standard technology. However, in the near future 
the Country should orient his nuclear program toward the thorium cycle 
MSR due to simplicity, safety and non proliferation properties. This 
technology is suitable for Venezuela having proved thorium resources and 
experience with molten salt at industrial scale. We report theoretical 
calculations for a sub-critical assembly dealing with energy transfer and the 
effect on the neutron balance of delayed neutrons.  

 
Keywords: Molten Salt Reactor, Thorium cycle, nuclear energy. 
PACS: 28.41.-i,28.41.Bm,  28.50.-k 

 

1 Introduction  
The energy consumption is a direct evidence of any country productivity; the GDP per capita is 

often assumed as an indicator of a country's living standard. Since the tendency is to improve it, 
necessarily the energy demand will increase and may double in the next 30 years. The development 
and introduction of new technologies to tap wind and solar renewable energy is currently on the 
agenda. However, they are low in energy density, irregular in output and so far it seems to be 
uneconomical and impractical for large industrial power plants. There is evidence that the nuclear 
option is still a strong candidate to be employed and increasingly technological interest arises in this 
field in spite of the opposition of some from the general public.. Today 436 Nuclear Power Plant 
(NPP) are in operation and already 63 new installations are in construction in spite of all the policy 
makers declarations that in few leading countries the nuclear program halted. To mention an example 
Rosatom (Russian Federation) is planning this year to connect to the electric grid a 1.2GW 
Novovoronezh-2-1 type VVER-NPP and further 16 units are planned to enter operation by 2020; 
among them, some of a more advanced GenerationIV+ (GEN-IV+) reactors are considered. 

So far all commercial NNP are based on the uranium cycle, however it is not the only option. 
Already several initiatives have started toward new concepts e.g. employing the thorium fuel cycle.  
Initiatives toward development of nuclear plants employing this cycle rose during the past years in 
several countries motivated for its inherent technical advantages1. For instance its superior 
performance over PWR or BWR (most often commercially employed NPP) was demonstrated during 
the Thorium Molten Salt Reactor Experiment (MSRE) constructed and successfully operated at Oak 
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Ridge National Laboratory (ORNL), USA during the decade 1960´s 2. The 8-MW(t)-MSR had a 7LiF-
BeF2 salt nd graphite moderator; this is a material that is compatible with the corrosive fluoride salt 
having a stable performance during neutron irradiation3. The mentioned research reactor prototype was 
a good demonstration assembly toward safety operation, neutron balance due to a removal system of 
xenon and krypton from the fluid fuel, and the employment of different fissile materials such as 235U, 
233U, and plutonium. This unit operated successfully for 13,000 equivalent full-power hours between 
1965 and 1968. Later on the ORNL-MSR design was further development e.g. the FUJI reactor project 
by Furukawa and collaborators (1980s – 2000s)4. A concept scheme of a MSR-NPP is given in figure 
1.  

 

Fig.1: Concept scheme of a MSR-NPP adapted from Forsberg 5. Main features 
are described in the text. 

 

The main features of the MSR, scheme of Figure 1, consist in having a graphite reactor core 
crossed by the molten salt fluid followed by an off-gas system at the core out-let and a heat exchanger; 
after the primary salt pump, an actively cooled freeze plug being a safety valve connecting the primary 
circuit to dump tanks. The secondary circuit is a conventional one, in which hot molten salt and multy-
reheat helium Brayton cycle is considered for its inherent thermodynamical advantages. In fact, since 
it employs helium (or nitrogen) gas, this cycle efficiently convert high-temperature heat to mechanical 
energy; in opposition to the steam cycle where the maximum value set on temperature is ~550oC that 
in turns imposes a limiting mechanical conversion capability. The development of the technology 
related to high-temperature Brayton cycles, allows higher conversion efficiency and therefore provide 
higher electrical energy output compared to any other thermodynamical cycle found in commercial 
NPP. 

Other conceptual NPP schemes are under review and several ¨generation IV¨ concepts already 
have been proposed. For instance, Mazzini et al.6, started recently the EU-PUMA project based on Th-
Pu fuel cycles working in pebble-bed High Temperature Reactor (HTR) concept. The outcome has 
pointed out that the thorium breeder, due to its liquid fuel characteristics, offer a better and less risky 
reprocessing operation mainly due to the fact that actinides could be returned to the reactor core. In 
this way fission fragments are modified and radio-toxicity reduced accordingly. Therefore these highly 
radioactive waste products should not be removed from the reactor by costly processes and transported 
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to reprocessing centers; consequently, further advantages exist from the resulting reduction of risk and 
accidents.  

A few others design concepts are worth mentioning briefly: one is the TMSR-NM (non-
moderated thorium molten salt reactor) being so far the GEN-IV reactor with the highest energy 
density. This could be considered as an extreme industrial NPP concept being a combination of the 
thorium-based fuel cycle with accelerator driven systems (ADS-MSR known as the Rubbia proposal7). 
The other method is the hybrid fusion driven system concept proposed by H. Bethe (1970)8 related to 
two step power generation i.e. nuclear fusion to produce the neutron field and fission that will take 
advantage of it9. The last one to which we refer is the modified Liquid Metal Fast Reactor, known as 
the traveling-wave reactor proposed in the 1950s; that could breed its own fuel inside the reactor core, 
consume wastes from LWRs and run on depleted Uranium as a fuel10. In table 1, we give an overview 
of some MSR elements to show the broad on going research interest in MSR and fuel compound.   

 

Reactor type 
 

Neutron 
Spectrum Application Solute Solvent 

MSR-Breeder Thermal Fuel 7Li-BeF2 ThF4-UF4 

 Fast Fuel 7Li ThF4-PuF4 

 TNM Secondary 
coolant NaF-NaBF4  

MSR-Burner Fast Fuel LiF-NaF LiF-(NaF)-AnF4-AnF3 

MSR-Burner Fast Fuel LiF-(NaF)-BeF2 LiF-(NaF)-BeF2-AnF4-AnF3 

MSR-Burner Fast Fuel LiF-NaF-ThF4  

MS-Advanced 
High-Temp. 

Reactor 
Thermal Primary coolant 7LiF-BeF2 

  

 

Tab.1: Fuel and coolant salts composition for different thorium cycle reactor assembly 

 

 The renewed interest in the systems mentioned is related not only to new development in 
material science, surface treatment technologies, viability and advantages in energy economy but also 
to other aspects that justify the MSR technology as follows: 

i.- Th-MSR has been proposed as one of the six innovative concepts by the prestigious ¨GEN-
IV International Forum¨, it was selected on the basis of sustainability, economics, proliferation 
resistance and physical protection; ii.- the proven possibility to increase nuclear fuel resources by 
breeding 233U from thorium, de facto extending nuclear energy lifespan resources by two or more 
orders of magnitude; iii.- fuel utilization improvement; iv.- enrichment requirements are reduced 
significantly; v.- the build-up of Pu is not a primary objective; vi.- existing Pu stockpiles and long 
lived radio-toxic isotopes or other radioactive waste could be incinerated lowering considerably the 
environmental burden. These, among other observations, support the MSR technology to be 
considered one of the best ways to continue and spread nuclear energy generation, not only for a future 
Venezuelan nuclear program, but take the advantages of Th-MSR for emerging and developing 
countries in general. 

 In recent years the Venezuelan Government signed an agreement with the Russian Federation 
(RF) to develop nuclear activities related to the installation of a research reactor and electric 
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generation11. It was announced officially and given diffusion by the media that Rosatom (RF) should 
install a NPP, probably of 1200MWe type Novovoronezh (VVER-1200). However, due to different 
causes including the Fukushima accident and its impact in the public opinion, it is highly probably that 
the program will be delayed at least few years. 

Also, in the 1970s the Venezuelan Government received proposals from U.K. to install 
relatively small NPP to cope with the requirement of large amount of high-temperature heat by 
industrial plant of Petroleos de Venezuela SA, for example at Paraguana refinery complex producing 
956,000 bbl/d (i.e. 152,000 m3/d), or the Orinoco Basin oil extraction fields including areas for tertiary 
oil recovery. 

On the other hand, the advantages of thorium fuel being more abundant in the Earth crust 
compared to natural U suggests that it is plentiful also because worldwide supply includes also by-
product of rare earth element production. Natural Th is almost 100% 232Th, so that costly fuel 
enrichment is avoided. However,  fissile material must be added to the fuel to start a Th-MSR, e.g. 
weapons grade 235U or 239Pu from stockpiles and in this case a bonus of weapons dismantling could be 
provided at low cost. 

Additionally the Th-Molten Salt Reactor will help to ensure the maintenance of nuclear 
weapons free Latin American-continent and so avoiding foreign powers interference with national 
nuclear programs. It will help also that most countries achieve energy independence and for several of 
them to make use of their own indigenous sources of thorium e.g. Venezuela occupying the sixth place 
for its Th resource at Cerro Impacto (World Nuclear org) and Brazil with proven large deposits,  just 
to mention a few. 

2 Preliminary studies on reactor dynamics 

2.1 The sub-critical training assembly  

Preliminary studies have been performed with aim to master computer codes related to the 
dynamical behavior of small assembly for a MSR structure.  Yamamoto et al.,13 studied small MSR by 
steady-state analysis estimating the effects of fuel flow. 

 Based on their results, zero power structure for student training at the USB, was started as a 
project to assembly a small sub-critical system. This is designed to hold solid fuel having a salt 
composition with Th+Unat. The fuel, being natural element, is available on the market; our laboratory 
already received financial support for thorium rich mineral processing; it is planned to produce Th-salt 
fuel to feed the projected sub-critical assembly. It is devised to employ a radioisotope neutron source 
(either a 252 Cf, a purpose made Ra-Be, Am-Be source already being used for on-going applied 
projects). The possibility exists of employing a modified ion implanter, operating it with a deuteron 
beam on a titanium target to induce low energy D-D reaction and provide neutrons to experiment with 
a subcritical assembly. The produced neutrons are relatively of low energy (En = 2.5 MeV) that by 
diffusion in a graphite assembly provides a facility for a broad reactor simulation and neutron related 
experiments.  The sub-critical assembly main material is the moderator being a pirolytic graphite pile 
assembled with blocks of 20x20x60 cm3  (in the past employed as reflector to lower  neutron leakage 
in research reactors). This material was donated by the Atomic Energy Research Institute AEKI of 
Budapest, Hungary, in the frame of collaboration with USB and the International Atomic Energy 
Agency (Vienna, Austria) from which originated the project VEN/8/014. Details of the sub critical 
assembly including the two strata biological shielding, can be seen in the schematic lay-out of figure 2.  
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(a)        (b)             (c)           (d)        (e)          (f) 

Fig.2:  Schematic lay out of zero power graphite assembly (a) has a radioisotope source (252Cf) that is 
positionable  at different places indicated by the accessing holes (b). These are also suitable for fuel loading and 
neutron or gamma measuring devices. This assembly has an external biological paraffin shield (c) that covers the 
neutron absorber slabs Li-Polyethylene (d). For safety purpose against possible displacement due to an 
earthquake shake, a tightly holding non-ferrous structure (e) is included and it holds on place also the biological 
external shield.   Spacing between loading holes is 20cm. Figure not to scale. 

 
 Neutron diffusion equation with two or more energy groups is often employed to determine 

reactor response time.  The reactivity depends on the neutrons released from prompt fission and those 
from decay processes of precursors. The latter are delayed neutrons and without them the reactor could 
not reach criticality. Meaning that are important and have to be taken into account in the estimation of 
the neutron balance. Since fissions occur in a flowing media15, precursors may release delayed 
neutrons outside the moderating assembly and being lost without inducing new fissions. This means 
that the reactor neutron-kinetics depends on the precursors drift and therefore on the fuel-flow velocity 
and the reactor volume (sub-critical assembly in our case. The number of neutron groups depends on 
the precursor life time and it is known that almost 240 precursors take part in the balance equation 
given below as follows:  

∂C ( z, t ) / ∂t + ∂(vC ( z, t )) /∂z = Q( z, t ) − λC( z, t ), ∂t   (1) 

where C is the precursors concentration, v is the fuel cycle speed, Q is the source function, and 
λ is the decay constant for the given group. It is common to consider six groups to determine neutron 
balance with fuel speed. Delayed neutron groups kinetic equation can be solved numerically with 
MATLAB as suggested by F. Reisch14. Following that procedure we determined the time behavior at 
zero power  operation under the condition that fuel and moderator temperature have negligible 
increment. We obtained some indicative results that allow us to establish from the observable graphics 
(calculations are performed for zero power operation): 

- the reactivity  is changing as shown in figure 3 
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Fig.3:  Relative neutron flux variation with time for 233U-fuel 

 

 - the characteristics temperature change of the fuel and moderator for zero power operation, is 
given in  Figure 4  

 
Fig.4: Temperature variation for 233U-fuel and moderator calculated employing MATLAB program. 

From these curves we learn fuel’s thermal and neutron balance time constant for graphite 
moderator.  
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2.2 Thermal and Hydro dynamical effect on reactivity 

As an excise we considered the case of a small size nuclear reactor where heath production is 
not neglected. Its transference to the moderator before reaching the steady state and its time variation 
with fluid speed is given by the following expression:  

∂ (ρ h)/ ∂t + ∂/∂z (ρ v h) = Q            (2) 

where: ρ , h,  v parameters indicate fuel density, enthalpy, and velocity respectively. The heath 
Q represent the sum of the following terms Qfission + Qdelay + Qgraphite  i.e. Qfission, due to fissile material 
in the fuel, the decay heat Qdelay, and the heat exchange between graphite and salt Qgraphite. The latter 
represents the heat release and its diffusion in the graphite pile including that it will be exchanged 
between graphite and fuel.   The method of effective heat transfer coefficients determines the 
temperature gradient in the moderator. The ANSYS-CFX, computer code was employed for a larger 
assembly than that suggested for laboratory training. Results  are given in figure 5. For the simulation 
of the reactor core, a duct of OD= 0,15m and 4,3m long was assumed and a fuel flow rate of  1m/s. 
Temperature of the salt was modeled by setting an energy balance considering heat production from 
delayed neutron in the salt, heat transfer through duct walls and the thermal capacity of the salt.   

 

Fig.5: Delayed neutron number with varying flow speed. Segmented line indicates the moderator edge. 

 

As the fuel speeds up the number of delayed neutrons are emitted increasingly out side of the 
reactor core.  Independently of the speed values (limited by the precursor decay constant) always some 
delayed neutron will be emitted to induce further fission before leaving the core. However it is critical 
to maintain the delayed neutrons in a window of values to obtain fission rate at given values. For 
instance delayed neutron precursors changing the transit time from 8.13 s to 60 s induces a variation  
for neutron multiplication factor by about 0.03%∆k/k. That means that the neutron balance can be 
modified by changing the fuel flow velocity (see ref.: ORNL-LR-Dwg.75653 pag. 15). 

Figure 6 shows heat transfer interactions at duct walls (into and from the graphite moderator). 
Figures 7 and 8 show temperature distribution over a plane at duct center and temperature evolution 
over duct axis respectively. As delayed neutron production varies with speed, so is the heat production 
term affecting the salt’s energy balance and the temperature distribution inside the duct. 
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Fig.6:  Heat transfer rate distribution along fuel housing tube axis. 

 
 

 
 

Fig.7: Temperature variation over a plane located at tube middle longitudinal section. 
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Fig.8:  Temperature variation along tube axis. 

3  Conclusions 
The future of energy production should rely on nuclear fission since other sources do not 

provide comparably high density energy within the present known technology.  Based on reactor 
experiences of the early 1970s, a 1000 MW(e) MSR using the thorium cycle is at reach. In spite of low 
development for several decades, the Th-MSRs are now being positively reexamined suggesting that 
energy independence following this technology is not only possible but affordable with low risk due to 
the inherently advantages of  thorium as fuel. Several countries have initiated Research and 
Development with molten salt assembly and a project is already at its final design stage as it is the 
miniFUJI-MSR. This could be built in a relatively short time scale to produce: electricity, space 
heating and desalinate water. We suggest that the nuclear programs of developing or even emerging 
countries should include the possibility to follow the MSR technology for electric energy generation. 
The first step is training young professionals and promoting further technological solution still 
required by MSR. Preliminary studies recently initiated at the USB, are encouraging and we are 
setting up a sub-critical assembly first a small one to be enlarged up to 120x120x180 cm3. To gain 
experience we have studied the heat transfer form fuel to moderator. The overall experience this 
induce us to continue promoting MSR with the aim to convince policy makers that the road to follow 
on short terms, is to accept the nuclear technology to satisfy future energy requirements. 

Venezuela has an interesting potential in this way since we have important Thorium deposits 
and also experience with molten salt at industrial scale, specifically in the production of aluminum, 
and this experience can be transferred. 
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Abstract 

PHITS is a 3-dimensional general-purpose Monte Carlo code, which can 
transport of all varieties of hadrons and heavy ions with energies up to 
around 100 GeV/nucleon. To be able to estimate the biological damage from 
neutrons with PHITS, a feature has been included to treat low energy 
neutron collisions as "events" which means that the energy and momentum 
is conserved in each event and makes it possible to extract the kinetic energy 
distributions of all the residual nuclei without using any local approximation. 
To estimate the direct biological effects of radiation, mathematical functions, 
for calculating the microdosmetric probability densities in macroscopic 
material, have been incorporated in PHITS. This makes it possible to 
instantaneously calculate the probability densities of lineal and specific 
energies around the trajectories of high energetic charged particle tracks. A 
method for estimating the biological dose has also been established by using 
the improved PHITS coupled to a microdosimetric kinetic model.  

 

1 Introduction 
The health risks associated with exposure to various components of radiation are of great concern in 
many different situations, e.g. when planning manned long-term interplanetary missions, such as 
future missions to Mars, during and after radiotherapy, and after nuclear accidents. Since it is not 
possible to measure the radiation environment inside of human organs, simulations based on radiation 
transport/interaction codes are used. When dealing with radiation risks, it is important to be able to 
predict deterministic as well as stochastic radiation effects. Deterministic effects are observed only at 
doses above a threshold and their severity increases with dose, while stochastic effects do not seem to 
have a threshold and their severity is not directly dependent on the dose. The estimation of biological 
effects is very complicated and has large uncertainties. Although knowledge of the dose is not 
sufficient for estimating the biological effects of radiation, it is still a basic important component when 
estimating the risks associated with exposure to ionizing radiation. Using quality factors based on LET 
spectra, absorbed doses are then converted into dose equivalents, which in turn are converted into risk 
using appropriate risk coefficients. However, when estimating the direct biological effects of radiation 
lineal and specific energies are better indexes in comparisons to LET, since LET does not take the 
energy dispersion due to the created delta electrons into consideration. This paper describes the 3-
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dimensional general purpose particle and heavy-ion MC transport code PHITS (Particle and Heavy-
Ion Transport code System), and some of it features related to radiation biology and radiotherapy. 

2 PHITS (Particle and Heavy Ion Transport code System) 
PHITS (Particle and Heavy-Ion Transport code System) [1] is a 3-dimensional general purpose 
particle and heavy-ion MC transport code, developed and maintained by RIST, JAEA and KEK in 
Japan together with Chalmers in Sweden, which can transport neutrons from thermal energies up to 
200 GeV, and the same method as in the MCNP4C code [2] is employed for neutrons with energies 
between 1 meV and 20 MeV based on the Evaluated Nuclear Data such as the ENDF-B/VI [3], 
JENDL-3.3 [4,5]; and for p and n up to 3 GeV for the JENDL-HE [6,7] file. Above 20 MeV, the 
Bertini model with free p-p and n-n cross sections parameterized according to Niita et al. [8] is used 
up to 3 GeV, while the simulation model JAM (Jet AA Microscopic Transport Model) developed by 
Nara et al. [6] is used above 3 GeV for nucleons, above 2.5 GeV for pions, and for all energies for all 
other baryons. JAM is a hadronic cascade model, which explicitly treats all established hadronic states 
including resonances with explicit spin and isospin as well as their anti-particles. For protons and other 
hadrons, JAM is used above 1 MeV, but for charged particles below 1 MeV only the ionization 
process is considered until the particles are stopped. PHITS also uses Evaluated Nuclear Data for 
photon and electron transport below 1 GeV in the same manner as in the MCNP4C code based on the 
ITS code, version 3.0 [9]. The energy range of electrons and photons is restricted to the energy region 
1 keV - 1 GeV at the present, but the extension of the maximum energy of these particles is in 
progress. PHITS can also transport nuclei in any solid, gas or liquid material. Below 10 MeV/n, only 
the ionization process for the nucleus transport is taken into account, but above 10 MeV/n the nucleus-
nucleus collisions up to 100 GeV/n is described by the simulation model JQMD (JAERI Quantum 
Molecular Dynamics) developed by Niita et al. [10]. In the QMD model, the nucleus is described as a 
self-binding system of nucleons, which are interacting with each other through the effective 
interactions in the framework of molecular dynamics. One can estimate the yields of emitted light 
particles, fragments and excited residual nuclei resulting from the heavy ion collision. The QMD 
simulation, as well as the JAM simulation, describes the dynamical stage of the reactions. At the end 
of the dynamical stage, excited nuclei are created and must be forced to decay in a statistical way to 
get the final observed state. In PHITS the GEM model [11] (Generalized Evaporation Model) is 
default employed for light particle evaporation and fission process of the excited residual nucleus.  

When simulating the transport of charged particles and heavy ions, the knowledge of the 
magnetic field is sometimes necessary to estimate beam loss, heat deposition in the magnet, and beam 
spread. This is also of importance when simulating the beam transport in accelerators, e.g. for proton 
and heavy ion therapy. PHITS can provide arbitrary magnetic fields in any region of the setup 
geometry. PHITS can simulate not only the trajectory of the charged particles in the field, but also the 
collisions and the ionization process at the same time. For the ionization process of the charged 
particles and nuclei, the SPAR code [12] is default used for the average stopping power dE/dx, the 
first order of Molière model for the angle straggling, and the Gaussian, Landau and Vavilov theories 
for the energy straggling around the average energy loss according to the charge density and velocity. 
In addition to the SPAR code, the ATIMA package, developed at GSI [13, 14], has been implemented 
as an alternative code for the ionization process. 

The total reaction cross section, or the lifetime of the particle for decay, is an essential quantity 
in the determination of the mean free path of the transported particle. According to the mean free path, 
PHITS chooses the next collision point using the MC method. To generate the secondary particles of 
the collision, we need the information of the final states of the collision. It is therefore very important 
that reliable data of total non-elastic and elastic cross sections is used for the particle and heavy ion 
transport. In PHITS, the Evaluated Nuclear Data is used for neutron-induced reactions below 20 MeV. 
For neutron-induced reactions above 20 MeV a parameterization is used. As for the elastic cross 

498 L. Sihver et al.



471 
 

sections, the Evaluated Nuclear Data is also used for neutron-induced reactions below 20 MeV, and a 
parameterization is used above 20 MeV [8]. Parameterizations are also used for proton induced 
reactions for all energies, and for the double differential cross sections of elastic nucleon-nucleus 
reactions [8]. We have adopted the NASA systematics developed by Tripathi et al., [15-17] for the 
total nucleus-nucleus reaction cross section, as an alternative to the Shen formula [18], and a careful 
benchmarking of the mayor total reaction cross section models used in particle and heavy ion transport 
codes has been made [19-21]. PHITS has also been extensively used and benchmarked for many 
different applications, including different space applications e.g. [22-32]. 

2.1 Simulations of biological effects 

When estimating the local biological effects of high energetic photons and charged particles, the 
contribution from the neutrons created both outside and inside the human must be considered. It is 
therefore important to be able to calculate the kinetic energy distributions of the created secondary 
charged particles from photonuclear and neutron induced reactions. For low energetic neutrons, 
nuclear data is normally used. However, based on the one-body Bolzman equation, energy and 
momentum is not conserved in an event during the transport calculations. They are only conserved as 
an average over many randomly calculated events since the Bolzman equation only include mean 
values of the one-body observables in the phase space and cannot give two-body and higher 
correlations. A feature has therefore been included in PHITS to treat low energy neutron collisions as 
"events" which means that the energy and momentum is conserved in each interaction and makes it 
possible to extract the kinetic energy distributions of the residual nuclei, two particle correlations, etc. 
In PHITS, the transport algorithm has been changed for the low-energy neutrons from that on solving 
Bolzmann equation to an algorithm based on an event generator. By using this event generator mode, 
energy and LET distributions for all charged particles, created by all charged particles and neutrons, 
can be calculated.  

When estimating the direct biological effects of radiation, microdosimetric quantities, such as 
the lineal and specific energies, are better indexes for expressing the RBE of the primary and 
secondary particles in comparisons to the conventionally often used LET, since LET does not take the 
energy dispersion due to the created delta electrons into consideration. Though, the use of 
microdosimetric quantities in macroscopic transport codes is limited because of the difficulty in 
calculating the provability distributions on macroscopic matter. Therefore mathematical functions, for 
calculating the microdosmetric probability densities in macroscopic material, have been incorporated 
in PHITS. This makes it possible to instantaneously calculate the probability densities of lineal and 
specific energies around the trajectories of high energetic primary and secondary charged particle 
tracks. A method for estimating the biological dose, the product of physical dose and RBE of cell 
survival, for charged particles has also been established by using the improved PHITS coupled to a 
microdosimetric kinetic (MK) model [33, 34]. Fig 1. shows an example of calculated RBE10 for HSG 
cells in a slab phantom irradiated by several different heavy ion beams, together with experimental 
values from [35]. Since the energy distributions of the secondary charged particles from neutron 
induced reactions can be estimated by using the "event generator" in PHITS, an estimation of the RBE 
of the neutrons can also be made. The accuracy of this will be evaluated in the near future. 

In addition to the direct effects, indirect effects due to radicals or reactive oxygen species 
(ROS), which are formed along the particle tracks, can further damage the DNA, and induce oxidative 
stress to the cells and therefore compromise the cellular functions. We have therefore developed a 
method to use experimentally deduced G-values to estimate the G-values as a function particle and 
energy in PHITS [36]. This model enables calculation of the radical distribution in an extended 
volume, e.g. inside an organ, taking into account nuclear interactions calculated with PHITS.   
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3 Summary and conclusions 
When estimating the local biological damage of high energetic photons and charged particles, the 
contribution from the neutrons created both outside and inside the human must be included. This is 
also the case when estimating single and multiple event upsets of semi-conductor devices exposed to 
neutron radiation. In PHITS, an approach has therefore been developed to calculate the deposited 
energy distributions for the thermal neutron transport and the averaged quality factor for neutrons. 
This feature treat low energy neutron collisions as "events" which means that the energy and 
momentum is conserved in each event and makes it possible to extract the kinetic energy distributions 
of all the residual nuclei, two particle correlations, as well as calculate the dose equivalent based on 
Q(L) relationship, DNA damage, cell survival, etc. without using the local Kerma factor. In treatment 
planning of charged particle therapy, it is necessary to estimate not only the physical dose, but also the 
biological dose defined as the product of the physical dose and the RBE of cell killing, inside the 
patients. In PHITS, the former quantity can be calculated by macroscopic particle transport simulation, 
while the latter can be estimated by calculating the α and β parameters using PHITS coupled with a 
microdosimetric kinetic (MK) model. By doing so, the biological dose can be calculated both in the 
tumor cells and in the healthy tissue inside the patients. This makes PHITS a great tool for treatment 
planning of charged-particle therapy.  

 
 

 
 

Fig 1. Shows an example of calculated RBE10 for HSG cells in a slab phantom irradiated by several 
different heavy ion beams together with experimental values are from [35]. 

 
 

0 10 20
1

2

3

4

5

Depth from front surface (g/cm2)

R
BE

10

Cal. (This work)C 290MeV/n Mono

C 290MeV/n SOBP
C 400MeV/n SOBP

Ne 230MeV/n Mono
Fe 200MeV/n Mono

500 L. Sihver et al.



473 
 

References 
 

[1] K. Niita, et al., PHITS: Particle and Heavy Ion Transport code System, Version 2.23, JAEA-
Data/Code 2010-022 (2010).  

[2] J. F. Briesmeister, et al., MCNP General Monte Carlo N-Particle Transport Code, Los Alamos 
National Laboratory report; LA-12625-M (1997). 

[3]   V. McLane, et al., ENDF/B-VI Summary Documentation, BNL-NCS-17541 (1996). 

[4] K. Shibata, et al., Japanese Evaluated Nuclear Data Library Version 3 Revision-3: JENDLE-3.3, 
J. Nucl. Sci. Technol. 39, 1125 (2002). 

[5] Watanabe, Y. et al. Nuclear data evaluations for JENDL high-energy file. Proceedings of 
 International Conference on Nuclear Data for Science and Technology, Santa Fe, USA, 
 Sep.26-Oct.1, 2004; AIP CP769, p326-331, 2005. 

[6] Nara, Y. et al. Relativistic nuclear collisions at 10A GeV energies from p+Be to Au+Au with 
the hadronic cascade model. Phys. Rev. C61:024901, 1999. 

[7]  T. Fukahori, et al., JENDL High Energy File. J. Nucl. Sci. Technol., Suppl. 2, 25-30 
 (2002). 

[8] K. Niita, H. Takada, S. Meigo, Y. Ikeda, High-energy particle transport code NMTC/JAM, 
Nucl. Instrum. Methods, B184, 406 (2001). 

[9] J. A. Halbleib, et al., ITS Version 3.0: The Integrated TIGER Series of Coupled 
Electron/Photon Monte Carlo Transport Codes, SAND91-1634 (1992). 

[10]  K. Niita, et al., Analysis of the (N,xN') reactions by quantum molecular dynamics plus statistical 
decay model, Phys. Rev. C52, 2620 (1995). 

[11] S. Furihata, Statistical analysis of light fragment production from medium energy proton-
induced reactions, Nucl. Instr. and Meth. B171, 251 (2000). 

[12] T. W. Armstrong, and K. C. Chandler, A Fortran program for computing stopping powers and 
ranges for muons, charged pions, protons, and heavy ions, ORNL-4869, Oak Ridge National 
Laboratory, (1973). 

[13] H. Geissel, C. Scheidenberger, Slowing down of relativistic heavy ions and new applications, 
Nucl. Instr. Meth. B136-138, 114-124 (1998). 

[14] C. Scheidenberger, H. Geissel, Penetration of relativistic heavy ions through matter, Nucl. Instr. 
Meth. B136-138, 114-124 (1998). 

[15] R. K. Tripathi, F. A. Cucinotta, J. W. Wilson, Accurate universal parameterization of absorption 
cross sections, Nucl. Instr. and Meth. B117, 347 (1996). 

[16] R. K. Tripathi, J. W. Wilson F. A. Cucinotta, Accurate universal parameterization of absorption 
cross sections II – neutron absorption cross sections, Nucl. Instr. and Meth. B129, 11 (1997). 

[17] R. K. Tripathi, F. A. Cucinotta, J. W. Wilson, Accurate universal parameterization of absorption 
cross sections III – light systems, Nucl. Instr. and Meth. B155, 349 (1999). 

[18] W. Shen, et al., Total reaction cross section for heavy-ion collisions and its relation to the 
neutron excess degree of freedom, Nucl. Phys. A 491 (1) 130-146 (1989). 

[19]    L. Sihver, et al., A Comparison of Total Reaction Cross Section Models Used in Particle and 
Heavy Ion Transport Codes, IEEEAC paper 1476, ISBN/ISSN: 978-142443888-4 (2010). 

501PHITS — Applications to radiation biology and radiotherapy



474 
 

[20]   L. Sihver, et al., A comparison of total reaction cross section models used in particle  

 and heavy ion transport codes, Adv. Space Res. 49, 812-819 (2011),  

 doi:10.1016/j.asr.2011.11.029. 

[21]  L. Sihver, et al., A comparison of total reaction cross section models used in FLUKA and 
PHITS, IEEEAC papper. (in press). 

[22]  T. Sato, et al., Applicability of particle and heavy ion transport code PHITS to the 
 shielding design of  spacecrafts, Rad. Meas. 41, 1142-1146 (2006). 

[23]  L. Sihver, et al., Benchmarking of calculated projectile fragmentation cross sections using the 3-
D, MC codes PHITS, FLUKA, HETC-HEDS, and MCNPX”, Acta Astronautica 63, 865-877 
(2008). 

[24]  T. Sato, L. Sihver, K. Gustafsson, D. Mancusi and K. Niita, Shielding Design of  Spacecrafts 
Using PHITS, American Nuclear Society Transactions, 99, 592 (2008). 

[25]  L. Sihver, T. Sato, K. Gustafsson, V.A. Shurshakov, and G. Reitz, Simulations of the 

 MTR-R and MTR Experiments at ISS, and Shielding Properties Using PHITS,   

 IEEEAC paper 1015 (2009). 

[26]  L. Sihver, et al., An update about recent developments of the PHITS code, Adv. Space  Res. 
45, 892-899 (2010). 

[27]  L. Sihver, T. Sato, M. Puchalska, and G. Reitz, Simulations of the MATROSHKA experiment 
at the International Space Station using PHITS, Radiat. Environ. Biophys. 49:351-357 (2010). 

[28]  K. Gustafsson, L. Sihver, D.  Mancusi, T. Sato, PHITS simulations of the Matroshka 
experiment”, Adv. Space Res.46, 1266–1272 (2010). 

[29]  L. Sihver, et al., Monte Carlo simulations of MATROSHKA experiment outside ISS, IEEEAC 
paper 1585, ISSN: 978-142447350-2 (2011). 

[30]  T. Sato, et al., “Evaluation of Dose Rate Reduction in a Spacecraft Compartment due  to 
Additional Water Shield”, ISSN 0010_9525, Cosmic Research, Vol. 49, No. 4, pp.  319–
324. © Pleiades Publishing Ltd. (2011).  

[31]  L. Sihver et al., Simulations of absorbed dose on the phantom surface of  MATROSHKA-R 
experiment at the ISS, Adv. Space Res. 49, 230-236 (2011).   

[32]  M. Puchalska, L. Sihver, T. Sato, T. Berger, and G. Reitz, Simulations of  MATROSHKA 
experiments at ISS using PHITS, Adv. Space Res. (accepted). 

[33]  T. Sato, et al., Biological Dose Estimation for Charged-Particle Therapy Using an Improved 
PHITS Code Coupled with a Microdosimetric Kinetic Model”, Rad. Res. 171, 107-117 (2009).   

[34]  T. Sato et al., Analysis of Cell-Survival Fractions for Heavy-Ion Irradiations Based on 
Microdosimetric kinetic Model Implemented in the Particle and Heavy Ion Transport  code 
System, Rad. Prot. Dos., 1-6, 2010. 

[35] Y. Kase et al., Microdosimetric measurements and estimation of human cell survival for heavy-
ion beams. Radiat. Res. 166, 629-638 (2006). 

[36]  T. Maeyama et al., Production of a Fluorescence Probe in Ion-beam Radiolysis of Aqueous 
Coumarin-3-carboxylic Acid Solution 2: Effects of nuclear fragmentation and its simulation 
with PHITS, Rad. Phys. Chem. 80, 1352-1357 (2011). 

502 L. Sihver et al.



 

 

Nuclear Astrophysics at n_TOF, CERN 

G Tagliente1, U Abbondanno2, G Aerts3, H Alvarez4, F Alvarez-Velarde5, S Andriamonje3, J 
Andrzejewski6, L Audouin8, G Badurek9, P Baumann10, F Bečvář11, F Belloni2, E Berthoumieux3, S 
Bisterzo12, F Calviño13, M Calviani14, D Cano-Ott5, R Capote15,16, C Carrapiço17, P Cennini18, V 
Chepel19, E Chiaveri18, N Colonna1, G Cortes13, A Couture20, J Cox20, M Dahlfors18, S David10, I 
Dillman8, C Domingo-Pardo21, W Dridi3, I Duran4, C Eleftheriadis22, M Embid-Segura5, A Ferrari18, 
R Ferreira-Marques19, K Fujii2, W Furman24, R Gallino12, I Goncalves19, E Gonzalez-Romero5, F 
Gramegna14, C Guerrero5, F Gunsing3, B Haas25, R Haight26, M Heil8, A Herrera-Martinez18, M 
Igashira27, E Jericha9, F Käppeler8, Y Kadi18, D Karadimos7, D Karamanis7, M Kerveno10, P 
Koehler28, E Kossionides29, M Krtička11,  H Leeb9, A Lindote19, I Lopes19, M Lozano16, S Lukic10, J 
Marganiec6, S Marrone1, T Martinez5, C Massimi30, P Mastinu14, A Mengoni15, P M Milazzo2, M 
Mosconi8, F Neves19, H Oberhummer9, J Pancin3, C Papachristodoulou7, C Papadopoulos31, C 
Paradela4, N Patronis7, A Pavlik32, P Pavlopoulos33, L Perrot3, M T Pigni9, R Plag8, A Plompen34, A 
Plukis3, A Poch13, J Praena14, C Pretel13, J Quesada16, T Rauscher35, R Reifarth26, C Rubbia36, G 
Rudolf10, P Rullhusen34, J Salgado17, C Santos17, L Sarchiapone18, I Savvidis22, C Stephan23, J L Tain21, 
L Tassan-Got23, L Tavora17, R Terlizzi1, G Vannini30, P Vaz17, A Ventura37, D Villamarin5, M C 
Vincente5, V Vlachoudis18, R Vlastou31, F Voss8, S Walter8, H Wendler18, M Wiescher20 and K 
Wisshak8 
1 INFN, Bari, Italy; 2INFN, Trieste, Italy; 3CEA/Irfu, Gif-sur-Yvette, France; 4Univ. Santiago de 
Compostela, Spain; 5CIEMAT, Madrid, Spain; 6Univ. Lodz, Poland; 7Univ. Ioannina, Greece; 8FZK, 
Institut fűr Kernphysik, Germany; 9Technische Universität Wien, Austria; 10CNRS/IN2P3 - IReS, 
Strasbourg, France; 11Univ. Prague, Czech Republic; 12Dip. Fisica Generale, Univ. Torino, Italy; 
13Univ. Politecnica Catalunya, Barcelona, Spain; 14INFN, Laboratori Nazionali di Legnaro, Italy; 
15IAEA, Vienna, Austria; 16Univ. Sevilla, Spain; 17ITN, Lisbon, Portugal; 18CERN, Geneva, 
Switzerland; 19 LIP - Coimbra & Dep. Fisica Univ. Coimbra, Portugal; 20Univ. Notre Dame, USA; 
21Inst. Fisica Corpuscular, CSIC-Univ. Valencia, Spain; 22Aristotle Univ. Thessaloniki, Greece; 23CNR 
S/IN2P3 - IPN, Orsay, France; 24JINR, Frank Lab. Neutron Physics, Dubna, Russia; 25CNRS/IN2P3 - 
IPN, Orsay, France; 26LANL, USA; 27Tokyo Inst. Technology, Japan; 28ORNL, Physics Division, 
USA; 29NCSR, Athens, Greece; 30Dip. Fisica, Univ. Bologna, & INFN, Bologna, Italy; 31National 
Technical Univ. Athens, Greece; 32Inst. fűr Fakultät fűr Physik, Univ. Wien, Austria; 33Pôle Univ. L. 
de Vinci, Paris, France; 34CEC-JRC-IRMM, Geel, Belgium; 35Dep. Physics and Astronomy, Univ. 
Basel, Switzerland; 36Univ. Pavia,Italy; 37ENEA, Bologna, Italy. The n_TOF Collaboration  
  

Abstract  
The neutron time of flight (n_TOF) facility at CERN is a spallation neutron 
source with white neutron energy spectrum (from thermal to several GeV), 
covering the full energy range of interest for nuclear astrophysics, in 
particular for measurements of the neutron capture cross section required in 
s-process nucleosynthesis. This contribution presents an overview on the 
astrophysical program carried on at the n_TOF facility, the main results and 
their implications.  

1 Stellar nucleosyntesis  
The origin of the elements is an important topic to understand the evolution of the universe. Hydrogen 
and helium, and small amounts of lithium, were formed in the period between about 100 seconds and 
20 minutes after the big bang [1]. This period of primordial nucleosynthesis was followed by galactic 
condensation and the formations of the stars. All elements heavier than lithium have been formed in 
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stars, and the elements heavier than iron have been formed via neutron capture processes in the stars. 
The isotopic abundances in the solar system reflect the average composition of the galaxy as it was 5.5 
x 109 years ago. Spectral information of stellar environments and isotopic analyses of presolar dust 
grains provide important observation to validate stellar evolution models.  

1.1 The s-process  

Stellar nucleosynthesis has first been extensively reviewed in the reference work [2] and more recently 
in [3][4]. The isotopes up to 56Fe can be synthesized by fusion reactions during the different stages of 
the evolution of a star. It is nowadays well established that neutron capture processes in red giant stars 
and supernovae are responsible for the formation of nearly all isotopes with higher masses [1][5]. This 
was first recognized by the discovery of technetium in red giant [6]. 

 

 

Fig.1 s-process path in the Sn region with s-only and r-only isotopes 
 

The neutron capture mechanisms are known as s- and r-processes, where “s”  stands for slow and “r” 
for rapid referring to the time scale of the -decay. The s- and r- processes are important for the stable 
and neutron rich isotopes. A thorough knowledge of the s-process, for which much more experimental 
data is available, constrains the possibilities of the r-process. A competing mechanism is the p-process, 
referring to photodisintegration reaction like ( ,n), ( ,p) and ( , ), they influence the abundances from 
the proton rich side. 

isotopes from 56Fe to 209Bi are formed. Heavier nuclei than Bi are unstable and cannot be formed by 
neutron capture anymore. The s-process path follows closely the valley of stability in the chart of the 
nuclei and ends at 209Bi. The neutron source of the s-process are manly the 22Ne( ,n)25Mg and 
13C( ,n)16O reactions 

In the r-process the neutron capture process is much faster and occurs on much shorter time scales. 
The time between consecutive neutron captures is of the order of seconds. To achieve the according 
extremely high neutron fluxes, the astrophysical site for the r-process is believed to be of explosive 
nature, like in a supernova or in merging neutron stars.  

Neutron capture cross section are a key ingredient in the development of stellar models using the 
calculation of nuclear abundances in stellar environments. At the branching points uncertainties in the 
cross sections can propagate into large differences in the production of higher mass nuclei within a 
given model. 

In a very schematic quantitative description of the s-process, starting from the seed nucleus 56Fe and 
assuming constant temperature and neutron density, for a s-only nucleus the product of the average 
capture cross section kT,A and the abundance of the isotope Ns,A constant 
 
 kT,A Ns,A = constant   (1) 

504 G. Tagliente et al. (P. M. Milazzo) 



 

477 
 

Indeed this is roughly the case, except for the nuclei with magic numbers (N = 28,50,82,126) around A 
= 88, 140, and 208, which have very low cross sections. These nuclei are bottlenecks in the s-process 
paths, and show up as abundance peaks. The s-only nuclei are shielded from r-process by stable 
isobars of nuclei with lower Z and which contributions from proton rich side of the valley of stability 
are commonly neglected. In the same way r-only nuclei have no contribution from the s-process. 

In fig 1 a simplified part of the s-process is shown in the Z = 50 vicinity starting from 120Sn. Some 
stable nuclides, like 124Sn and 130Te are not reached by the s-process put but are shielded from r-
process by the nuclei 122Sb, 123Sb and 124Sb. These are s-only isotopes. The about 30 s- and about 40 r-
only isotopes provide a means to distinguish between the two processes. 

2 The n_TOF facility 
 

The n_TOF facility, based on an idea by Rubbia at al. [7], locate at CERN Geneva Switzerland 
became fully operational in May 2002, when the scientific program has started. A detailed description 
can be found in ref [8]. Neutrons are produced by spallation reaction induced by a pulsed, 6 ns wide, 
20 GeV/c proton beam with up to 7x1012 proton per pulse, impinging on a 80x80x60 cm3 lead target. 
A 5.8 cm water slab surrounds the lead target acting as a coolant and as moderator of the initial fast 
neutron spectrum. An isolethargic neutron flux distribution is produced over a wide range of energy (1 
eV – 250 MeV). 

Neutrons emerging from the target propagate in the vacuum pipe inside the time-of-flight tunnel 200 
m long. Two collimators are present along the flight path, one of the diameter of 13,5 cm placed at 
135 m from the lead target and one at 180 m with a diameter of 2 cm for the capture measurements. 
This collimation results in a Gaussian-shaped beam profile [9]. A 1.5 T sweeping magnet placed at 40 
m upstream of the experimental area is used to deflect outside the beam charged particles travelling 
along the vacuum pipe. For an efficient background suppression, several concrete and iron walls are 
placed along the time-of-flight tunnel. 

The measuring station is located inside the tunnel, centered at 187.5 m from the spallation target. 

The neutron beam is monitored up to 1 MeV by a low-mass system, based on thin mylar foil with 6Li 
deposit places in the beam, surrounded by an array of silicon detectors place outside the beam. The 
detection by the silicon detectors of the triton and  s produced in the 6Li(n, ) reaction gives a direct 
measure of the neutron flux. The small amount of material in the beam ensures a negligible level of 
scattered neutrons. The scattering chamber is made in carbon fibre to minimize the neutron-induced  
background. 

Measurements of neutron capture cross-sections in the first stage of the project were performed with 
specifically made C6D6 detectors, and in the second stage of the measurements a 4  calorimeter made 
of 40 BaF2 crystal has been used. 

The data acquisition system is based on flash ADCs with sampling rate up to 1 GHz for recording the 
detector signals during nearly 20 ms off-line analysis. This generate a high data rate but ensures an 
almost zero dead-time. 

In the first phase of the n_TOF project, neutron capture measurements were carried with an array of 
C6D6 liquid scintillator cells. These detectors have the advantage of being the less sensitive to 
scattered neutron. Specifically designed C6D6 where used at n_TOF, in order to reduce the neutron 
sensitivity all the material that could produce a neutron capture in the detector were removed or 
substituted, all the aluminum part were substituted with carbon fibre [10] and also the support material 
was minimized, allowing to perform measurement of isotopes with a large scattering to capture ratio. 
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Due to the small solid angle coverage and the low intrinsic efficiency the C6D6 detectors, which result 
in an overall efficiency of  ~10%, only one -ray per event is detected from the de-excitation cascade 
following neutron capture. For an accurate cross-section determination, the efficiency of the set-up has 
to be made independent on the details of the de-excitation cascade, in particular of the -ray 
multiplicity. 

To this end the pulse height weighting function (PHWF) has been used. It consists in suitably 
modifying by software the detectors response so that the efficiency  is proportional to the photon 
energy E . Under these conditions the efficiency for detecting a cascade becomes proportional to the 
known cascade energy Ec and independent of the actual cascade path. 

In the second phase of n_TOF project the neutron capture measurements have been performed with 
Total Absorption Calorimeter (TAC). The design of the n_TOF TAC is based o 42-fold segmentation 
consisting of 15 cm thick BaF2 crystal in the form of truncated pyramids. Each of the 12 pentagonal 
and 30 hexagonal crystals extends the same solid angle with respect to the sample centre. 

On average the crystals exhibit an average energy resolution of 14% at 662 keV and an excellent time 
resolution of about 500 ps.  

Due to the low cross-section of most the samples of Astrophysics interest measured at n_TOF, the 
C6D6 were preferred for these measurements since the background due to the in-beam  for those 
detectors is lower. 

 

3 Experimental campaign 
 

The Astrophysics experimental campaign was focus on neutron magic nuclei, which act as bottle neck 
for the flow of s-process, nuclei with A < 120, branching points isotopes and isotopes of special 
interest as the Os important for nuclear cosmochronology.  

In the following the description and results of the measurements. 

3.1 151 Sm(n, ) cross section measurements  

The 151Sm is a branching point in the s-process path, in particular, this branching is sensitive to the 
temperature at which the s-process is taking place. The accurate determination of the neutron capture 
cross-section of this isotope can thus provide crucial information on the thermodynamics condition of 
the AGB stars. 

The measurement had been performed with the C6D6 liquid scintillator. The result obtained at n_TOF 
is < (n, )> = 3100±160 mb, a value much larger than previous estimated, all based on model 
calculation, which ranged from 1500 and 2800 mb [11]. 

The firm estimate of the capture rate for the first time base on experimental value allowed reaching 
two important conclusions with respect to the s-process nucleosynthesis in this mass region: i) the 
classical model, based on the phenomenological study of the s-process fails to produce consistent 
result of the branching at 151Sm and 147Pm, ii) the p-process contribution to the production of 152Gd can 
amount up 30% of the solar-system observed abundance [11] 

3.2 90,01,92,93,94,96Zr(n, ) measurements 

Zr is a typical s-process element belonging to the first s-process peak of solar abundance distribution. 
Predictions of the production of the various Zr isotopes are critical for s-process modelling. Several of 
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them are close to the magic number of neutron N =50, with 90Zr having exactly N=50. Hence, 
production of 90,91,92,93,94Zr is sensitive to the overall neutron flux, which is mostly defined by the 13C 
neutron source. The abundance of the remaining stable isotope, 96Zr, is determined by the activation of 
the branching point at the unstable 95Zr. Hence, its production is sensitive to the neutron density, 
which is mostly defined by the 22Ne neutron source. Furthermore, most of the abundance of the 
element Nb is due to the radiogenic decay of the long living 93Zr (1.6 My). 

The capture cross sections of the 91,92,93,94,96Zr in term of resonance parameter were measured in a wide 
neutron energy range. The results [12,13,14,15,16] show sizeable differences with respect to previous 
experimental data and allow extracting the related nuclear quantities with improved accuracy.  

 

3.3 204,206,207Pb and 209Bi(n,  measurements  

The Pb isotopes and the 209Bi have a special role in the nucleosynthesis, these isotopes represent the 
termination point of s-process nucleosynthesis, this point is reached since the -recycling of Po and 
heavier Bi isotopes is always faster than further neutron captures. It is important to know the cross 
section information for the Pb and Bi isotopes with very high accuracy in order to determine more 
exactly the amounts and ratios of these isotopes being produced.   

Capture widths and radioactive kernels were determinate in a large range of energy for all isotopes. 
From these results the MACS have been derived and in many cases large discrepancy were found with 
values of the previous experiment, in figure 2 is reported the comparison between the 204Pb MACS 
calculated with n_TOF and the values reported by Bao [17],  

For all isotopes the systematic uncertainties could be improved by a factor two, this allowed to have a 
firm calculation of the abundances of the s-process component and to constrain the estimation of the r-
process component, the results are reported in [18][19][20][21]. 

 

 

Fig. 2 Comparison between the 204Pb MACS calculated with n_TOF data and Bao et al. 

 

3.4 186,187,188Os measurements  

The time duration of the nucleosynthesis of the heavy elements produced by neutron capture processes 
can be used to set limits on the age of the universe [22]. Among several cosmic clock based on the 
abundances of long-lived radioactive isotopes, the 187Os/187Re is one of the most interesting.  

The clock is based on the extremely long half-life of 187Re( 1/2 = 43.3Gyr), decaying to 187Os, and on 
the fact that 186Os and 187Os are shielded against direct r-process production. Thanks to the well 
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established s-process abundances of the 186Os and 187Os, the age of the Universe can be inferred, in the 
the Re/Os clock, by the enhancement in the abundance of 187Os due to 187Re →187Os decay. 

The neutron capture cross sections of 186,187,188Os have been measured at the CERN n_TOF facility 
with improved accuracy and over a wide energy range of neutron energies from 1 eV to 1 MeV. In 
Fig. 3 a comparison between the n_TOF result and the previous data is shown.  Based on the n_TOF 
data, Maxwellian averaged cross sections have been obtained with uncertainties between 3 and 4%. 
These results have been complemented by a detailed resonance analysis. Average level spacing, 
radiative widths, and neutron strength functions have been deduced by statistical analysis to establish a 
consistent set of input data for detailed cross section calculations with the Hauser-Feshbach statistical 
model. Based on these calculations stellar enhancement factors were obtained to correct the 
Maxwellian averaged cross sections determined from experimental (n,  ) data for the effect of 
thermally excited states in the hot, dense photon bath at the s-process site. The corresponding stellar 
(n, ) cross sections have been used to separate the radiogenic part of the 187Os abundance from its s-
process component and to define the mother/daughter ratio 187Re/187Os. With a schematic model that 
assumes an exponentially decreasing production rate for 187Re, an age of the Universe of 15.3+-0.8+-2 
Gyr was obtained from the Re/Os cosmo-cronometer, with an accuracy, mostly related to the 
remaining nuclear physics uncertainties, of less than 1 Gyr. More details can be found in [23,24,25] 

 

 
 

Fig. 3  Comparison between the present results and the previous data [24] 

4 Conclusion 
Neutron capture cross sections of astrophysical interest have been measured at the CERN n_TOF 
facility. The major motivation of these measurements was to reduce the uncertainties on nuclear data 
to a few percent, as required to improve the stellar s-process model.  

In 2010 the facility was upgraded, the spallation target and moderator were substitued, the upgrade 
improved  the n_TOF apparatus resulting in a significantly reduction of the  uncertainty in the 
measured cross-sections, with a valuable impact on studies of s-process nucleosynthesis. New 
measurements on neutron-magic nuclei and, especially, on branching-point radioactive isotopes, have 
been done at n_TOF, called n_TOF phase II, while a much higher neutron flux in a second 
experimental area at 20 m from the spallation target should be available in 2014. The new 
experimental area will open the way to measurements of relatively short-lived isotopes, produced at 
ISOLDE, involved in r-process nucleosynthesis. 
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Abstract
Using the parameterized approximation to the DBHF equations of state of rel-
ativistic nuclear matter, we obtained the macroscopic description of neutron
stars based on different equations of state and also with allowing for hyperonic
degrees of freedom. We put our main attention to posibilities of nonspherical
shapes of the stars, like the moment of inertia, deformation etc., and what is
the inuence of the equations of state in this aspect.

1 Introduction
Neutron stars are one of bridges between micro- and macro-cosmos, specically, they relate macroscopic
quantities of the stars, like radius, mass, pressure, deformation, etc. with the equation of state (EoS) of
asymmetric nuclear matter with allowance for hyperons. A wide variety of EoSs and their applications
to astrophysical problems has been reported in the literature (see, e.g., [1–5]).

Our calculations use the Dirac-Brueckner-Hartree-Fock (DBHF) mean eld approach [1, 6] in its
parameterized form [7] which effectively approximates full nuclear matter calculations [8–10].

Frequently reported and/or calculated quantities of neutron stars are their mass M and radius R,
but sometimes also quantities like the radiation radius R∞, ratio of baryon to gravitational mass and
others [2, 5, 11–33] are considered.

Mass of a neutron star can be deduced from different kinds of observations (see, e.g., [2, 19], and
also the relevant discussion in [27]). Unfortunately, extracting mass from the observations is usually
strongly dependent on the assumptions used. Thus, till recently, the maximal one, related to the source,
was usually quoted to beM = (2.1± 0.2)M� (see the review [2]), but it has been consequently lowered
to M = (1.26 ± 0.14)M� [23]. Recent measurement of PSR J1614-2230 using Shapiro delay effect
yielded M = (1.97 ± 0.04)M� [25], and it can be probably considered as the heaviest neutron star
reliably found. Other tests use the ratio of mass to baryon number [18], the mass-radius relation [5, 11,
12, 17, 22, 26, 28] and the moments of inertia [2, 13, 15, 24].

As the precise measurements of neutron star radii R are not reported, these are usually estimated
from observations of thermal emission, which give the so-called radiation (or Eddington) radius R∞ that
is related to R (e.g. [2])

R∞ = R/
√

1− 2GM/Rc2; (1)

obviously, R < R∞. Whereas the papers (depending on the analysis model) published just few years
ago preferred radii close to 14 km and extending up to 15 km or even 20.9 km; the recent studies favored
the radii to tend to lower values, typically R ≈ (9− 12) km, even though their apparent radius R∞ may
still be above 20 km [5].

2 Equations of state of neutron star matter
We follow the DBHF mean eld approach (see e.g. [1, 6, 20]), which allows to consider various compo-
sitions of the neutron star matter, and also some inclusion of non-nucleonic degrees of freedom.

The model Lagrangian includes the nucleon ψ, isoscalar scalar meson σ, isoscalar vector meson
ω, isovector vector meson ρ, and isovector scalar meson δ elds, vector cross-interaction, and also Λ0
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and Σ− hyperonic degrees of freedom. Lagrangian density is [7]

L(ψp,n, σ ,ω,ρ, δ) = ψ̄[γμ(i∂
μ − gωω

μ)− (mN − gσσ)]ψ

+
1

2
(∂μσ∂

μσ −mσ
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1

4
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1
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2δ2) +

1
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μ −
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ΛV (gρ

2ρμρ
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μ − gωY ω
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μτ − gφY φ

μ)

− (M − gσY σ − gδY δψ̄τψ − gσ∗Y σ
∗)]ψY

+
1

2
(∂μσ

∗∂μσ∗ −mσ∗
2σ∗2) +

1

2
mφ

2φμφ
μ

−
1

4
φμνφ

μν +Σe,μψ̄e,μ(iγμ∂
μ −me,μ)ψe,μ. (2)

The full mean-eld DBHF calculations of nuclear matter [8–10] were parameterized [7]. We
choose two (in some cases three) parameterizations, which were shown to yield the best ts to the well-
known properties of nuclear matter, namely: the best RMF t to results of Huber et al. [9], denoted Hu
in gures, Lee et al. [10] (marked Le), and nally the results of [8] (labelled as Ma), respectively, in all
cases to the parameter set denoted in their papers as the A set. For details as well as for the values of
coupling constants for the individual sets of parameterization, we refer to the original paper [7].

3 Energy and pressure radial dependence
The matter in neutron stars is in β-equilibrium, which determines the particle fractions at each density.

The nuclear EoS is the dominant input for the calculations in the high-density region, namely
ρ ≥ 1014 g/cm3. For lower densities, the EoS Feynman-Metropolis-Teller [35], for 7.9 g/cm3 ≤ ρ ≤
104 g/cm3 where matter consists of e− and 56

26Fe; Baym-Pethick-Sutherland [36] for 104 g/cm3 ≤
ρ ≤ 4.3 × 1011 g/cm3 with Coulomb lattice energy corrections; and Baym-Bethe-Pethick EoS [37]
4.3 g/cm3 × 1011 ≤ ρ ≤ 1014 g/cm3 are used.

In the spherically symmetric case, the hydrostatic equilibrium is given by the Tolman-Oppen-
heimer-Volkoff equation relating the pressure P (r) and the energy density ρ(r) [38],

dP

dr
= −(ρ+ P )

m(r) + 4πr3P

r(r − 2m(r))
, (3)

with obvious condition of zero pressure at the star surface, P (R) = 0.
Calculations yielding mass-radius relation obtained in this way for two parameterizations (both

with inclusion of the hyperon degrees of freedom) are in Fig. 1. The typical radii (of static spehrically
symmetric neutron stars) are not much inuenced by the hyperon presence (compare, e.g., [27]) and they
are close to 12.5 km; the neutron star masses with hyperons are a bit higher than in the case of nucleonic
neutron stars.

4 Rotating neutron stars
To study rotation and deformation of neutron stars, we use the slow-rotation Hartle-Thorne approxima-
tion method [40] and the basis of our earlier calculation of spherical (static) neutron stars both with-
out [27] and with [30] hyperonic degrees of freedom, where we thoroughfully tested their properties
against the most strict constraints given by astrophysical data.

484

512 E. Beták, M. Urbanec, Z. Stuchlík



 0.5

 1

 1.5

 2

 2.5

 11  11.5  12  12.5  13  13.5  14
M

[M
s]

R[km]

Hu
Le

Fig. 1: Relation between mass and radius of a neutron star with hyperon degrees of freedom.

In the following, we refer to the essential ideas on their rotation and deformation, as they were
formulated by one of us recently [39]. The basic equation that describes the centrifugal force in a star
depending on the local spin frequency ω̄ measured in a local inertial reference frame satises in its lowest
order the differential equation (see, e.g., [21])

1

r4
d

dr

(
r4e−Φ−λdω̄

dr

)
+

4

r

(
d

dr
e−Φ−λ

)
ω̄ = 0, (4)

where Φ and λ are metric functions of a non-rotating star.
The total moment of inertia I = J/Ω, where J is the total stellar angular momentum, is given

by [21]

I =
8

3
π

∫ R

0

r4(ρ+ P/c2)
ω̄

Ω
exp(−Φ− λ)dr. (5)

In the Newtonian limit, ω̄ = Ω, λ = Φ = 0, P � ρc2, what gives INewton = 8
3
π
∫ R
0

r4ρdr.
In this presentation we focus also on the ratio of equatorial Req and polar Rpol radii. These are

given by the shape of isobaric surface

R(r,θ ) = r(P ) + ξ0(r) + ξ2(r)P2(cos θ), (6)

where r(P ) is the shape of isobaric surface of the nonrotating star, functions ξ0 and ξ2 are perturbation
functions (for details see [40]) and P2(cos θ) is Legendre polynomial. Radial and polar coordinates of
the star are given as Req = R(R,π/2), Rpol = R(R, 0).

The resulting inertia moment vs. compactness for six parameterizations of the equation of state
(see [27, 34]) as well as the ratio of the equatorial to the polar radii vs. compactness, as calculated for
the rotation frequency of 716 Hz (the most rapidly rotating star), are presented in Fig. 2. We see that
all calculated curves lie very close one to each other (especially in the case of the inertia moment), what
suggests that these quantities are generally very weakly dependent on the exact form of the equation of
state, even if hyperons are included.

To show the inuence of the speed of rotation, we have calculated the polar and equatorial radii
dependent on the rotational frequency for two DBHF parameterizations; they are presented in Fig. 3.

5 Conclusions
We calculated the properties of neutron stars stemming from the parametrized DBHF approach. In
addition to usual quantities, like mass, radius, etc., we calculated also the neutron star deformation
and moment of inertia vs. compactness. The nonzero deformation, which was obtained also for small
compactness, suggests that the deformation is a common feature for these stellar objects. Therefore,
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there emerges a new bridge between nuclear physics and general relativity, namely the possibility to
study the gravitational waves also from this point of view.
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Abstract
We have embarked on a systematic study of important astrophysical rp-process
rates for sd shell nuclei. Calculations and results for the 25Al(p,γ)26Si, 35Ar(p,γ)36K
and 29P(p,γ)30S reactions are discussed, as well as general principles for doing
such calculations.

1 Introduction
In explosive stellar environments, such as classical novae and x-ray bursters, thermonuclear radiative
capture reactions on unstable nuclei determine the path of nucleosynthesis towards the proton drip line.
These processes are often dominated by resonant capture to excited states above the particle-emission
threshold and therefore depend critically on the nuclear properties of the levels involved. However, since
the required spectroscopic information on proton-rich nuclei is difcult to obtain, one often has to rely
on input from theory, or the use of measured properties of the mirror nuclei. For the present work the
gamma and proton decay widths have been calculated with several Hamiltonians to nd their values and
to estimate their theoretical uncertainties. The determination of the level energies to be used for the
resonance Q values is discussed in the next section.

2 Procedure for determining energy levels in the nal nucleus.
Because of the exponential dependence of the reaction rate on the resonance energy of the nal nucleus
of the (p,γ) reaction [1], it is imperative to use as accurate energies as possible. Generally there are three
different sources for the energies of the nal T=1 nucleus that are input into the reaction rate calculations.
In order of preference they are: 1) well-established experimental energies 2) in the case of a T=1 nucleus,
predicted levels based on the Isobaric Mass Multiplet Equation (IMME) which uses the measured binding
energies of the T=1 partners and a theoretical value of the c-coefcient of the IMME [2] 3) level energies
calculated with reliable sd-shell two-body interactions, such as USDA and USDB [3].

The method used for 2) is explained in Ref. [15].
According to the IMME

B = a+ bTz + cT 2
z , (1)

where B is the binding energy of a state. For the three T=1 isobaric states one can then, with Tz =
(N − Z)/2, substitute Tz = 1, 0,−1 alternately, and by rearranging

Bp = 2Bo −Bn + 2c (2)

for the proton-rich member, where c can be expressed as

c = (Bn +Bp − 2Bo)/2. (3)

As a specic example, for 26Si one has

Bth(
26Si) = 2B(26Al)−B(26Mg) + 2cth. (4)
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For the calculation of the b- and c-coefcients of the IMME we use the USDB Hamiltonian [3]
for the charge-independent part and add the Coulomb, charge-dependent and charge-asymmetric nuclear
Hamiltonian obtained by Ormand and Brown for the sd shell [2]. This composite interaction is called
usdb-cdpn in NuShellX [4]. The cd refers to charge-dependent and pn because the calculations are done
in the pn formalism. For the nuclei considered in [2], A=18-22 and A=34-39, the 42 b-coefcients were
reproduced with an rms deviation of 27 keV and the 26 c-coefcients were reproduced with an rms
deviation of 9 keV. There is considerable state-dependence in the c-coefcients (ranging in values from
130 keV to 350 keV) that is nicely reproduced by the calculations (see Fig. 9 in [2]).
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from [5]. The crosses correspond to predicted ener-
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3 26Si as the nal nucleus
Because many levels in 26Si have uncertainties in terms of energy, spin and parity, a procedure often
adopted is to make assignments in 26Si based on known levels in the mirror nucleus 26Mg. We have also
made use of experimental information on the levels of excited states in 26Si from Ref. [5]. Using the new
sd-shell interactions USDA and USDB [3], as well as the older USD interaction [6], assignments be-
tween theory and experiment of corresponding levels in 26Mg levels have been conrmed, and new ones
suggested [7]. It has also been shown previously that the new interactions reproduce most observables in
the sd shell reliably, and in some cases better than USD [8].

In Fig. (1) values of c from experiment and theory are compared for states in 26Si ordered ac-
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cording to increasing experimental energy. The experimental values are obtained for states where all
three members of the multiplet are known. In general a good correspondence can be seen, the largest
deviations being less than 30 keV. There is considerable state dependence with c values ranging from
300 keV (for the 0+ ground state) down to 180 keV. This IMME method was used in [9] for the T=1
states of the odd-odd nuclei with mass 28, 32 and 36. The agreement with experiment [Fig. (1)] for our
even-even case appears to be better than obtained in [9] for the odd-odd cases.

Fig. (2) shows the excitation energies for 26Si obtained from Eq. (2) on the right compared to
experiment on the left. The calculated values can then be used as a guide to the correct spin/parity
assignments for measured levels in 26Si. Where no levels in 26Si are known, levels can be predicted.
Two such levels are indicated by crosses in Fig. (2). The three levels that are just above the proton-decay
separation energy of 5.51 MeV and of potential importance for the capture reaction at low temperatures
are indicated by the arrows in Fig. (2).

Based on the foregoing discussion, the 26Si energies used for the rate calculations are rstly the
established experimental values, then values based on the IMME where data is lacking, and nally values
calculated from USDA and USDB when there is insufcient information on the T=1 analog states. The
gamma and proton decay widths have been calculated with USDA and USDB.

4 36K as the nal nucleus
Fig. (3) shows the experimental excitation energies of the T=1 analog states for A=36. A number of
levels of 36K measured recently by Wrede et al [10] above the proton separation are included, and all
other excitation energies are from Ref. [11]. The cross on the 2.282 MeV 5− state in 36K indicates what
this level was associated with the 2+3 state by Wrede et al. Our reasons for associating the 2

+
3 level with
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the higher state at 2.446 MeV state are discussed in Ref. [12]. The levels labeled 36K IMME are based
on Eq. (2) with the experimental binding energies of 36Cl and 36Ar and the theoretical c-coefcient (Eq.
(3)). The crosses correspond to predicted energies without experimental counterparts.

In the present case there are two negative parity states, 3− and 5− as shown in Fig.(3), close to
some of the important resonances, and their contributions should be taken into account. In view of the
correspondence between mirror states for A = 36 it would be reasonable to substitute experimental values
of the spectroscopic factors and lifetimes from the mirror nucleus 36Cl in cases where a calculation is
not feasible. In this way the contributions from these negative parity levels can be taken into account
approximately.

5 30S as the nal nucleus
In Fig. (4) experimental energies, energies based on the IMME, and theoretical energies for usdb-cdpn
and USDB are shown for 30S. In general the experimental energies and those based on the IMME agree
quite well. The experimental energies below 5 MeV are from Ref. [13]. Some new measured energies
above 5 MeV from Ref. [14] have also been included (from their Table II). For three of these the energies
in the nucleus 30P are uncertain so that IMME values cannot be determined. Where energies could not
be predicted from the IMME, values based on usdb-cdpn were used. It is also seen from Fig. (4) that
the usdb-cdpn and USDB values do not differ much. Unlabeled theoretical levels (due to space con-
siderations) are, with usdb-cdpn energies given in brackets, 5+(6.99 MeV), 2+(7.27 MeV) and 0+(7.37
MeV).

6 Calculation of the reaction rates
The resonant reaction rate for capture on a nucleus in an initial state i, NA < σv >res i for isolated
narrow resonances is calculated as a sum over all relevant compound nucleus states f above the proton
threshold [1]

NA < σv >res i= 1.540 × 1011(μT9)
−3/2

×
∑

f

ωγif e−Eres/(kT ) cm3 s−1mole−1. (5)

Here T9 is the temperature in GigaK, Eres = Ef − Ei is the resonance energy in the center of mass
system, the resonance strengths in MeV for proton capture are

ωγif =
(2Jf + 1)

(2Jp + 1)(2Ji + 1)

Γp ifΓγf

Γtotal f
. (6)

Γtotal f = Γp if+Γγf is a total width of the resonance level and Ji, Jp and Jf are target, the proton
projectile (Jp = 1/2), and states in the nal nucleus, respectively. Approximations made in calculating
the proton width are discussed in Refs. [15], [12].

The total rp reaction rates have been calculated for each of the interactions USD, USDA and
USDB for 26Si. The Q values required for 26Si were based on measured energies, and where they were
not known values calculated from Eq. (4) were used. Above 8 MeV we used the energies obtained with
USDB that includes the addition of about 170 states with Jπ ≤ 5+ up to 14 MeV in excitation energy.
Fig. (5) shows the results for the resonance-capture rate obtained using the levels adopted for 26Si (given
in Table I, Ref. [15]).

In Fig. (6) the reaction rates leading to 36K are shown. It should be noted that the contribution of
the negative parity state 3− is signicant and cannot be neglected, even if it has to based on measured
spectroscopic factors and gamma widths of the mirror nucleus 36Cl.
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In Fig. (7) the results for 30S are shown, indicating that the dominant contributions are from the
3+(1), 2+(3) and 2+(4) states.

7 Uncertainties in the resonant capture reaction rates
A detailed analysis of error sources in the rate calculations has been given in Ref. [15]. A general
indication of the variation caused by the use of different interactions can be obtained by comparing the
corresponding reaction rates. As an example this is shown in Fig. (8) for the reaction 35Ar(p,γ)36K.
Comparisons with the 2010 Evaluation of Monte Carlo-based Thermonuclear Reaction Rates [16] have
been made for 26Si and 36K in Refs. [15] and [12] respectively.

8 Conclusions
We have summarized the results of rp reaction rate calculations for three T=1 sd-shell nal nuclei. When
experimental energies are not available to determine the Q values of the proton capture process, we
resorted to the IMME method which is empirically based, except for a contribution from a theoretical
c-coefcient. We have demonstrated that a good correspondence between theoretical and experimental
values of the c-coefcient for sd-shell nuclei generally exists. The method leads to a reliable prediction
of energy levels in the nal nucleus provided the energies of the T=1 analog partners are known. The
required spectroscopic factors and gamma decay lifetimes for rate calculations were obtained from shell-
model calculations using the new sd-shell interactions USDA and USDB (or usda-cdpn and usdb-cdpn)
for the charge-independent parts of the interactions. Where some negative parity states occur in the
region close to the threshold energy, their contributions to the reaction rate were estimated by using
spectroscopic factors and lifetimes of their mirror counterparts. In this way the contributions of such
states could be taken into account approximately.
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Meson photoproduction from the nucleon at CLAS

D.P. Watts for the CLAS collaboration at Jefferson Lab
SUPA, University of Edinburgh, UK

Abstract
The excitation spectrum of the nucleon provides a stringent constraint on the
dynamics and interactions of its internal constituents and therefore probes the
mechanism of connement in the light quark sector. Our detailed knowlege of
this excitation spectrum is poor, with many predicted states not yet observed
in experiment and many “established” states having poorly known properties.
To address these shortcomings a worldwide effort is currently underway ex-
ploiting the latest generation of electron and photon beams in detailed studies
of meson photoproduction from nucleon targets. A major contribution to this
effort will come from the experimental programme at Jefferson Lab exploiting
the frozen spin target (FROST) with the CLAS spectrometer. The status of this
project will be presented along with preliminary results and analyses.

1 Introduction

Fig. 1: Schematic diagram of the CLAS detector.

Obtaining an accurate determination of the excitation spectrum of the nucleon would provide
stringent constraints on our understanding of the dynamics and degrees of freedom of its constituents.
Signicant advances in theory aiming to understand this spectrum have taken place in recent years. One
recent highlight is the emergence and expected progression of Lattice QCD predictions, which provide
a more direct link between the properties of the excitation spectrum and the underlying non perturbative
QCD processes in the light quark sector [2]. Better establishing the excitation spectrum would also
guide renements to QCD-based phenomenological models such as constituent quark models. The recent
lattice results tend to support the nding of many constituent quark models that there should be many
more excited states of the nucleon than have currently been observed, particularly in the mass region
above 1.8 GeV/c2.
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Fig. 2: Schematic diagram of FROST.

It remains a major challenge to current hadron physics to establish whether this “missing reso-
nance” problem is due to deciencies in the coverage, quality, or completeness of the world data set
to date or whether these states are absent in nature, with signicant consequences to our understanding
of nucleon dynamics. As well as hunting for unseen resonances, it is important to better establish the
properties of “known” resonances, reaching a situation where they are consistently evident in different
analyses and have consistent electromagnetic couplings, masses and widths.

Meson photoproduction is an excellent tool to study the nucleon resonance spectrum. The photon
offers a clean well understood probe, with the advantage over previous studies with spinless pion beams
that the response of the nucleon to polarisation degrees of freedom can be utilised. The new generation of
measurements of meson photoproduction carried out or planned at many of the world’s electromagnetic
beam facilities will provide a step change in the quality of available experimental data. The use of photon
beams and targets with high degrees of polarisation, coupled with large acceptance particle detectors is
essential for disentangling the spectrum of excited states, which can only be revealed from the data by
a detailed partial wave analysis (PWA). The inadequacies of the current world data set are highlighted
by the differences in the composition of the resonance spectrum by different partial wave analyses of the
same data (for a review see [3]). Signicant advances in PWA analyses themselves are also currently
underway, including the SAID [5], MAID [6], Bonn-Gatchina [7] and EBAC [1]. One recent highlight
from these developments comes from the coupled channel models developed by the EBAC group at
Jefferson Lab, which recently led to the suggestion that the low mass of the Roper resonance may arise
from strong coupled channel effects [1]. A common problem for all the PWA’s in meson photoproduction
is that they are currently under-constrained and require more comprehensive experimental data to permit
more consistent interpretations of the contributing resonances and reaction mechanisms.

The CLAS measurements presented in this contribution will form a crucial part of this world ef-
fort to improve the world data base available for PWA studies. The FROST experiment will provide
complete or nearly complete measurements for a whole range of meson photoproduction reactions such
as γp → Nπ, pη, pω,K+Y and pπ+π−. A “complete” measurement corresponds to the determination
of sufcient experimental quantities to eliminate experimental ambiguities in extracting the scattering
amplitude for the reaction and thereby putting as tight constraints on the various PWA’s as possible.
Achieving a complete measurement requires the precise determination of at least eight well chosen ex-
perimental observables (for a recent discussion see [4]). One combination is the cross section, three
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single-spin and four double-spin observables. For hyperon production channels the ability to determine
the polarisation of the recoiling hyperon from the angular distribution of its weak decay allows this com-
plete determination to be achieved entirely from observables measured in the CLAS programme. For
non-strange production channels a close to complete set can be obtained at CLAS.

The experimental facilities will be discussed in section 2. A selection of preliminary results for
beam-target observales will be presented in sections 3-6.

2 Experimental Setup
The Continuous Electron Beam Accelerator Facility (CEBAF) provides high-intensity electron beams of
up to 6 GeV with approximately 100% duty cycle simultaneously to three experimental halls: A, B and
C. The upgrade to 12 GeV will be completed in 2014, with associated upgrades to the equipment in the
three current experimental halls and a fourth hall, D, currently under construction. The CEBAF acceler-
ator consists of two anti-parallel superconducting RF-linacs connected by recirculation arcs to create a
racetrack with a combined length of 1.4 km. The accelerator produces a continuous-wave electron beam
which can circulate around the linacs up to 5 times, gaining 1.2 GeV of energy with each pass.

Hall B houses the CEBAF Large Acceptance Spectrometer (CLAS), which can be used with both
electron and photon beams. A schematic diagram of CLAS is shown in Fig.1. CLAS is a multi-layered
magnetic spectrometer, divided into six independent sectors by six superconducting coils arranged sym-
metrically around the beamline producing a toroidal magnetic eld. There is a magnetic eld free region
in the centre of the detector, allowing for the use of polarised targets such as FROST. For photon beam
experiments the innermost detector is a scintillator start counter surrounding the target providing timing
and triggering information on charged reaction products. Outside the start counter, the rst three layers
of detectors consist of drift chambers to determine the curved trajectories and hence momenta of charged
particles. Surrounding the drift chambers, gas Cherenkov Counters identify electron events and allows
for the differentiation of electrons from pions. This is then surrounded by a layer of plastic scintilla-
tion bars for time-of-ight measurements. The outermost detector system is made up of electromagnetic
calorimeters for the detection of photons, electrons and high-energy neutrons.

Near the entrance to Hall B the electrons from CEBAF impinge on a thin radiator in which they un-
dergo bremsstrahlung. The recoiling electrons from this process are momentum analysed in a magnetic
spectrometer containing a highly segmented focal plane comprised of thin plastic scintillation detector
elements. The device can tag photons in the energy range 0.35 to 5.8 GeV. Circularly polarised pho-
tons can be produced by utilising a longitudinally polarised electron beam. The direction of the electron
polarisation (and therefore photon circular polarisation) was ipped at a rate of 30 Hz. Linear photon
polarisation can be achieved by using a thin diamond radiator. For such cases the lattice structure co-
herently enhances the momentum transfer direction in the scattering process to directions related to the
reciprocal lattice vectors of the crystal, producing linear polarisation for the bremsstrahl photons.

The frozen spin target (FROST) is placed at the centre of the CLAS detector and provides a highly
polarised proton target for use in a wide range of experiments. A schematic of the FROST apparatus is
shown in Fig. 2. The target material consists of frozen, 1-2 mm beads of butanol (C4H9OH) mixed by
weight with 5% H2O and 0.5% TEMPO (2,2,6,6-tetramethylpipendine- 1-oxyl), and is placed inside the
target cup which is 50 mm long and 15 mm in diameter. The target material was chosen to have a high
maximum polarisation, a high ratio of polarisable nucleons to the total number of nucleons (the quality
factor), a high resistance to ionising radiation, and a small number of unwanted polarisable nuclei. In
butanol the non-hydrogen components, carbon and oxygen, are spinless particles, so pure butanol has
no background polarisation to correct for. To subtract the yield from the unpolarised nuclei the frost
target was run simultaneously with a separate carbon and polythene detector downstream of FROST.
Events from these targets could be identied from the vertex tracking information of CLAS and their
contribution to the butanol yield could be assessed for any variable of interest in the analysis. In operation
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the FROST target achieved polarisation levels immediately following the polarising process of 85% to
90% and the polarisation degraded at a rate of 0.9% (spin paralell to beam) to 1.5% (anti-parallel to beam
axis) per day.

In the following sections some of the preliminary analysis results from the rst round of FROST
data using a longitudinally polarised proton target will be presented.

Fig. 3: Preliminary results for E in �γ�p → pη for energiesW = 1.525 − 1.925 GeV . Curves: η-MAID (dotted
line), Bonn-Gatchina PWA (dashed line), and SAID (solid line).

Fig. 4: Preliminary results of the double-polarisation observable E (helicity difference) for �γ�p → nπ+ [11].
The inner error bars indicate stat. uncertainties; the outer error bars include a 10% sys. uncertainty, which is
expected to be reduced in the nal analysis. The curves show solutions of the SAID SP09 [5], MAID [6] and
SAID SM95 PWA.

3 The beam-target helicty asymmetry, E, in η photoproduction
The measurement of a wide range of nal states in meson photoproduction is highly desirable, not only
to constrain coupled channel analyses but also as certain channels are expected to lter contributions of
nucleon resonances to the scattering amplitude. One example of this is η photoproduction which due
to the I=0 isospin of the η can be produced in a single step mechanism only via intermediate nucleon
resonances having isospin, I=1

2
. This restriction simplies the data interpretation and theoretical efforts

to predict the excited states contributing to these reactions.

498

526 D. Watts



Fig. 5: (Upper) phi asymmetry for the positively polarised target setting. (Lower) phi asymmetry for negative
target setting. The vertical red line at 00 is present to help demonstrate the phase shift in the asymmetry due to the
G contribution to the cross section [8]

Fig. 6: Preliminary FROST values of the double-polarisation observable G (black points) plot as a function of
cos(θ) for a small fraction of the available mass (W) bins [8]. Overlaid on the plots are the current SAID [5] (solid-
red line) and MAID2007 [6] (dashed-blue line) solutions. The open pink squares show the previous experimental
data for G.

The polarised cross section for the reaction �γ�p→ pη of circularly-polarised photons on longitudinally-
polarised protons is given by:

dσ

dΩ
=

dσ

dΩ0
(1− Pz δ�E) , (1)

where dσ/dΩ0 is the unpolarised cross section. Pz and δ� are the degrees of target and beam polarisation,
respectively. E denotes the helicity asymmetry.

The asymmetry is extracted from the difference in reaction yields between the photon and target
nucleons spins aligned or antialigned. Preliminary results [9] of the helicity asymmetry, E, for �γ�p→ pη
are shown in Fig. 3. Since the η threshold is dominated by the N(1535)S11 resonance, the observable
exhibits values close to unity for W ≤ 1.6 GeV/c2 . The preliminary results indicate that the observ-
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Fig. 7: Preliminary target asymmetry, Pz , from FROST for the reaction �γ�p → pπ+π− for Eγ ∈

[0.7, 0.8] GeV [10]. Error bars are statistical only.

able remains positive below about W = 2 GeV, providing new information to constrain the partial wave
analyses for this channel.

4 The beam-target helicity asymmetry E in π+ photoproduction
Comprehensive measurement of the pion production reaction is important as, of all the production chan-
nels accesible, the pion photoproduction is expected to give sensitivity to the largest set of resonances.
The current database for pion photoproduction is mainly populated by unpolarised cross section data and
single-spin observables and is therefore signicantly under-constrained.

Figure 4 shows preliminary results [11] of the double polarisation E for �γ�p → π+n (Eqn. 1).
While the predictions shown in Fig. 4 agree nicely with the new data at low energies, discrepancies
emerge at higher energies for W ≥1.7 GeV/c2. Single-pion photoproduction in this region appears less
well understood than previously expected. The implications for the resonance spectrum and properties
will be explored when the nalised results are included in the various PWAs.

5 The beam-target linear asymmetry G in π+ photoproduction
The use of a linearly polarised photon beam with a longitudinally polarised proton target gives access to
the observable G, for which only sparse data exists in the current world data base. The differential cross
section for the case of a linearly polarised photon beam and longitudinally polarised proton target can be
written as:

dσ

dΩ
=

(
dσ

dΩ

)

0

(1− PLΣcos(2φ) + PLδ�G sin(2φ)), (2)

where dσ/dΩ0 is the unpolarised cross section. PL and δ� are the degrees of linear beam and target
polarisation, respectively. G denotes the beam-target linear asymmetry observable and Σ is the single
beam polarisation observable.

There were two possible settings for the photon beam polarisation in the rst FROST experiment:
PARA (||) in which the electric eld vector was parallel to the oor and PERP (⊥) in which the electric
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                
             
              
                 
        

N(φ)⊥ −N(φ)
||

N(φ)⊥ +N(φ)
||

= PLΣcos(2φ) − PLδ�G sin(2φ). 

                
                  
        φ           
              

                  
                 
                    
            
                  
              
                  
              

6 Polarisation observables for π+π− production on the proton
                
          Δπ    
            
            

I = I 0 { ( 1 +Λ z · Pz ) + δ� (I � + Λz · P
�

z ) } ,

 I 0       δ�  Λz       
      Pz  I �    
            

        Pz  γ�p→ π+π−    θ  φ
        π+          
       θπ+        
             

7 Conclusion
             
               
            
               
                
               
               
      



529Meson photoproduction from the nucleon at CLAS 



8 Acknowlegements
The work is supported by DOE and NSF grants. The author thanks the Science and Technology Funding
Council (UK) for support.

References
[1] H.Kamano and S. X. Nakamura and T. -S. H. Lee T. Sato, Phys. Rev. C81, 065207 (2010).
[2] Bulava, J. and Edwards, R. G. and Engelson, E. and Joó, B. and Lin, H-W. and Morningstar, C. and

Richards, D. G. and Wallace, S. J Phys. Rev. D82, 014507 (2010); arXiv:1104.5152 [hep-ph]
[3] E. Klempt, J-M Richard, Rev. Mod. Phys. 82, 1095 (2010)
[4] B. Dey, M.E. McCracken, D.G. Ireland, C.A. Meyer, Phys Rev C83 055208 (2011)
[5] M. Dugger et al. [CLAS Collaboration], Phys. Rev. C79, 065206 (2009) and references therein;

http://gwdac.phys.gwu.edu/
[6] D. Drechsel, O. Hanstein, S. S. Kamalov, L. Tiator, Nucl. Phys. A645, 145-174 (1999);

http://wwwkph.kph.uni-mainz.de/MAID/
[7] E. Klempt, A.V. Anisovich, V.A. Nikonov, A.V. Sarantsev, U. Thoma., Eur.Phys.J.A24:111-

128,2005; http://pwa.hiskp.uni-bonn.de/
[8] J. McAndrew, Ph.D thesis University of Edinburgh, UK, 2011 submitted
[9] B. Morrison, NSTAR 2011, Jefferson Lab.
[10] S. Park, NSTAR 2011, Jefferson Lab;
[11] S. Strauch, arXiv:1108.3050 [nucl-ex].
[12] W. Roberts, T. Oed, Phys. Rev. C71, 055201 (2005).

502

530 D. Watts



Strangeness Production on Nuclei

H. Lenske, T. Gaitanos, A. Obermann
Institut für Theoretische Physik, U. Giessen,
Heinrich-Buff-Ring 16, D-35392 Giessen

Abstract
Strangeness production on nuclei leading to the formation of hypernuclei is
investigated by various probes ranging from high-energy photons to hadronic
probes as pions, protons and heavy ions and antinucleon annihilation on nu-
clei with associated hadron production. Photo- and hadro-induced strangeness
production is considered for coherent reactions, transforming a target nucleon
into a bound hyperon. KΛ production is described in a fully quantum mechan-
ical approach accounting for initial and nal sate interactions and state-of-the
art nuclear wave functions. The production vertex is described by a resonance
model where the incoming projectile rst excites a target nucleon into res-
onance, subsequently decaying into the KΛ channel. Recent results for in-
medium hyperon interactions are discussed. The production of S = −2 hyper-
nuclei is investigated by exploratory transport-theoretical studies of antiproton-
nucleus collisions.

1 Introduction
Investigations of hypernuclei and their production in various types of reactions are a natural extension of
traditional nuclear physics. Such studies are allowing to gain new insight into the dynamics of a system
under strong interactions, the interactions of baryons of different avor and the evolution of many-body
dynamics of a mixed avor system. Our purpose is to study the production and the spectroscopy of
hypernuclei with strangeness S = −1 and S = −2. Even after decades of research on single-strangeness,
i.e. single Λ, hypernuclei, our knowledge is sparse, mainly because of the limited set of data on Y N
interactions and the lack of high resolution spectroscopic data on hypernuclei. Hence, on the theoretical
side the task is challenging because at present we have to derive the properties of Y N interactions from
a rather limited knowledge base. However, in the not too far future the situation will improve because
of the ongoing or planned experiments on hypernuclear physics at various facilities around the world,
ranging from JLAB (and RHIC) in the US, over the activities at MAMI, GSI and the upcoming FAIR
facility in Germany to J-PARC in Japan. A comprehensive recent review on the status of hypernuclear
physics is found on [1].

In section 2, we present the details of our theoretical approach to strangeness production by co-
herent photon- and hadron-nucleus scattering. The model has been used to investigate especially kaon
production on nuclei by incoming photons [2, 3], protons [4], and pions [5], respectively, presented for
the (π+,K+) reaction data for 12C, 40Ca, 51V, and 89Y targets, measured some time ago at KEK by
Hotchi et al. [6]. As a typical case, in sect. 4, we present numerical results for pion- and proton-induced
kaon production on nuclei, analyzing KEK data in sect. 4.1. Proton-induced hypernuclear production,
discussed in sect. 4.2 may be of potential interest for future activities at J-PARC. In section 5 our recent
results [7] on the production of S = −2 double-Λ hypernuclei by antiprotons at PANDA are briey
presented. Last but not least, in section 6 we report on rst results on Y N interactions, obtained by a
coupled channels Lippmann-Schwinger approach. Results are summarized in section 7.

2 Covariant Model for Hadro-Production of Kaons
Most of the theoretical models used so far to describe the (π+,K+) reaction employ a non-relativistic
distorted wave impulse approximation (DWIA) framework [8] (see also ref. [9] for a comprehensive re-
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view of these models). In these calculations, the Λ bound states are generated by solving the Schrödinger
equation with Woods–Saxon or harmonic oscillator potentials. However, for processes involving mo-
mentum transfers of typically 300MeV/c or more, a non-relativistic treatment of the corresponding wave
functions may not be adequate as in this region the lower component of the Dirac spinor is no longer
negligible in comparison to its upper component. The approach is discussed in detail in ref. [5].

In that paper, we have studied the A(π+,K+)ΛA reaction in a fully covariant model by retaining
the eld theoretical structure of the interaction vertices and by treating the baryons as Dirac particles.
In this model, the kaon production proceeds via the collision of the projectile pion with one of the
target nucleons. This excites intermediate baryon resonance states (N∗) which decay into a kaon and a
Λ hyperon. The hyperon is captured in the respective nuclear orbit while the kaon re-scatters onto its
mass shell. A similar picture has been used to describe the A(p,K+)ΛB and A(γ,K+)ΛB reactions in
refs. [2–4]. In our model, the intermediate resonance states included are N∗(1650)[1

2

−], N∗(1710)[1
2

+],
and N∗(1720)[3

2

+] which have dominant branching ratios for the decay to the K+Λ channel [2–5].
Terms corresponding to the interference among various resonance excitations are included in the total
reaction amplitude.

The structure of our model for the (π+,K+) reaction is described by the elementary strangeness
production amplitude through excitation of a nucleon resonance N∗ decaying into the K+Λ channel.
Obviously, those resonances with a large K+Λ branching ratio are of special interest. In the energy
region considered here, these are the N∗(1650)[1

2

−

], N∗(1710)[1
2

+
], and N∗(1720)[3

2

+
] baryon reso-

nances. Terms corresponding to the interference between various amplitudes are retained. As found in
our previous investigations the s-channel resonance mechanism dominates by far strangeness production
in elementary reactions on the nucleon [10, 11] and on nuclei [5], respectively.

2.1 Interaction Lagrangians
For the interaction terms of the spin-1/2 resonances, we have vertices of pseudoscalar (PS) or pseu-
dovector (PV) form. The pseudovector coupling is consistent with the chiral symmetry requirement of
the fundamental theory of strong interactions (quantum chromodynamics (QCD)). In contrast to that, the
pseudoscalar one does not have this property, but it is easier to calculate. The couplings are in both cases
xed in such a way that they are equal on-shell; for off-shell cases, their difference is suppressed due
to the denominator of the resonance propagator. It is, therefore, arguable which Lagrangian to use. The
best approach would be to introduce a mixing parameter, which was investigated in [4].

In order to avoid the introduction of additional parameters due to a PS-PV mixing [4] we use the
convention of either choosing the PS or the PV couplings for these vertices.

The pseudoscalar interaction Lagrangians for the spin-1/2 resonances are given by

LPS
πNN∗

1/2

= −gπNN∗ψ̄N∗Γ(τ · φπ)ψN + h. c. , (1a)

LPS
N∗

1/2
KΛ = −gN∗ΛKψ̄N∗ΓφKψΛ + h. c. , (1b)

where the Γ takes care of parity conservation. We use

Γ =

{
for odd parity

iγ5 for even parity ,

and h. c. in Eqs. (1) denotes the hermitean conjugate.
The pseudovector Lagrangians involve the derivative of the pion wave function rather than the

wave function itself. This introduces an additional mass dimension, which is taken care of by a “rescal-
ing” of the coupling constant. It also ensures the matching of the on-shell behaviour the two types of
Lagrangians. The pseudovector Lagrangians are given by

LPV
πNN∗

1/2

= −
gπNN∗

mN∗ ±mN
ψ̄N∗γμΓ∂μ(τ · φπ)ψN + h. c. , (2a)
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LPV
N∗

1/2
KΛ = −

gN∗KΛ

mN∗ ±mΛ

ψ̄N∗γμΓ∂μφKψΛ + h. c. , (2b)

where Γ is given by

Γ =

{
i for odd parity
γ5 for even parity ,

and the upper and lower signs are used for even and odd parity resonances, respectively.
The spin-3/2 resonance Lagrangians are given by

LπNN∗

3/2
=

gπNN∗

mπ
ψ̄μ
N∗∂μ(τ · φπ)ψN + h. c. , (3a)

LN∗

3/2
KΛ =

gN∗KΛ

mK
ψ̄μ
N∗∂μφKψΛ + h. c. . (3b)

The values and signs of the various coupling constants are taken from [5]. These parameters describe
well the associated K+Λ production in proton-proton collisions within a similar resonance picture. All
the pion-resonance-kaon vertices that are of interest in this paper are involved in this reaction.

2.2 Resonance Propagators
The initial πN and the nal KΛ interaction vertices are connected by a propagator describing the evo-
lution of the intermediate N∗ resonance. For the spin-1/2 and spin-3/2 resonances the propagators are
given by

D1/2 = i
γμp

μ +m

p2 − (m− iΓN∗/2)2
(4)

and
Dμν

3/2 = −i
γλp

λ +m

p2 − (m− iΓN∗/2)2
Pμν , (5)

respectively. In eq. 5 we have dened

Pμν = ημν −
1

3
γμγν −

2

3m2
pμpν +

1

3m
(pμγν − pνγμ) . (6)

ΓN∗ in Eq. (4) and Eq. (5) is the total width of the resonance. It is introduced in the denominator to
account for the nite life time of the resonances for decays into various channels. This is a function of
the centre of mass momentum of the decay channel, and it is taken to be the sum of the widths for pion
and rho decay (the other decay channels are considered only implicitly by adding their branching ratios
to that of the pion channel) [5]. At this time, we neglect corrections to the resonance propagators from
in-medium self-energies as no major change is expected in our results due to these effects. As pointed out
in [5], the in-medium effects on the widths of the s- and p-wave resonances, which make the dominant
contribution to the cross sections investigated here, are not substantial. The reason is that for the present
purpose resonances occur only as intermediate states which implies an integration over their respective
spectral distributions.

3 Nuclear Model
The spinors for the nal bound hypernuclear state (corresponding to momentum pΛ) and for the inter-
mediate nucleonic state (corresponding to momenta pN ) are required to perform numerical calculations
of various amplitudes. We assume these states to be of pure-single particle or single-hole congurations
with the core remaining inert. In experimental measurements, however, core excited states have also been
detected (see, eg. [1]). A covariant description of the core polarization can, in principle, be achieved by
nuclear many-body theory. However, those procedures are tedious and they are out of the scope of our
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Fig. 1: The total averaged cross section for the 89
ΛY hypernucleus [5]. The date are taken from [6].

present study. Therefore, here we concentrate on those transitions which involve pure single-particle and
single-hole states.

The spinors in momentum space are obtained by a Fourier transformation of the corresponding
coordinate space spinors which are solutions of the Dirac equation with self-energies consisting of an
attractive scalar part (Vs) and a repulsive vector part (Vv), both including isoscalar and isovector contribu-
tions [12, 13]. For numerical convenience, the self-consistent Dirac-Hartree-Fock self-energies obtained
by our DDRH approach [12, 13] are parametrized in terms of static potentials with Wood–Saxon form
factors [5].

4 Associated Strangeness Production in Hadron-Nucleus Reactions
4.1 Pion-induced Strangeness Production
After having established the effective Lagrangians and the coupling constants, one can write down the
matrix elements, by following the well known Feynman rules. As an example, let us consider in some
detail the case of a π+,K∗ reaction [5]. The isospin part is treated separately which gives rise to a
constant factor for each graph. Thus, the matrix element for our process is given by

M =

∫
d4kN
(2π)4

∫
d4kΛ
(2π)4

∫
d4p
(2π)4

φ∗

K(p− kΛ)ψ̄Λ(kΛ)Γα

× i
γμp

μ +mN∗

p2 − (mN∗ − iΓN∗/2)2
Γβφπ(p− kN )ψN (kN ) . (7)

In Eq. (7), the factors Γα and Γβ are given according to the interaction Lagrangians, Eqs. (1)–(3) where
the indices distinguish different kinds of vertex operators. The meson wave functions are denoted by φ,
and the in-medium Dirac spinors ψ are the solutions of the single-particle Dirac equations.

The incident pion and outgoing kaon elds are given by

φ(+)
π (p�π) = δ(p�π0 − Eπ)

∑

�πmπ

(−1)�πY ∗

�πmπ
(p̂π)Y�πmπ

(p̂�π)

× f�π(k
�

π, kπ) , (8)

φ
(−)∗

K (p�K) = δ(p�K0 − EK)
∑

�KmK

(−1)�KY�KmK
(p̂K)Y ∗

�KmK
(p̂�K)

× f�K (k
�

K , kK) , (9)
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Fig. 2: Angular distributions for proton-induced hypernuclear production on a 40Ca target nucleus at Tlab =2 GeV.
Results for various nal Λ single particle orbitals are shown [4].

where Eπ and EK represents the energies of the incident pion and outgoing kaon, respectively; pK and
pπ denote the meson on-shell momenta. The functions f� are given by

f�(k
�, k) =

1

2π2

∫
∞

0

j�(k
�r)fC

� (r)r2dr , (10)

where the wave function fC
� is the coordinate space solution of the Klein–Gordon equation with a meson-

nucleus optical potential and on-shell momentum k. Corresponding expressions for photo-production
and proton-induced strangeness production on nuclei are found in refs. [2–4].

Besides the genuine production vertex, the size of reaction cross section is also determined by
initial and nal state interactions of the incoming pion and the outgoing kaon, respectively. In both
cases we use a relativistic eikonal approach [5,14]. A typical result of our π+,K+ model calculations is
shown in Fig.1 where we compare theoretical results for the production of the 89

ΛY hypernucleus to data
measured at KEK by Hotchi et al. [6].

4.2 Proton-induced Strangeness Production
Obviously, the production process can be induced by a variety of probes. Another important hadronic
reaction scenario is proton-induced strangeness production, measured e.g. at COSY for elementary
targets and at J-PARC for nuclear targets. Different types of reactions are possible, like p+A(N,Z) →

ΛB(N−1, Z)+n+K+, p+A(N,Z) → ΛB(N,Z−1)+p�+K+, and p+A(N,Z) → ΛB(N,Z)+K+

where N and Z are the target neutron and proton numbers, respectively. Here, we study the last reaction
[to be referred to as A(p,K+)ΛB] which is exclusive in the sense that the nal channel is a two body
system. In this reaction the momentum transfer to the nucleus is much larger than in (π+,K+) reaction,
about 1.0 GeV/c as compared to about 0.330 GeV/c in forward direction.

The elementary kaon production process proceeds as discussed before mainly through interme-
diate nucleon resonances via a collision of the projectile nucleon with one of its target counterparts,
thereby exciting intermediate baryonic resonances decaying subsequently into a kaon and a Λ hyperon.
The N∗(1650), N∗(1710), and N∗(1720) states are especially important. The nucleon and the hyperon
involved in the production process are captured into nuclear orbitals while the kaon is scattered onto its
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frame, as indicated [7].

mass shell. Three active bound state baryon wave functions are taking part in the reaction allowing the
large momentum transfer to be shared among the participants.

Angular distributions for associated strangeness production in a (p,K+) reaction at Ep =2 GeV
on a 40Ca target are shown in Fig.2. Although initial and nal state interactions are at present not included
the magnitude of the cross sections in the nano- to picobarn range can be expected to be realistic, ranging
at the lower end of the experimental feasibility. The shapes of the angular distributions are depending
sensitively on the quantum numbers of the orbits into which the Λ is captured.

5 Production of S = −2 Hypernuclei in Antiproton-Nucleus Collisions
Experimental information on single-Λ hypernuclei is conventionally provided by spectroscopy using
pion or kaon beams, by high energy protons, and by electro-production. In these cases the structure of
rather cold hypernuclei at ground state density is explored. In reactions induced by intermediate energy
heavy-ion beams, however, a quite different scenario is encountered: hyperons are produced at densi-
ties above saturation, in turn being captured by nuclear fragments. In such reactions one might explore
the high density behavior of the hyperon-nucleon interaction. The production of single-Λ hypernuclei
in reactions between heavy nuclei was rst theoretically proposed by Kerman and Weiss as early as
1973 [15]. Complementary studies then followed by several groups [16–18]. Observations on hyper-
nuclei and antihypernuclei in relativistic heavy-ion collisions have been reported recently by the STAR
Collaboration [19] (see also for an experimental overview Ref. [20]). Furthermore, the HypHI and FOPI
Collaborations [21, 22] at GSI have performed heavy-ion experiments.

The formation of double-Λ hypernuclei is in the focus of strangeness-nuclear physics since the
experimental discovery of the 10

ΛΛBe and the 6
ΛΛHe hypernuclei. For this purpose the copious production

of rather slow Ξ-hyperons is necessary. One of the key projects in the new FAIR facility is the exper-
imental investigation of S = −2 hypernuclei by the PANDA Collaboration [20]. Here one intends to
form hypernuclei by two-step reactions induced rst by a p̄-beam at momenta around 3 GeV/c, i.e. close
to the ΞΞ production threshold (P thr

lab = 2.62 GeV/c), and then by low energy Ξ-beams, produced in
the reaction of the rst target with p̄-beams. In contrast to reactions induced by protons/heavy-ions, here
the main production mechanism for hypernuclei arises from in-medium pN -annihilation with high cross
section at PANDA energies.
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Fig. 4: In-medium NΛ and NΣ0 scattering lengths as a function of the nucleon Fermi momentum.

An appropriate theoretical approach, being able to describe the complexity of the reaction pro-
cess, is a combination of covariant transport theory (GiBUU) [23] and a statistical fragmentation model
(SMM) as used in [7]. Results of such a calculation are displayed in Fig. 3, where results for the frag-
ment yields concerning the reaction with the secondary target are shown. According these theoretical
calculations a copious production of double-Λ hyperclusters is possible at PANDA.

6 Hyperon-Nucleon Interactions in Nuclear Matter
A central question of hypernuclear physics is to understand the dynamics of hyperons in nuclear matter.
Hyperon-nucleon (YN) and hyperon-hyperon (YY) interactions are the key quantities to be derived from
the formation and spectroscopy of hypernuclei. The derivation of Y N and Y Y interactions is a challenge
to theory. At present, the data base is extremely poor, by far not broad enough in order to determine the
free space interactions unambiguously, as e.g. seen in [24,25]. We have started a new survey, attempting
a comprehensive description of free space and in nuclear matter [26]. Using the Bonn NN-potential as
a starting point, guaranteeing an accurate description of NN -scattering observables, the model is being
extended into the S = −1 Y N region and further extensions into the S = −2 Y Y sector are envisioned.
Our nal goal is to have at hand a reliable BB interaction model in the lowest SU(3) octet sector for
asymmetric nuclear matter. A new feature of Y N interactions is the mixing among the various S = −1
Y N congurations of the same total charge Q and isospin I , e.g. for Q = 0, I = 1

2
channel mixing

occurs for the Λn, Σ0n states. Hence, in general we solve a coupled channels problem in free space and
in nuclear matter for the Y N interactions:

Tij(q, q
�) = Vij(q, q

�) +
∑

k

∫
d4p

(2π)4
V (q, p)g∗k(p)QFk(p)Tkj(p, q

�) (11)

describing the propagation of the intermediate (BB�)k pair by he in-medium propagator g∗k. In nuclear
matter, we account for the Pauli-exclusion principle in the intermediate states by the projector QFk

(QFk → 1 in free space), blocking states inside the Fermi spheres of the different baryon species in
hypermatter. The Lippmann-Schwinger equation, eq.11, is solved in the particle basis, taking care of the
different thresholds in the N − Λ− Σ system. As a typical result, the variation of the s-wave scattering
length as a function of the nucleon density in symmetric nuclear matter is shown in Fig.4.

7 Summary
Strangeness production on nuclei was considered by various reaction scenarios. Coherent pion- and
proton-induced reactions leading to the K+Λ nal channel were investigated. Starting from a Lagrangian
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formulation explicit expressions for the production vertices and reaction matrix elements were derived.
Nuclear wave functions are obtained in the microscopic DDRH approach, expressing Dirac-Brueckner-
Hartree-Fock interactions by density dependent meson-baryon coupling constants. KEK data for hyper-
nuclear production by (π+,K+) reactions were well described. The production of S = −2 double-Λ
hypernuclei in antiproton-nucleus collisions in the PANDA energy regime was explored in a transport
theoretical approach. A rst quantitative prediction on ΞΞ production and the formation of secondary
Ξ beams was obtained. Hyperon-nucleon interactions in free space and asymmetric nuclear matter were
studied in a coupled channels Brueckner G-matrix approach.
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NIF and Omega provide new capabilities for studying the interplay between nuclear and plasma 
processes. The temperature and density conditions of the dynamic plasma environment created by ICF 
facilities probe new, as yet unachievable degrees of freedom in nuclear reaction mechanisms and 
nuclear-atomic interactions, enabling new research directions in nuclear physics and fostering the 
growth of a new interdisciplinary field: Plasma Nuclear Science.* These new research directions 
include the explorations of the effects of a hot, dense plasma environment on stellar and Big Bang 
nucleosynthesis, the role of the coupling between nuclear and plasma degrees of freedom on nuclear 
excitations and reaction rates, and the use of nuclear techniques to obtain a better understanding of 
thermonuclear hydrodynamics and transport phenomena. We recently used the Omega Laser Facility 
to make precise measurements of a fundamental nuclear process -- the elastic scattering of neutrons 
off heavy forms of hydrogen, deuterium (D) and tritium (T). This is the first time that a fundamental 
nuclear physics experiment has been achieved using a high-energy-density laser facility. An overview 
of this and some of the other plasma nuclear science experiments that have been performed will be 
provided.  

*Basic Research Directions for User Science at the National Ignition Facility, Report on the National 
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Abstract
We present exclusive meaurements of the pp→pnπ+ and pp→ppπ0 reactions
at 1.25 GeV, 2.2 GeV and 3.5 GeV and of the pp→ppπ+π− reaction at 1.25
GeV with the High Acceptance Di-Electron Spectrometer at GSI. Total and
differential cross-sections for the one-pion production channels are analyzed
with the resonance model to extract the differential baryonic resonance con-
tributions. A comparison of the two-pion production channels to effective
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lagrangian model predictions is on-going. The two-pion invariant mass and
opening angle distributions show sensitivity to the double Δ(1232) and N(1440)
→ Δπ decays.

1 Introduction
The High Acceptance DiEelectron Spectrometer (HADES) [1] installed at GSI in Darmstadt was built to
investigate dielectron production in heavy-ion collisions in the 1-3.5 AGeV range [2] in order to study
the properties of vector mesons in the hot and dense nuclear medium. Proton-nucleus reactions are also
investigated to probe cold nuclear matter [3]. Moreover, the experimental programme also comprises
elementary reactions (pp, quasi-free np and a project of measurements with a pion beam) to study more
selectively the different dilepton sources. In particular, baryonic resonances are important sources of
dileptons through two mechanisms: their Dalitz decays (e.g. Δ/N� → Ne+e−) and the mesonic decay
with subsequent dilepton decay (π0→ γe+e−, η → γe+e−, ω/ρ →e+e−). The possibility to measure
simultaneously one and two-π production with the HADES detector is therefore a great advantage, since
it constrains the hadronic cocktail used to describe the dilepton production. More generally, such data
provide quantitative information on hadronic interactions, as well as resonance excitations and resonance
properties.

Although one-pion production was studied quite extensively in the past, only very few experi-
ments measured precise differential spectra (see [4] and references therein). When the incident energy
increases from 1 to 3.5 GeV, the effect of resonances heavier than the Δ(1232) is expected and little
is known about their production mechanisms. The production of π+π− pairs is very complementary,
since most baryonic resonances have a large, but poorly determined branching ratio into this channel.
The reaction pp→ppπ+π− has also been studied in the past between 0.7 and 2 GeV using bubble cham-
bers [5]. Recently, exclusive high-statistics measurements have become available for incident proton
kinetic energies of 650 MeV (i.e. near threshold) up to 1.36 GeV from the PROMICE/WASA [6, 7],
CELSIUS/WASA [8], COSY-TOF [9] and ANKE [10] experiments. At energies around 1.3 GeV, the
branching ratios of the N(1440) resonance into the Δ(1232)π and N(ππ)Swave are an important issue re-
lated to the intrinsic structure of the N(1440) resonance. Of high interest is also the relative contribution
of double Δ(1232) and N(1440) excitations, since it depends on their respective production mechanisms
and is sensitive e.g. to the exchange of ρ mesons. We report here on exclusive meaurements in the
channels pp→pnπ+, pp→ppπ0 at 1.25 GeV, 2.2 GeV and 3.5 GeV and pp→ppπ+π− at 1.25 GeV.

2 One-pion production channels
The pp→pnπ+and pp→ppπ0 channels were selected using events with the reconstruction of one proton
and one π+ or two protons. Particle identication was provided by the correlation between time-of-ight
measurements and momentum reconstruction. Events from pp elastic scattering were rejected using
their angular correlation and events from the two-pion production processes using the missing mass. The
absolute normalization of the data was provided with a precision of 6% at 1.25 GeV and 10% at 2.2 GeV
and 3.5 GeV by the elastic scattering events for which the cross-section is known. In addition, the data
were corrected for reconstruction efciencies which were determined using simulations, with a precision
ranging from 8% at 1.25 GeV to 17% at the highest energies.

Under the assumption that intermediate baryon resonances play a dominant role in π, η and ρ
production, a model was developed by Teis et al. [11], based on an incoherent sum of various resonance
contributions. The matrix element of the Δ(1232) production was calculated within the OPE model [12],
which had been adjusted to available differential distributions of pion production in the pp→pnπ+ chan-
nel at incident kinetic energies in the range 0.9-1.5 GeV. The other matrix elements were kept constant
and were determined by tting the total meson production cross sections. As this model, with some vari-
ants, is the basis for different transport models (e.g. [13]) it is instructive to compare its predictions to the
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Fig. 2: (Color on-line) πN invariant mass distributions (full dots) measured in pp→ppπ0 and pp→pnπ+

reactions at 1.25 GeV (top row) and 2.2 GeV (bottom row). The data are compared inside the de-
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measured differential distributions. Fig. 1 shows the neutron angular distribution in the center of mass
system measured in the pp→pnπ+ channel, after acceptance corrections. The error bars on the picture
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include statistical and point-to-point systematic errors. Since the dominant process is pp→nΔ++, this
distribution reects the forward/backward peaked Δ resonance production, as expected from the periph-
eral character of the process. The data are compared with the resonance model A, which is a variant of
the Teis model, where we introduced pp and pn Final State Interaction, an anisotropic angular distribu-
tion for the N(1440) production, as well as an anisotropic Δ(1232) decay angular distribution (see [4]
for details). The model underestimates the data around 90◦ by 40%. This discrepancy can be reduced to
15% by changing the cut-off parameter Λπ of the πNΔ vertex.

The distributions of the (p,π0), (p,π+) and (n,π+) invariant masses for Tp = 1.25 and 2.2 GeV
are shown in Fig. 2. They are compared both to model A, as above, and to model B which contains
modications allowing for a better reproduction of both angular distributions, yields and invariant masses
simultaneously. These modications are described in more details in [4]. At 1.25 GeV, the Λπ cut-off
parameter was changed from 0.63 GeV to 0.75 GeV and the Δ(1232) production angular distribution
was further adjusted to describe the neutron angular distribution in the pp→pnπ+ channel. In this way,
the proton angular distribution in the pp→ppπ0 channel was also better reproduced. At 2.2 GeV, the
production cross sections for N(1440), N(1520) and N(1535) resonances were increased and a non-
resonant contribution was introduced. Absolute cross sections could be determined after acceptance
corrections (Table 1) and were found to be in agreement with existing systematics.

An analysis of the data obtained in the pp→pnπ+ and pp→ppπ0 channels at 3.5 GeV is also
being nalized. The cross-sections for the production of the various resonances were estimated using
simultaneous ts of the invariant masses and angular distributions obtained in both isospin channels. For
the production of the Δ(1232), the t dependence given by the OPE model [12] was used, while for the
other resonances, a dependence of the form dσ/dt = A/tα was chosen, and the parameters A and α
were tted to the data. These cocktails of baryonic resonances are then used to calculate the dielectron
yields in the pp→ppe+e− reaction.

reaction pp→pnπ+ pp→ppπ0

energy 1.25 GeV 2.2 GeV 1.25 GeV 2.2 GeV
cross section (mb) 17.1 ± 2.0 14.45 ± 3.2 3.74 ± 0.48 4.15 ± 0.85

acceptance corrections ± 1.0 ±1.1 ± 0.2 ±0.2
normalization ± 1.1 ± 1.6 ± 0.25 ± 0.46

efciency ± 1.3 ±2.5 ±0.33 ± 0.65
event selection ± 0.3 ± 0.7 ± 0.12 ± 0.2

statistics ± 0.01 ± 0.01 ± 0.003 ± 0.004

Table 1: Cross sections for exclusive one-pion production channels measured by HADES are given
with the total error, calculated as the quadratic sum of the statistical and systematic errors listed in the
following rows.

3 Two-pion production
Figure 3 exhibits experimental distributions of the invariant mass and opening angle of π+π− in the
center-of-mass system in comparison to pure phase space (PHSP) calculations, which have been normal-
ized to reproduce the area of the experimental distribution. Only statistical errors are presented. The
systematic errors are about 10% due to the correction on the efciency and normalisation on pp elastic
scattering. It is seen, that both experimental distributions deviate from PHSP calculations. An enhance-
ment can be observed at low π+π− invariant masses which is not present in the simulation with the PHSP
only. Correlatively, the PHSP distribution underestimates the yield at small opening angles. A similar
effect can be seen with the preliminary data obtained by the HADES collaboration in the pn→pnπ+π−

channels [14].
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Such effects were also studied by the WASA and COSY-TOF collaborations in the pp→ppπ+π−

channel from threshold up to 0.8 GeV [6, 7, 9] as well as in pp→ppπ0π0 from 0.775 GeV up to 1.3
GeV [15,16]. Two lagrangian models were used to analyse these data, [17,18], from respectively Chinese
and Spanish groups. A common feature of these models is the dominance of the N(1440) excitation close
to threshold and the increase of the double Δ excitation when the incident energy increases. However, the
models differ by the importance of the ρ-exchange contribution to the double Δ(1232) excitation and by
the relative branching ratios of the N(1440) resonance into the Δ(1232)π and N(ππ)Swave. Modications
of the Spanish model have been proposed in [16], which allow for a good description of the differential
spectra measured in the pp→ppπ0π0 reaction by CELSIUS/WASA from 1 to 1.3 GeV. A comparison
of the data obtained in the pn→pnπ+π− and pp→ppπ+π− to the Chinese and Spanish models [17, 18]
and to the modied version of the Spanish model [16] is on-going. The invariant mass (Mπ+π−) and
the opening angle in center-of-mass (cosδπ+π−) of the pion pair are the most sensitive distributions to
the different model contributions. A double-hump structure in the π+π− invariant mass distribution,
as observed in the experimental data (Fig. 3) also appears in the models as being due either the ΔΔ
excitation via ρ exchange or to the decay channel of the Roper resonance N(1440) into πΔ. No structure
in the ππ invariant mass is expected for pure N(1440) →N(ππ)Swave decay. In the pn→dπ0π0 reaction,
a prominent peak at invariant masses is observed (the ABC effect) and interpreted as being due to the
presence of an isoscalar resonance in the pn system [19] around 2.4 GeV/c2. To check this interpretation,
a consistent description of the different ππ production channels in pp and pn reactions needs to be
achieved. Thus, in addition to the pp→ppπ+π− and pn→pnπ+π− channels, an analysis of the pn → d
π+π− channel measured by HADES is also on-going.

The OPER model [20] based on the exchange of reggeized pions had been successfully used to
describe bubble chamber data on np → npπ+π− reaction at momenta above 3 GeV/c [21]. This model
can be applied for the description of the NN→NNππ reaction at momenta below 3 GeV/c by taking into
account the mechanism of one baryon exchange (OBE) and is therefore also used for the analysis of two
pion production channels measured by HADES.
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Fig. 3: Distributions of the π+π− invariant mass Mπ+π− (left) and the π+π− opening angle in the center
of mass δπ+π− (right) for the pp → ppπ+π− reaction at an incident beam energy of 1.25 GeV measured
in HADES acceptance are shown to corresponding distributions from a phase space calculation. Only
statistical errors are shown.
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4 Conclusion
The measurement of one and two-pion production in elementary reactions with the HADES experimen-
tal set-up allows to test and improve the resonance model, which is the basis of transport models. More
generally, the high statistics differential distributions provided by such measurements bring detailed in-
formation on baryonic resonance excitation and decay. The π+π− invariant mass and opening angle
distributions show sensitivity to the baryonic resonance excitation and decay. The analysis of the π+π−

production channels with effective lagrangian models will complement the extensive investigations made
by the WASA collaboration in the π0π0 channel and will provide tests for a consistent description of dou-
ble pion production in different isospin states.
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Production of double Λ- Hypernuclei at the PANDA Experiment

A. Sanchez Lorente on behalf of the PANDA collaboration∗

Helmholtz Institut Mainz, Mainz Country

Abstract
Hypernuclear research will be one of the main topics addressed by the PANDA
experiment at the planned Facility for Antiproton and Ion Research FAIR at
Darmstadt (Germany). Thanks to the use of stored p beams, copious produc-
tion of double Λ hypernuclei is expected at the PANDA experiment, which
will enable high precision γ spectroscopy of such nuclei for the first time, and
consequently a unique chance to explore the hyperon-hyperon interaction. One
of the main challenge of this experiment is to evaluate to what extent excited
particle stable states of these systems can be produced. In the present talk we
explore this problem following the micro-canonical break-up of an initially
excited double hypernucleus which is created by the absorption and conver-
sion of a stopped Ξ− hyperon. It will also be shown that independently on
the spectrum of possible excited states in the produced double hypernuclei the
formation of excited states dominates in our model. In addition, it will be seen
that the ability to assign the various observable γ-transitions in a unique way
to a specific double hypernuclei by exploring various light targets as proposed
by the PANDA Collaboration requires a devoted hypernuclear detector setup,
whose main aspects will be briefly introduced. The former setup consists of a
primary nuclear target for the production of Ξ− + Ξ pairs, a secondary active
target for the hypernuclei formation and the identification of associated decay
products and a germanium array detector to perform γ spectroscopy.

1 Introduction
The simultaneous production and implementation of two Λ particles into a nucleus is intricate. There
is a possibility to produce multi-strange hypernuclei in heavy ion collisions via coalescence [1, 2]. The
first observation of antihypernuclei by the STAR collaboration impressively illustrates the potential of
this method [3]. However, high resolution spectroscopy of excited states is not feasible. To produce
double hypernuclei in a more ’controlled’ way the conversion of a captured Ξ− and a proton into two Λ
particles can be used. This process releases ignoring binding energy effects only 28 MeV. For light nuclei
there exists therefore a significant probability of the order After an atomic cascade, the Ξ− hyperon is
eventually captured by a secondary target nucleus and converted via the Ξ−p → ΛΛ reaction into two
Λ hyperons. In a similar two-step process relatively low momentum Ξ− can also be produced using
antiproton beams in pp → Ξ−Ξ+ or pn → Ξ−Ξ reactions if this reactions happens in a complex nucleus
where the produced Ξ− can re-scatter [4, 6]. The advantage as compared to the kaon induced reaction
is that antiprotons are stable and can be retained in a storage ring. This allows a rather high luminosity
even with very thin primary targets. Because of the two-step mechanism, spectroscopic studies, based
on two-body kinematics like in single hypernucleus production, cannot be performed. Spectroscopic
information on double hypernuclei can therefore only be obtained via their decay products. The kinetic
energies of weak decay products are sensitive to the binding energies of the two Λ hyperons. While the

∗This research is part of the EU integrated infrastructure initiative Hadron- Physics Project under contract number RII3-
CT-2004-506078. We acknowledge financial support from the Bundesministerium für Bildung und Forschung (bmb+f) under
contract number 06MZ225I. We also thank the European Community-Research Infrastructure Integrating Activity Study of
Strongly Interacting Matter (HadronPhysics2, Grant Agreement n. 227431; SPHERE network) under the Seventh Framework
Programme of EU for their support
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double pionic decay of light double hypernuclei can be used as an effective experimental filter to reduce
the background [6] the unique identification of hypernuclei ground states only via their pionic decay is
usually hampered by the limited resolution. Instead, γ-rays emitted via the sequential decay of excited
double hypernuclei may provide precise information on the level structure.
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Fig. 1: Relative production probability of double hypernuclei top part) and single hypernuclei (lower part) for an
excited 10

ΛΛLi nucleus as a function of its excitation energy.

2 Statistical decay of excited doubly Strange Nuclei
In order to limit the number of possible transitions and thus to increase the possible signal to background
ratio, the experiment will focus on light secondary target nuclei. To describe this break-up process of
the excited primary ΛΛ nucleus and in order to estimate the population of individual excited states in
double hypernuclei after the conversion of the Ξ−, we have developed a statistical decay model which is
reminiscent of the Fermi break-up model.We assume that the nucleus decays simultaneously into cold or
slightly excited fragments. In the case of conventional nuclear fragments, we adopt their experimental
masses in ground states, and take into account their particle-stable excited states. For single hypernu-
clei, we use the experimental masses and all known excited states. For double hypernuclei we apply
theoretically predicted masses and excited states.

In the model we consider all possible break-up channels, which satisfy the mass number, hyperon
number, charge, energy and momentum conservation, and take into account the competition between
these channels. Since the excitation energy of the initially produced double hypernuclei is not exactly
known,we performed the calculations as a function of the binding energy of the captured Ξ−.

As an example Fig.1 shows excitation function of the relative production probability of double
hypernulei top part) and single hypernuclei (lower part) for a primary 10

ΛΛLi. Since the conversion of
the Ξ− is expected to take place close to BΞ=0 MeV the production of excited double hypernuclei is
predicted to dominate in the PANDA experiment [5].
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Fig. 2: Schematic view of the hypernuclear setup in PANDA. The figure on the top shows a side view of the hyper-
nuclear experimental setup. The picture on the bottom, shows a detailed view of the interaction point surrounded
by the secondary active target and the HPGe cluster array. In both pictures, the beam is coming from the left.

3 Integration inside the PANDA spectrometer
A big challenge to be solved in order to place the hypernuclear detector setup, is the limited space avail-
able at the entrance of the PANDA spectrometer. As a consequence, some modifications of the innerpart
of the former spectrometer is needed. In particular, due to the fact that doubleΛ-Hypernuclei formation
proceeds in a two-steps process, a dedicated target system consisting of a primary and secondary interac-
tion point with an associated beam line is required (See Fig. 2). Since this target system has to be placed
outside the interaction region of the PANDA spectrometer, detectors such as the MVD and Backward
EndCap Calorimeter will be removed to avoid unnecessary radiation damage. In addition, the central
frame dedicated to hold the beam line and the central tracker detectors will also be accordingly adapted
to the hypernuclear setup.

3.1 Primary target
The main role of the primary target will be the production of low momentum Ξ hyperons. For this issue,
light targets will be preferred in order to avoid a high hadronic background into the backward direction.
Additionally, it is required that the luminosity of the p-beam remains as constant as possible. As a
consequence, beam losses, mainly due to coulomb scattering, must be kept low. The best candidate will
be a 12C micro-wire target. On the other hand, high interaction rates will be avoided by choosing an
appropiate fraction of the beam halo onto the target, what can be achieved by an monitoring mechanism
where the beam as well as the target can be steered till the desired interaction rate is reached(See Fig.3).

3.2 Secondary active target
The purpose of the active volume of the secondary target is the tracking of charged particles generated
during the first and the secondary interaction. As a consequence, its geometry is based on a compact
structure where silicon microstrip detectors layers are in direct contact with absorber material [6]. In
analogy to the germanium detectors array, this device has to be able to operate in extreme conditions
such as a large hadronic environment, since it is close to the interaction point. Furthermore, the material
budget on the detector volume must be kept low. The feasibility of such a device has recently been
studied in Mainz, by evaluating the influence of putting layers of absorber material directly on a silicon
sensor [11]. Results have not shown any significant change on the preamplifier signal caused by the
vicinity of an boron layer [11]. The sensor utilized is a double sided microstrip detector with dimensions
of 2×2 cm2, a strip pitch of 50μm, punch-through biasing and AC coupled contact pads. The sensor [13]
is mounted on a L-shaped PCBoard displayed in Fig.4 and is bonded to a APV25-S1 front-end chip
which features 128 channels. In order to avoid a huge load of hadronic flux on the readout electronics,
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Fig. 3: Overview of the monitoring target system. The picture on the right shows the mechanism which held the
target at a constant interaction rate by an automatic feedback system which continuously adjusts the wire positions
via stepping motors. The target mechanism is mounted inside the vertex vessel, surrounded by the moveable parts
of the secondary active target.

the use of Ultra-thin Al-Polyimide microcables( [12]) is foreseen. The reason for that, is the routing of
analog signals from silicon sensors to the readout system outside the interaction region and as a result to
decrease the amount of material budget on the detecting volume. A prototype of such cables has already

Fig. 4: Overview of the old and new PCB prototypes. The two pictures on the top show a photograph of a sensor
module equipped to perform a double sided readout of the sensor(1) consisting of a PCB. Main components of
each board are:(2) pitch adapter;(3) APV25 front-ends; (4) high density connector. The detector bias voltage (5)
is supplied via one board. The picture on the right pannel shows a modified board to enable the connexion to a
flexible ultra-thin cable(See Fig. 5).

been manufactured in SE SRTIIE, Kharkov, Ukraine. The cables were made on the basis of adhesiveless
aluminium-polyimide foiled dielectrics( See Fig. 5). In addition, the PCB used for testing the analog
signals, has to be modified accordingly (See Fig.4). This cable will be connected to the chip via bonding
wires and to the readout electronics via a fine pitch connector. Further activities dedicated to investigate
the effect of the cable length on the signal transmission are in progress. In addition, the performance
of a holding structure for the whole device, is being studied. The mechanics of such a device has to be
optimized considering thermal and mechanical properties of the holding structure.

4 The HPGe cluster Array
In order to increase the detection efficiency needed for a high resolution γ-Spectroscopy, the HPGe de-
tectors array has to be placed as close as possible to the interaction point and cover a wide solid angle.
Due to the limited space of the PANDA spectrometer, the arrangement of the germanium detector array
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Fig. 5: First prototype of a flexible ultra-thin cable for the readout of the secondary active target. This cable has
been made on the basis of adhesiveless aluminium-polyimide foiled dielectrics and it will be connected to the chip
via bonding wires and to the readout electronics via a fine pitch connector.

Fig. 6: HPGe triple cluster array assembled to a X-Cooler device. The encapsulated n-type coaxial HPGe crystals
(EUROBALL) are arranged in a triangular form. The free space behind the crystals is foreseen for electronics. The
connection of the crystal vessel to the cold head of the cooler is flexible to enable the placement of each cluster at
backward axial angles. (1) encapsulated crystals, (2) flexible neck, (3) X- Cooler cold head, (4) X-Cooler Cable

will only be possible at backward axial angles. That means for instance, that the operation of these de-
tectors will have to withstand a large flux of hadronic background and a high magnetic field [7], which
can influence the good energy resolution (∼ 3 keV at the 1,332 MeV line of Co60) of these detectors. A
possible solution for the space limitation has been to replace the standard cooling system, based on liquid
nitrogen dewars, by a mechanical cooling device [8]. Fig. 6 shows a prototype for a triple germanium
cluster array cooled by a electromechanical device. After installation of each of the encapsulated germa-
nium crystals in the cryostat or vacuum vessel, the system has to reach optimum vacuum conditions to
be properly operated.

The cooling efficiency of these devices has been successfully tested for three encapsulated ger-
manium crystals without observing any additional worsening of the energy resolution [9]. Further in-
vestigations are currently taking place in Mainz at a dedicated test station. The scope of these studies is
to evaluate to what extend the energy resolution of a Germanium detector, cooled electromechanically,
can be influenced. For this reason, an ORTEC GEM-75205P device and analog readout electronics has
been used. The energy resolution of such device has been measured with a 60Co source considering two
different cooling devices, namely a standard liquid nitrogen dewar and a X-Cooler device. For the case
of a standard cooling system, the energy resolution was found to be 1.86 KeV for 1.332 keV line 1. The
one achieved by the X-cooler device has been 1.97 keV, which seems to be consistent. Figure 7 shows
the energy spectra corresponding to the 1.332 keV line of 60Co, obtained by considering the two cooling
systems named above. The dashed spectrum corresponds to the case where the germanium crystal has
been cooled electromechanically and although the energy resolution for this case is slightly worse, one

1The energy resolution provided by Ortec is about 2.05 keV
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can see that the use of the X-Cooler as a cooling option seems to be nevertheless acceptable. Further
information about temperature effects and their impact on the spectroscopy properties as well as the per-
formance of the detector and the X-Cooler assembly is in progress. In addition, activities concerning
the use of digital electronics to evaluate pile-up effects, and radiation damages in a high flux hadronic
environment are also under preparation [10].
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Cosmic ray induced micro black hole showers

M.V. Garzelli, M. O’Loughlin and S. Nafooshe
University of Nova Gorica, Laboratory for Astroparticle Physics, SI-5000 Nova Gorica, Slovenia

Abstract
Extended air showers originate from interactions between ultra-high-energy
cosmic rays and nuclei in the Earth’s atmosphere. At present there are some
discrepancies between experimental observed properties of these air showers
and theoretical predictions obtained by using standard hadronic interaction
models for cosmic ray primaries with laboratory energies above 105−106 TeV.
In this contribution, we will present a preliminary discussion of the possibility
(in the framework of TeV gravity models) that shower development may be-
gin with the production of a microscopic black hole (MBH) at the moment of
the primary collision, which then evaporates and decays, by emitting gravitons
and Standard Model quanta. From our preliminary investigations it appears
that lepton distributions are more likely to reveal the presence of a MBH than
photon distributions.

When making a comparison between coupling constants related to different types of interaction,
one ndsGgrav/GFermi ∼ 10−34 so thatGgrav << GFermi. In terms of the corresponding enegy scales
this means that the Planck scale ΛP lanck ∼ 1016 TeV, at which gravity becomes strongly coupled and its
effects cannot be neglected any more, is far larger than the electroweak (EW) symmetry breaking scale
ΛEW ∼ 0.25 TeV. The absence of a clear explanation for a difference of so many orders of magnitude,
is a manifestation of the so-called hierarchy problem. A possible solution, dating back to 1998 [1–3],
proposes the existence of n extra-dimensions where gravitational interactions can extend (the “bulk”),
thus diluting their effect in our 4-dimensional world (the “brane”) where the strong and electroweak
interactions would be conned. Thus, beside the ΛP lanck scale related to the strength of gravitational
interactions in our 4-dimensional world, i.e. Λ4 = ΛP lanck, a fundamental gravity scale inD-dimensions
(D = 4 + n) is introduced which may be as low as ΛD ∼ ΛEW and possibly also lead to the unication
of the fundamental forces. If this would be the case then the effects of gravity would begin to manifest
themselves already at this (low) unication energy scale and thus would be within reach of terrestrial
accelerator experiments. In particular, one of the most intriguing phenomenological consequences of
this scenario would be the possible formation of microscopic black-holes (MBH)’s in collisions between
two hadrons with a Center-of-Mass (CM) energy as low as ECM ∼ 5 − 20 TeV.

This contribution deals with hadronic collisions in a wide interval of energies, ranging from LHC
energies (ECM ∼ 10 TeV) up to the highest cosmic ray energies (Elab ∼ 106 − 108 TeV, equivalent to
ECM ∼ 40 − 140 TeV). In this energy range gravitational effects are usually neglected. These energies
are higher than those tipically covered by nuclear physics studies1, however it is possible to establish
some parallelism between concepts familiar to nuclear physicists, which determine the evolution of an
excited nuclear system formed in the collision between two nuclei at energies of the order of hundreds
MeV/nucleon, and concepts that characterize the evolution of a MBH formed by the collision of two
hadrons or nuclei at much higher energies as predicted by the Hoop Conjecture [4]: if in the collision
of two hadronic objects a large amount of energy/mass is concentrated in a spatial region that can be
surrounded by a hoop with a radius R < RSchwarzschild corresponding to a Schwarzschild black hole of
that energy, then a MBH is formed.

Although the hoop conjecture provides some basic necessary conditions for the formation of a
MBH in collisions, the actual formation process and the initial phase of its evolution is a very complex

1as those discussed in many contributions to this Conference
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non-linear phenomenon, subject to many uncertainties, evolving from an asymmetric conguration out
of thermal equilibrium, to a highly symmetric static conguration with a well-dened Hawking temper-
ature. Numerical Monte Carlo simulations may be the best way to model this type of process. The same
happens when describing the formation of an excited nuclear system from the collision of two nuclei.
In both cases the key parameters determining the evolution of the system are ECM and the total angular
momentum J , related to the impact parameter b between the initial colliding objects.

At the end of the dynamical phase, it is commonly believed that the MBH undergoes a Hawking
evaporation phase during which its temperature evolves following the law T ∝ k/MMBH , and this can
be described by statistical/thermodynamical models together with corrections to the trajectory of the
emitted particles as a consequence of the curved geometry through which they subsequently propagate
via the so-called grey-body factors. Analogously, the evaporation of nucleons by excited nuclei at the
end of the pre-equilibrium phase is commonly described by statistical methods.

In particular the dynamical + statistical MBH evolution is commonly divided in four sequential
phases (for a more detailed discussion see e.g. Ref [5] and references therein):

– Balding phase: the MBH just formed, initially characterized by a deformed shape,“loses its hairs”
(i.e. the higher angular momentum powers), by emitting charge, energy and angular momentum in
the form of gravitational radiation and gauge elds, becoming more symmetric (elliptical) in the
process.

– Spin-down phase: the now stationary rotating MBH continues to gradually lose its energy/mass
(60− 80%) and angular momentum, until it reaches a non-rotating static (spherical) conguration.

– Schwarzschild/Evaporation phase: the MBH loses its mass by emitting all possible particle de-
grees of freedom (Standard Model particles: quarks, leptons, photons, W , Z , gluons + gravitons,
and, if they exist, other heavy particles beyond the SM). At this stage, the emission is assumed to
be democratic: each degree of freedom is equally weighted, i.e. has the same probability of being
emitted (thus colored particles are favoured with respect to the uncolored ones, high spin particles
are favoured with respect to scalar ones, etc....). Furthermore, the emission is assumed to follow
an adiabatic evolution: a homogeneous MBH temperature can be identied and slowly increases
during the major part of the process of isotropic radiation.

– Planck phase: in the nal stages of evaporation whenMMBH ∼ MD , the semi-classical and adi-
abatic approximation of General Relativity (which justies a thermodynamical evolution of the
evaporation process) breaks down and Quantum Gravity (QG) effects becomes much more impor-
tant in dening the ultimate MBH fate. The possibilities range from a nal remnant, an explosive
break-up, or a complete evaporation, with each hypothesis still under discussion. In particular, the
role of discontinuous emissions with backreaction in this context must still be investigated.

Each of the phases described above is subject to uncertainties. In particular, a better understand-
ing of the balding phase requires dynamical simulations that should also take into account the possible
formation of exotic shapes (“saturn”-like congurations) or multiple MBH’s immediately following the
collision. The democracy of the emissions that characterize the Schwarzschild phase is not present in the
earlier phases where the MBH still retains a memory of the way in which it was created (it has hairs). In
order to preserve unitarity it has recently been pointed out that democracy should be reached gradually,
and that two scales should be introduced, instead of just one, to fully characterize the MBH evolution:
in addition to the already mentioned gravitational scale/radius (at which gravitation becomes strong), a
second (lower energy/higher distance) scale (e.g. the compactication radius in extra dimension models
at which gravity deviations from the Einsteinian regime begin to manifest themselves), characterizes the
transition from the non-democratic to the democratic emission regime [6]. Furthermore, the emission
of particles during MBH evolution is modied by gravitational effects, related to the curved geometry
near the MBH horizon. These modications are codied in grey-body factors and many results con-
cerning their precise determination have recently appeared in the literature, thanks to increasingly more
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sophisticated computations. However, some of the factors are still unknown or very uncertain, like those
for graviton emission in extra-dimensions from a rotating MBH. Finally, still unknown QG effects are
expected to determine the evolution of the nal MBH remnant in the Planck phase. While many works
agree on the hypothesis of a complete evaporation, it is still possible that there may remain a nite MBH
remnant.

Following progress in theoretical understanding, several numeric event generators have been de-
veloped in the last ten years for the simulation of MBH generation and decay, in particular Groke [8] in
the framework of cosmic ray studies, and Charybdis [9], Catfish [10], BlackMax [11,12] and QBH [13]
in the framework of LHC physics.

The heavy particles (top quarks, Higgs and EW bosons, etc.) emitted by MBH evaporation decay
quickly, i.e. before entering the detectors, and the partons and charged leptons emitted both by MBH
evaporation and by these decays are further subject to parton and photon shower emissions, degrading
their energy down to a scale where perturbative QCD can not be applied anymore, and hadronization
takes place, followed by hadron decays. Non-perturbative effects in this context are described by means
of phenomenological models. This same chain of processes also occurs in p-p collisions in the framework
of the SM and the corresponding physics and model parameters have been constrained over the years
by results obtained at accelerators. In particular, shower Monte Carlo (SMC) programs like PYTHIA,
HERWIG and SHERPA are commonly used to describe these processes [14]. The largest uncertainties in this
framework concern the complications that may arise when considering beams with a nuclear structure
(as for instance in p-A and A-A collisions) and the propagation of the MBH decay products in a medium
instead of the vacuum 2.

Searches for MBH’s have been conducted by the CMS and ATLAS experimental collaborations at
LHC in the framework of the more general “searches for exotica”. The analyses conducted so far [15–18]
have not lead to any evidence for MBH formation in p-p collisions at ECM = 7 TeV. However, these
analyses have been criticized, since QG effects, expected to be important at LHC energies, have been ne-
glected or treated too naively in the event generators used. Very recently, some theoretical work has also
appeared in the literature pointing out, on the basis of other arguments like the generalized uncertainty
principle or the extrapolation of the results of numerical simulation of colliding self-gravitating uid
objects, that the present LHC energy is in any case too low for the formation of MBH’s [7,19]. However,
the situation is globally still controversial, and the exclusion at the present LHC energy certainly does
not limit the possible formation of MBH’s at higher energies.

In this contribution we investigate the behaviour of event generators, usually adopted (and adapted)
at LHC energies, at higher energies such as those reachable in the interactions of ultra-high-energy
cosmic rays with the Earth’s atmosphere, leading to extended air showers (EAS). In particular, we work
with the last version of BlackMax (2.02.0), both in the standalone mode, and interfaced to the PYTHIA
SMC code [20]. We perform simulations of the formation of non-rotating MBH’s in p-p collisions in the
14 TeV < ECM < 100 TeV energy range, two different values for the fundamental gravity mass scale,
i.e. MD = 4 and 15 TeV, a MBH mass constrained in the range 2MD < MMBH < ECM , and n = 2
spatial extra dimensions without fermion splitting. In the simulation of MBH evolution, the mass, linear
and angular momentum loss fractions were assumed to be equal to 0.3, whereas angular momentum,
charge and color suppression factors were assumed to be equal to 0.2, and baryon and lepton numbers,
as well as their difference, conserved. With these settings we investigated the kinematical properties of
particles emitted during the MBH evolution as computed by BlackMax and also after the Parton Shower +
Hadronization + Hadron decay chain, as computed by the interface of BlackMax with PYTHIA. Examples
of selected results are presented in Figs.1, 2, 3 and 4.

In Fig.1.a and 1.b the longitudinal and transverse momentum distributions (expressed in terms of
number of particles/bin/event) are shown for different SM particle species for the case of MBH produc-

2Actually, in case of p-p collisions medium effects reduces to the so-called “underlying event” effect, that is already one of
the sources of the largest uncertainties in SMC simulations.
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Fig. 1: Parallel (left) and transverse (right) momentum distributions for different SM degrees of freedom (quarks
and antiquarkswith positive charge, quarks and antiquarkswith negative charge, gluons, positively charged leptons,
negatively charged leptons, neutrinos, photons) and gravitons as computed by BlackMax for a MBH formed at a
CM p-p collision energy ECM = 50 TeV forMD = 4 TeV. See text for more detail.
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Fig. 2: Gluon parallel and transverse momentum distributions as computed by BlackMax for a MBH formed at
four different CM p-p collision energies (ECM = 14, 28, 50, 100 TeV) forMD = 4 TeV and at two different CM
energies (ECM = 50, 100 TeV) forMD = 15 TeV. See text for more detail.

tion at ECM = 50 TeV. After evaporation of the MBH the (anti-)quarks give rise to the largest contribu-
tions followed by gluons, (anti-)leptons and photons. Contributions from particles with opposite charges
are shown separately: for any given avour the contribution of positively charged particles is larger than
that coming from negatively charged particles, probably due to the fact that during the nal burst in the
MBH evolution (BlackMax implements the hypothesis of complete evaporation), positive charged parti-
cles are predominantly emitted, because the majority of MBH’s are positively charged (see also Ref. [12]
for similar conclusions in a lower energy p-p study). The pz distributions are almost monotonically de-
creasing with similar slopes for all SM particles, whereas the pT distributions show some broad peaks,
located at different pT values according to the particle species. (Anti-)leptons are emitted in pairs, i.e. as
�ν�, �+�− or ν�ν̄�, due to imposed lepton number conservation. Graviton distributions are also shown,
and display a high pT prole with a slope that decreases more rapidly than do those for SM particles,
leading to a suppression of gravitons with respect to SM degrees of freedom at high pT .

In Fig.2.a and Fig.2.b, the pz and pT distributions of a specic particle species, i.e. the gluon in
this example, are shown as a function of the p-p collision ECM (leading to the formation of a MBH),
for different values of MD. It is evident that, for a xed value of MD, the shape of the distributions at
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are presented in each panel for comparison. See text for more detail.

different ECM ’s is preserved with the total number of gluons increasing with ECM . This is as expected
because the cross-section for MBH formation increases with ECM . On the other hand, changing the
value of MD leads to distributions with different shapes in addition to a changing value of the total
cross-section. In particular, the position of the pT maximum for gluon emission increases with MD,
ranging from pT ∼ 1.1 TeV forMD = 4 TeV to pT ∼ 4.3 TeV forMD = 15 TeV.

The SM yields from MBH evaporation are in general modied after parton and photon shower +
hadronization + hadron decay, as simulated by SMC codes, such as PYTHIA, which leads to hundreds of
hadrons and photons. In particular, the number of emitted photons in each event turns out to be correlated
to the number of emitted hadronic tracks, with a constant slope at increasing ECM , as shown in Fig.3.
This slope is also independent ofMD, at a xed ECM . On the other hand, the total yield of emitted lep-
tons turns out to be small (a few tens of particles) and does not show evident correlations with the number
of hadronic tracks. This points towards the conclusion that the large number of photons is probably due
light hadron (in particular π0) decays, whereas electromagnetic shower effects are suppressed.

It is also interesting to compare the shapes of particle spectra at different stages of the evolution
of the entire system. In particular this can be carried out for distributions of particles that are not subject
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to hadronization, such as leptons, photons and gravitons. In Fig.4.a and 4.b the energy distributions of
photons and gravitons at the parton level after MBH evaporation and at the hadron level after PYTHIA
are shown, for two different ECM energies. It is evident that the contributions of the parton shower,
the hadronization and hadron decay lead to a complete distorsion of the original photon spectrum, dis-
proportionately populating the region of low energies with photons emitted in these last processes. The
photon distributions at the evaporation level are very similar for both ECM = 50 and 100 TeV, whereas,
at the hadron level, the photon distribution at ECM = 100 TeV is clearly much more populated than the
corresponding one for ECM = 50 TeV due to the stronger SMC effects. On the other hand, the graviton
distributions are completely unaffected by shower effects, and in the case of ECM = 100 TeV display a
atter prole in comparison to that at ECM = 50 TeV.

In conclusion, we have provided some examples of theoretical simulations demonstrating how
parton shower + hadronization + hadron decay effects may dramatically modify particle distributions
after MBH evaporation, especially in the case of some SM quanta, such as photons. This is certainly
a challenge that must be confronted when trying to distinguish the effects of different MBH models,
potentially observable through MBH formation, evaporation and decay in high-energy and ultra-high-
energy collisions, such as those explored at LHC and in cosmic ray experiments. From our preliminary
investigations it appears that lepton distributions are less affected than photon ones and should thus be
preferred for these MBH studies.
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