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Abstract

The Level-0 Muon Trigger looks for straight tracks

crossing the five muon stations of the LHCb muotect®r
and measures their transverse momentum. The tackies a
road algorithm relying on the projectivity of theuon
detector. The architecture of the Level-0 muongeig is
pipeline and massively parallel. Receiving 130 @&BJig of
input data, it reconstructs muon candidates foi daunch
crossing (25 ns) in less than 1.2 ps. It reliesanrintensive
use of high speed multigigabit serial links wherghhspeed
serializers/deserializers are embedded in Fieldgilromable
Gate Arrays (FPGAS).

I. OVERVIEW

The muon system has been designed to look for muo

with a high transverse momentum, a typical sigratfra b-
hadron decay. It is composed of the muon deteatdrthe
level-0 muon trigger.
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Figure 2: The layout of the LHCb spectrometer [idwimg the
electromagnetic (ECAL) and hadronic (HCAL) calorierstas wel
as the five muon stations M1-M5 interleaved withnifilters.

A. Muon detector

The muon detector [2], shown in Figure 1 consi$tve
muon stations interleaved with muon filters. Théefi is
composed of the electromagnetic and hadronic catgrs
and three iron absorbers. Stations M2-M3 are devtiethe
muon track finding while stations M4-M5 confirm tieuon
identification. The first station M1 is placed iroft of the

calorimeter and plays an important role for thenskeerse
momentum of the muon track.
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Figure 1: Front view of one quadrant of muon statit? showing
the dimension of regions.
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Each station has two detector layers with independe
readout. A detector layer contains two gaps ini@statM2-
M5. To achieve the high detection efficiency of 99%r
station and to ensure redundancy, the signal aesponding
physical channels in the two gaps and two layezdagically
OR-ed in the chamber to form a logical channel. Tdtal
number of physical channels in the system is al@Gt000
while the number of logical channels is 25,920.

Each station is subdivided into four regions witfiedent
logical pad dimensions as shown in Figure 2. Regiath pad
sizes scale by a factor two from one region tortaet. The
logical layout in the five muon station is projeetiiny to the
interaction point. It is also projective ¥when the bending in
the horizontal introduced by the magnetic fielibisored.

Pads are obtained by the crossing of horizontal and

vertical strips whenever possible. Strips are epgaoin
stations M2-M5 while station M1 and region 1 oftista M4-
M5 are equipped with pads.

Strips allow a reduction in the number of logichhnonels
to be transferred to the muon trigger. The pramessceives
25,920 bits every 25ns forming 55,296 logical pdns
crossing strips.

Each station is subdivided intdgger sectors as shown in
Figure 2. They are defined by the size of the lomtal and



vertical strips and match the dimension of undadyi
chambers.

B. Level-0 Muon Trigger

The Level-0 muon trigger looks for muon tracks wéh
large transverse momentunpr. The track finding is
performed on the logical pad layout. It searches Hits
defining a straight line through the five muon istas towards
the interaction point as shown in Figure 3. Thsifen of the
track in the first two stations allows the detaration of its

pr.

M4 M5

M1 M2

M3

Muon stations
Figure4: Track findng by the Leve-0 muon trigge

To simplify the processing and to hide the compésrout
of stations, we subdivided the muon detector in fi®f#ers
pointing toward the interaction point as shown igufe 5. A
tower contains logical pads with the same layo@&: pads
from M1, 2 x 96 pads from M2 and M3, 2 x 24 padsf
M4 and M5. Therefore the same algorithm can be grecin
each tower. Each tower is connected to a procesdémgent,
the key element of the trigger processor.

The architecture of the Level-0 muon trigger isefiipe
and massively parallel. Receiving 130 Gbytes/swptit data,
it reconstructs muon candidates for each bunchsirgs
(25 ns) in less than 1.2 us.

C. Track Finding Algorithm

The track finding algorithm is illustrated in Figu4.
For each logical-pad hit in M3 (track seed), arraptlated
position is set in M2, M4 and M5 along a straighelpassing
through the hit and the interaction point. Hits lm@ked for in
these stations in search windows termed Field @drdst
(FOI), approximately centred on the extrapolateditams.
FOls are open along theaxis for all stations and along tle
axis only for stations M4 and M5. The size of a Ef@pends
on the station considered, the level of backgroand the
minimum-bias retention required. When at least biteis
found inside the FOI for each station M2, M4 and,M5
muon track is flagged and the pad hit in M2 clodesthe
extrapolation from M3 is selected for a subsequest

The track position in station M1 is determined bgking
a straight-line extrapolation from M3 and M2, adéritifying
in the M1 FOI the pad hit closest to the extrapotapoint.
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Figure 3: The track finding algorithm.

Since the logical layout is projective, there isa-one
mapping from pads in M3 to pads in M2, M4 and M&eile
is also a one-to one mapping from pairs of padd2rand M3
to pads in M1. This allows the track finding algbm to be
implemented using only logical operations.

D. A complex system

The implementation of the track finding algorithra i
complex: huge number of logical channels distridute a
large volume; mixture of pads and strips; grantjaf
logical channels varying between regions and statio
Moreover, there is one-to-one correspondence bettmeers
and trigger sectors except for station M2-M3 regitth and
R2. In region R1, a trigger sector is shared by towers
while in region R2 a tower maps two sectors, asvshin
Figure 2.

Finally, processing elements have to exchange & hug
number of logical channels to avoid inefficiencytbe border
of a tower. The topology of data exchange depetrdagly
on the granularity and on location of the tower.

Il. ARCHITECTURE

An overview of the Level-0 muon architecture isegivin
Figure 5. Each quadrant of the muon detector is\ected to
a level-0 muon processor via 312 optical links gemliin 36
ribbons containing 12 optical fibres each. An cgitifibre
transmits serialized data at 1.6 Ghits/s on a wlistaof
approximately 100 meters.

To collect data coming from a tower spread ovee fiv
stations and to send them to a unique processergegit we
use a switch panel located close to the muon psoces



The processing elements run in parallel 96 trackingpaximum of two candidates to the BCSU. There isBGSU
algorithms on logical channels coming from a towris per processing board. Each BCSU receives eightidates
and selects the two candidates with the higlpgstAt this
stage only 24 candidates remain in a processor.B@Us
send their candidates to tbentrol unit (CU) and to thelave
unit (SU) located on the controller board. The CU drel$U
select the two candidates with the highestand send them
through two high speed serial links to the LO DiecidJnit.
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Figure 6: Interconnections between processing units

Figure 5: Overview of the Level-0 muon architectimea quadrant

of the muon detector. I1l. IMPLEMENTATION

implemented in a FPGA named processing unit (PU). O_u_r impleme_ntatio_n relies o_n_the r_na;sive use of
multigigabit serial links deserialized inside FPGAs

A processing board contains 4 PUs and an additionglocessors are interfaced to the outside worlaptaal links

FPGA to select the two muons with the highest warse \hjle processing elements are interconnect witth igeed
momentum within the board, named BCSU (Best Carllelldacoper serial links.

Selection Unit). . . . .
) i The number of pins available on standard high dgnsi
A muon processor houses 12 processing boards,tantus connectors is not sufficient to transfer at 40 MtHe huge

backplane and a controlle_r board. The custom Haokpis 5mount of logical channels required to run thekréieding
mandatory to exchapge logical channels betweenlétased algorithm. Multiplexing the data at 80 MHz dividehe
on different processing boards. number of connections by a factor two, but theingutlensity
] ] is very high and therefore sensitive to cross t&lér this

A. Generic design reason we decided to mainly use 1.6 Gbits/s sénie$ for

A single generic processing board was designed.sizee the interconnection between FPGAs.

of each connection between PUs has been maximiaed t

accommodate all configurations. We use 40 MHz and A. Massive use of multigigabit serial links
80 MHz parallel links as well as 1.6 GHz serialkéin The
resulting topology of the data exchange is showhRigure 6.
In such a framework, firmwares loaded in FPGAs eddf
according to the area covered by the board. We laa48l
configurations, one per tower of a quadrant.

By serializing most of the data exchanges at 1.@s(3b
we divide the number of connections by a factor 16.
Sensitivity to cross-talk and to noise is decredsgd large
factor since links are routed on differential linétowever,
routing requires a lot of care since the geometrghe tracks
o must be totally controlled to guaranty a good inges

B. Data flow within a processor matching and to minimize electromagnetic emissinthe

Logical channels are received over 312 opticaldifikne €nvironment as well as sensitivity to electromagnet
trigger aligns them in time. Neighbouring infornuati is ~ Perturbations from the environment.
exchanged between PUs. Tracking algorithms arectadin A processing board embeds 92 high speed seriaé link
parallel for the 96 seeds of a PU, which makes 46@&king while the backplane assuring the connectivity betw¢he
algorithms on each quarter of detector. Each Plvetsl a processing elements uses mixed technologies: 28@esi



ended links at 40 MHz and 110 differential seriak$ at 1.6 composed of 18 layers where 1512 components ar@texbu
Ghits/s. The power consumption is lower than 60 W.

B. Processing board C. Controller board

The synoptic of the processing board is shown gufe 7.
It contains five FPGAs from the Stratix GX familg]{ four
PUs and one BCSU. High speed serialiazer/deseaxiatire
embedded in FPGAs. The board sends data to the di
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Figure 9: Synoptic of the controller board.
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The synoptic of the controller board is shown igufe 9.
It contains two FPGAs from the Stratix GX familyne CU

| 10 and one SU. High speed serializer/deserializerearbedded

Ethomet Tt in FPGAs. The board shares a lot of common funatites
with the processing board: same embedded PC, sdme L

Figure 7: Synoptic of the processing board. buffer/LO-derandomizer mechanism. The role ofltbard is

(i) to broadcast all the control, clock and resgtals received

The board shown in Figure 8 is implemented in i:om the TTCrx [6], (ii) to collect the best candids coming

366.7x 220 mm format. The printed circuit board id'°™M the processing boards, and (iii) to selecttiire with the

ighestpr and to send them to the LO Decision Unit.
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Figure 8: Top view of a processing board. Figure 10: Top view of the controller board.



The board shown in Figure 10 is implemented in
366.7 x 220 mm format. Its printed circuit boaracd@nposed
of 14 layers where 948 components are mounted.poher
consumption is lower than 50 W.

D. Backplane

The backplane contains 15 slots: 12 for the praocgss
boards, one for the controller board and two fet.t€he latter
allow to check a processing board by looping itpots on its
inputs.

The backplane shown in Figure 11 is implemented in
395.4 x 426.72 mm format. Its printed circuit boaisl
composed of 18 layers.

Figure 11: Top view of the backplane.

IV. DEBUGGING AND VERIFICATION TOOLS

@rocessor. To handle such a quantity of informatiea have
developed a software emulator reproducing the hebhawf
the hardware on a bit to bit basis. By comparingdware
reports with outputs of the emulator run on the eanput
data, we can point out any faulty components.
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Figure 12: Data injection buffer and read backeyst

V. CONCLUSION

The level-0 muon trigger is a very complex systéie
have developed a very challenging architecture hase248
large FPGAs exchanging data on 2272 high speed latk
1.6 Gbhits/s among which 920 component-to-comporant
board-to-board copper links. 18432 tracking aldoné are
permanently running in the system and deliver altes/ery
25 ns.

All tests demonstrate that the hardware is funetioWe
have checked, exhaustively, data path integrity by
programming FPGAs in a mode where every possiblpubu
is toggled at maximum rate. The large number oftigighbit
serial links proves to be very reliable.

A very good visibility on each internal node of Bua
complex system is mandatory. We have developed ifowe
hardware/software test mechanisms. Their purpose elp
us to understand and to validate the trigger beawiluring
the debug and commissioning phases.

Each board embeds a PC running Linux which is

interfaced to FPGAs by a custom 16 bits bus. Toheegfwe
can control the operation of any FPGA of the systaml
monitor its status through error detection mechasjserror
counters, spy and snooping mechanisms.

A. Testability

To test a complete processor in a stand alone mode,
implement data injection buffer which can be substd to
the input data. Results of the processing can aeé back by
the embedded PC at the output of the LO-derandarhiziéer
as shown in Figure 12.

B. Verification

The level-0 muon trigger is a very complicated egst
Any malfunction can therefore be difficult to unsand and
interpret. At each stage we log the input and Itesaf the
processing. A PU produces 512 bits per bunch argssi
resulting to 2,300 bits for a board and to 30,0 bor a
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