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Ganga is a Grid user &
interface oo B
> H .2
It is a key piece of the ” CRS = Ganga ”
distributed-analysis Grid
systems for ATLAS and istograms |
LHCDb Application App.lica‘rion Monitoring Local Batch
Configuration S'S‘V"""C”'Zem' Results System
Ganga takes care of er code o
Configuring applications Sata P .
Switching between local a}:‘;plrz:ﬁz?:g ”
testing and large-scale
processing on the Grid
Keeping track of results All written in portable Python code
Discover datasets by direct ~20k lines of code

interfacing to file
catalogues

A joint UK/CERN project
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Ganga provides interactive access to objects either via the an enhanced Python
shell (IPython)

Fully object oriented approach

HiggsFit(const char* SUSYModel, double HiggsMass) { ... '
TFile f("output.root”,"RECREATE");
An example of a ROOT script “HiggsFit.C”
j = Job(application = Root(), backend = LCG(), splitter = ArgSplitter()) I
j-application.script = 'HiggsFit.C'
j.splitter = [['A", 110],['A", 130],['B, 270]] An example of commands for job
j.outputsandbox = 'output.root' submission
j.submit()
help> index Interactive help system is available from
Ganga Public Interface (GPI) Index the command line
Classes:
File Represent the files, both local and remote and provide an interface to transparently get access
to them.
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japplication=Athena()
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#japplication.max_events=100

japplication. prepare )

Adhehat japplication.option_file="thome/clatiathena/te starma/11.0.4 1/installs
Athena_4 Requires access o Castor jinputdata=DQ2Dataset]) /
AthenaMc_1 = T ¥
(AthenaMC_2 =
(AthenaMC_3 £ Execute

outputdir = Thome/clatigz
outputsandbox = [ ,

The PyCute shell running Python Z2.3.5 (#1, Feb 16 Z0O06, 14:09:03
)

[GCC 3.2.3 Z003050Z (Red Hat Linux 3.2.3-49)] on linuxZ.

Type "copyright", "credits" or "license" for more information on
Fython.
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Job Monitoring

logging Ganga in INFO mode

lbgging Ganga. Utility. lbgging in INFO mode
LEGACY interface of LCG

submitting jpb 276

submitting subjob 276

job 276 has changed status 1o Ready

job 276 has been assigned to mub.matrix.sam.nl:2119/jpbmanage -pbs-mediu
submitting job 277

submitting subjpb 2770000 1

job 27700001 submined

submirting subjob 27700002

job 27700002 submitted

submitting subjob 27700003

pb 277000032 submitted

Local job 27700001 staws changed to unning, pid=23706

Local job 27700001 finished with exitade O

Local jpb 27700002 status changed to unning, pid=23708

Local job 27700002 finished with exitode O

Local job 27700003 status changed to mnning, pid=23707

Local job 27700003 finished with exitode O

jab 276 has changed status to Scheduled

N\

completed id = 269 ,
completed inputdata = DQ20ataset
completed type = 'LFC,
LEG names =[], J
| _57a e = L ;:Ia?aset: csc11.00535
—271 Athena_3 new LoG iRt e |
272 AthenaMC_1 new LoG application = Athena
273 AthenaMC_2 new LOG aths_releasep—riiaal
~l I I
O R - o]/ Dockable
CXexs e windows

& | By | o

Job builder

[—firstevent
I—hbookfike

—inputioh
I—inrdofile
—inmotfile

N

Log window

application (AthenaMC)
atls_release

—indirectory

pb_optian
I loafile
—mode

Fnumber_events_job

Job.application.job_option

DC3.005105. PythiaWmunu. py

Screenshot of the Ganga
GUI

The GUI interface is built on the top of the GPI using the PyQt graphics libraries
Most of the panels are build dynamically using the widget description from the class schema
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Tutorials for ATLAS and LHCD in various locations => Ganga tried out
by close to a 100 people

-

\ \

Cambridge, January 2006 Bologna, June 2006

Distributed analysis recently integrated into the overall training for
analysis in LHCb.

Regular set of tutorials within ATLAS

Support provide by developers through the CERN Savannah system.

CERN, September 2005
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Ganga as used in LHCD
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Collisions in detector

40 MHz
Trigger (h/w + s/w) Simulating events
2 kHz — 1800 CPU’s 200 Hz — 5000 CPU’s

Reconstruction

Stripping is centrally { ‘ Analysis at all Tier 1
managed analysis run centres with LHCb

as a production. iInvolvement.

Reduces analysis Stripped data will be:
datasets to a size of Disk resident

10° to 107 events. _
Cnntlnunus ‘ Replicated to all

User_ analysis ongoing User analysis sites.
during the year.

Stripping of events
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No direct submission of jobs to LCG for LHCb

Analysis jobs are submitted to the Dirac workload management system
(WMS) originally developed for LHCb Monte Carlo production.

This gives us the advantage to:
Reduce the knowledge required of users.
Provides transparent access for reading and writing data on SE's
Allows LHCb to set priorities and/or restrictions for analysis jobs.

See presentation by Andrei Tsaregorodtsev for many more details on
the DIRAC system.
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- User sends job to the DIRAC WMS

i @ WMS sends a pilot agent as an

LCG job

When pilot agent runs safely on a
worker node it fetches job from

WMS
Small data files returned to WMS

Large files registered in LFC file

DIRAC
Central WMS

LCG Resource

Broker catalogue
- ’/ ~ User query WMS for status and
s e finally retrieve output from there.

Pilot
Agent
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To define a job we combine different parts to create a job

An application \ A job

A dataset —>

/ Repository of
[

A backend

past jobs
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Predefined Python classes with specific knowledge about LHCb
applications:

Gauss — for simulating events
DaVinci — for physics analysis
5 other LHCDb applications

Objects know how to compile code, extract configuration, place user
DLLs in input sandbox, specify files for output sandbox etc.

# Define an application object
app = DaVinci (version = 'v1l2rl5',
cmt user path = '~/public/cmt’,
optsfile = 'myopts.opts’',
extraopts = 'ApplicationMgr.EvtMax = 10;')
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A backend describes how the job will be executed

Local — run in the background on the client
LSF/PBS/SGE — submit to the batch system
Dirac — submit to the Grid via Dirac

# Define a Dirac backend object
d = Dirac (CPUtime=3600)
print d
Out[34]: Dirac (
status = None ,
CPUtime = 3600 ,
id = None

)
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To put together and submit a job is simply by combining the different
parts:

# Create an LHCb job and submit
j = Job (name='MyJob',

application=app, A jOb
backend=d, L
inputdata = ...) Pavinc
print j Dirac
Out[38]: Job( Dataset
status = 'new' ,

name = 'MyJob' ,
application = DaVinci (...)
backend = Dirac (...)
dataset = LHCbDataset(...) )
Jj.submit ()
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Ganga Core performs most
common tasks. It is represented
by 4 main components:

Client
Application Manager
Job Manager

Job Repository and File
Workspace

Plugin components provide
specific functionality

All components are linked
together and communicate via
the Ganga Public Interface (GPI)

Ulrik Egede Imperial College London

Client
GUI CLIP SCRIPT
f.iExecutabFe) > @
Y i}
( Gauwdi ) |I© Ganga Core =
ri DaVinci :} gr_ / t \E ----------------------
(" Atena ) ; Job manager 2 BF"
(" Other :} % (Y s
— |l@ \./ Monitoring File Workspace,
Job/Application || § | p---m-o e Input/Qutput
plugins [Locahost| | LCG | Sandbox
| LSF | [ glite |
| PBS | | DIRAC |
| Condor | | Other |
Backend plugins
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[ = What to run
Application
e Where to run
Data read by application
ol | | Input Dataset hui
87  Toutout Dt Data written by application
, Rule for dividing into subjobs
Splitter
| | Rule for combining outputs
\ Merger = S

Ulrik Egede
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The building blocks are
iImplemented as plugin classes
Applications:
Generic Executable application
ROQOT application
ATLAS ATHENA application
GAUDI-based applications of LHCb

Backend Plugins:
LCG, gLITE
DIRAC
LSF, PBS, Condor, SGE
Local PC

Each plugin has its own schema,
which describes the configurable
properties
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Job repository provides for Metadata Server —
storage and retrieval of Oracle e
jOb objects Client SOAP Postore _—

Either on local file system, Server —
or with repository on Criont e e _
remote server using saLite B
certificate-based

authentication.

AMGA interface for remote database

API for local and remote repositories are identical
Support for selections, bulk operations, and fast retrieval of summary data
Good scalability (has tested up t010 thousand jobs per user)

Average time of job creation being 0.2 and 0.4 second for the local and
remote repository respectively
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The Interface classes document
the required methods

s GangaObject
o 3
(= | | ¥ | |
o g
2= |Application ISplitter |Dataset IMerger |Backend
1WA e [
£ £ Executable -exe 3| | -CE - LCG
5 E i -args =L | -requirements
i .
8 / -eny -id
a | The Plugins inherit from a E -status Class schema introduces a
E ™| common interface class = =reason uniform description of all
G A -actualCE methods and data members
-exitcode visible to the uses
b

The plugin modules represent different types of applications and

backends.

Such a modular design allows the functionality to be extended in an
easy way to suit particular needs of the experiments
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GUI and CLIP representations of
the plugin classes can be built
automatically

class Executable(lApplication):

""" Executable application -- running arbitrary programs.

Can add a new plugin without
SSOUEIE S EIEWAE e o special knowledge of the GUI and

‘exe’ : Simpleltem(defvalue=",
doc="File object with executable.’), CLIP frameworks

‘args' : Simpleltem(defvalue=[],sequence=1, To build an extension:
doc="List of arguments.” )} ) 1. Derive a class from

corresponding plugin
interface

. Describe the class schema
. Specify GUI appearance (if

any)
. Implement plugin methods

. Create a configuration unit to
set up default values (if

# preferences for the GUI...
_GUIPrefs = [{ "attribute’ : 'exe’, 'widget' : 'File' },
{ 'attribute’ : 'args‘, 'widget' : ‘String_List' }]

-
&) 0 w N

def configure(self, masterappconfig):
# do the validation of input attributes

[Executable_Properties]

exe = echo reqUIred) .
args = ["Hello World"] 6. Specify path to the extension
module In the configuration
— file
[Configuration] ) .
RUNTIME_PATH = /my/SpecialExtensions:GangaAtlas ﬂ No need to Change anythmg in the

released code!
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Monitor daily performance of
LHCb analysis jobs sent to
the DIRAC WMS.

Evaluates performance of ful
analysis chain right to the
correct output.

Automatic notifications.

Will get triggered when
performance goes below a
certain level.
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Histogram of daily success rate
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Also monitor where the analvsis iobs run and their relative success

300

250

200

150f

100

50f

Ulrik Egede

Site where job executed: (all jobs blue, failed jobs black)

none
ANY

LCG.CNAF.i
LCG.PIC.es
LCG.RAL.u
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Look at waiting time from job submission until it starts consuming CPU

All jobs runs in competition with very high rate of production jobs

Waiting time (hours)
800 T T

700

600

500

400

300

200

100

0

0 2 4 6 8 10 12
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In EGEE, Ganga is used as submission engine and monitoring system
for the DIANE job-distribution framework

BEE NEws ' Geant 4

Grid searches for avian flu cure » Geant 4 regression tests performed

A cure for bird flu is being sought by computers that usually for major releases (tWice per year)

searchforthefunda.meni.:al elements of matter. |:| Search for differences 'in o ITU Regional Radio

» Use of Grid in search for drugs simulation results Conference held in Geneva, May-
against avian flu widely reported _ June 2006

Ab ishth of iob « Ganga/DIANE adopted for running

*About one eighth of jobs these tests on the Grid « Required real-time optimisation

submitted using Ganga/DIANE O First use December 2005 of evolving plan for sharing

frequencies between 120 countries
[0 Maximise number of satisfied

Contribution by country . QGSP-FeSci-¢--9GeV-5000 requests

[J Minimise interference

G4 7.1.p01
G4 8.0 cand «Ganga/DIANE used to run
optimisation jobs on the Grid

NI

Job statistics from Ganga 50 6 70 8 9% 100

Total visible energy MeV
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The Ganga framework allows to submit jobs to the Grid in an easy and
transparent way.

The Ganga framework makes it trivial to perform testing on local
system and then transfer to the Grid for full scale analysis.

Steady build-up of user base within both LHCb and ATLAS for
distributed analysis.

General implementation of Ganga allows the use in may other areas
without modifications to the Core.

Documentation of Ganga system is available at http://cern.ch/ganga.
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