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Abstract

We present a measurement of the forward-backward asymmetry (AFB) for opposite
charge lepton pairs produced via an intermediate Z/γ∗ at

√
s = 7 TeV in the CMS ex-

periment. Our results are based on an integrated luminosity of 4.7 fb−1. We present
AFB as a function of the di-lepton mass for M`+`− > 40 GeV, the raw AFB for both
di-muons and di-electrons and the combined measurement at the Born level. The
di-muon channel and the combined AFB measurements represent the first such mea-
surements at a hadron collider. We find that the AFB distributions are consistent with
the Standard Model predictions within uncertainties.
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1 Introduction
In the Standard Model (SM) process qq̄ → Z/γ∗ → `+`−, both the vector and axial-vector
couplings of electroweak bosons to fermions are present. This results in a forward-backward
asymmetry (AFB) in the number of Drell-Yan pairs. At a given di-lepton invariant mass, the
differential cross-section can be written as

dσ

d(cos θ)
= A(1 + cos2 θ) + B cos θ (1)

where θ is the emission angle of the lepton relative to the quark momentum in the center-of-
mass frame of the di-leptons, and A and B are parameters that depend on the weak isospin
and the charge of the quark and the anti-quark. Forward (backward) events are defined by
cos θ > 0 (< 0). The total cross sections for the forward (σF) and backward events (σB) are then
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and the asymmetry parameter, AFB, is simply

AFB =
σF − σB

σF + σB
=

3B
8A

. (3)

At the Z pole AFB is small, due to the small value of the lepton vector coupling constant, and
provides a measurement of sin2 θW [1]. Above and below the Z pole, AFB exhibits a character-
istic energy dependence, driven by virtual photon and Z interference. Precision measurements
of AFB can be used to constrain Parton Distribution Functions (PDFs), and substantial devia-
tions from the SM prediction of AFB may indicate the existence of a new neutral gauge boson
[2–7], quark-lepton compositeness [8], supersymmetric particles or extra dimensions [9]. Ini-
tial studies of the forward-backward asymmetry in CMS using Monte Carlo (MC) samples are
described in references [10, 11] and the preliminary measurement of AFB in the di-muon and
di-electron channels in [12–14].

In this paper, we use the Collins-Soper frame [15] in which the angle θ∗CS is defined as the
angle between the lepton momentum and an axis that bisects the angle between the quark
and opposite to the anti-quark direction. Use of this frame reduces the uncertainties due to the
transverse momentum of the incoming quarks. The angle θ∗CS can be calculated using quantities
measured in the lab frame as

cos θ∗CS = Q̂Z
2(P+

l P−l̄ − P−l P+
l̄ )

|Q|
√

Q2 + Q2
T

(4)

where Q, QT and QZ are the four-momentum, the transverse momentum, and the longitudinal
momentum of the di-lepton pair. Pl(Pl̄) represents the four momenta of the lepton (anti-lepton),
and P±l = 2−1/2(P0

l ± P3
l ). At the LHC, the quark direction can not be known since both beams

consist of protons. However, since the anti-quark is necessarily a sea quark, on average, we
expect it to carry less momentum than the valence quark and therefore, the di-lepton system
should be boosted in the direction of the valence quark [3, 16, 17]. This assumption is taken
into account by including the sign of the Z boost (Q̂Z) in the definition of cosθ∗CS in Equation 4.
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The raw AFB measurement is distorted compared to the parton-level asymmetry mainly be-
cause of bin-to-bin migration in mass due to the finite mass resolution of the detector and the
QED Final-State-Radiation (FSR). Moreover, AFB is further distorted by the acceptance cuts and
the unknown quark directions at the LHC. In this paper, we present the uncorrected AFB and
compare it to the reconstructed POWHEG events. We also present the AFB corrected for the
mass resolution and QED FSR effects (Born level).

We calculate the cos θ distributions in M−Y bins the limits of which are defined to be M = 40,
50, 60, 70, 80, 86, 96, 106, 120, 150, 200, 2000 GeV and |Y| = 0, 1, 1.25,1 .5, and 2.4. To correct
for mass resolution and QED FSR effects, we unfold the forward and backward mass spectra
in each Y-bin. The unfolding procedure is performed using a matrix inversion technique.

AFB could be further corrected for the dilution effects due to unknown quark direction. How-
ever, such corrections use information that are not directly observable and beyond the scope
of the measurement. Dilution corrections can be made by theorists using the unfolded AFB
presented in this paper.

2 Detector, Data and Monte Carlo Samples
A detailed description of the CMS detector can be found in [18]. The central feature of the
CMS detector is a 3.8 T superconducting solenoid of 6 m internal diameter. The Silicon Pixel
and Strip Tracker, the Crystal Electromagnetic Calorimeter (ECAL) and the Brass/Scintillator
Hadron Calorimeter (HCAL) are located inside the solenoid. In CMS, muons are measured in
the pseudorapidity window |η| <2.4, with the all-silicon Tracker and the Muon System with
detection planes of three technologies embedded in the steel return yoke: Drift Tubes (DT),
Cathode Strip Chambers (CSC), and Resistive Plate Chambers (RPC) [19]. DTs are used in the
barrel (|η| <1.2), and CSCs in the endcaps (0.9< |η| <2.4), complemented by a system of RPCs
covering both regions up to |η| <1.6. Electrons are detected in ECAL as energy clusters and
as tracks in the Silicon Tracker. ECAL consists of nearly 76 000 lead tungstate crystals which
provide coverage in pseudorapidity |η| < 1.479 in the barrel region (EB) and 1.479 < |η| < 3.0
in the two endcap regions (EE). A preshower detector consisting of two planes of silicon sensors
interleaved with a total of 3 X0 of lead is located in front of the EE.

This analysis is based on 4.7 fb−1 of data at 7 TeV center-of-mass energy collected in 2011.

The signal (Z/γ∗ → µ+µ−, e+e−) and the Z → ττ processes, considered as a part of back-
ground in this analysis, have been simulated using POWHEG at the Next-to-Leading-Order
(NLO) [20–22]. Parton showering is simulated using PYTHIA [23] while the NLO PDF is
CT10 [24]. The W+jets and tt̄ background events are generated using MadGraph [25], PYTHIA
and TAUOLA [26]. Background event samples WW, WZ, ZZ, and QCD are generated using
PYTHIA. All events are processed and reconstructed using the GEANT4 based CMS software
[27, 28].

3 Event Reconstruction and Selection
Muon candidates are selected from events with at least two muons with transverse momenta
(pT) of at least 6 or 7 GeV and the sub-leading muon with 8 GeV and the leading muon with 13
or 17 GeV depending on the period of data-taking. In the offline analysis, the muon tracks are
first independently reconstructed by the Tracker and the Muon System. Muon candidates are
then reconstructed by two different algorithms. The global muon algorithm matches the tracks
in the Tracker to the tracks in the Muon System, and then refits the individual hits in Tracker
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and Muon System to one overall track. The Tracker muon algorithm, on the other hand, ex-
trapolates the tracks with pT > 0.5 GeV and p > 2.5 GeV in the Tracker to the Muon System,
and a track is taken to be a muon candidate if it matches at least one track segment in the Muon
System. Both algorithms take into account the energy loss and multiple scattering in the steel
yoke of the CMS magnet. High-quality muons are selected by the standard CMS muon identi-
fication cuts which require 10 hits in the Tracker, including one in the pixel detector, at least one
hit in the Muon System, hits in at least two muon stations, and a normalized χ2 < 10 for the
global fit. Muons are required to have a small impact parameter of less than 2 mm measured
with respect to the beam spot. This requirement reduces the cosmic muon background signif-
icantly. We also require the angle between the two muon tracks to be larger than 2.5 mrad in
the laboratory frame, which removes any remaining cosmic ray background without removing
signal events. To remove muons overlapping with jets, they are required to pass the isolation
that uses the sum of the transverse momenta of the tracks in the Tracker. The muon definition
does not include the energy of the radiated photons, therefore, to reduce the effects of the QED
FSR which is detected in the ECAL, isolation is defined only using Tracker information. For
each muon we require |η| ≤2.4 and pT > 20 GeV.

Online electron candidates are selected from ECAL L1-triggered events by a high-level trigger
requiring two ECAL clusters with a minimum ET. Reconstruction of electrons starts by build-
ing superclusters of clusters in the ECAL in order to collect the energy radiated by bremsstrahlung
in the Tracker material, following the procedure described in Ref. [29]. A dedicated tracking
algorithm is used to better cope with the changes of curvature due to bremsstrahlung. Su-
perclusters are then matched to electron tracks. Electron candidates are required to be in the
pseudo-rapidity ranges |η| ≤1.444 or 1.566< |η| <2.400 with the minimum supercluster ET of
20 GeV after ECAL energy scale corrections. Electrons from photon conversions are reduced by
requiring no missing Tracker hits before the first hit in the reconstructed track matched to the
electron and also by rejecting the candidate when a conversion partner track is found close to
the electron candidate. High quality electrons are identified by using shower shape variables,
and electron candidates are isolated using a variable that combines the Tracker and calorimeter
measurements. Energy scale, resolution and efficiency factors are calculated and applied for
different data-taking periods, η and pT. The MC signal sample is re-weighted to mimic the
pile-up conditions in the data.

Note that electrons are restricted to the same phase space of the muons for an unambiguous
comparison and combination of the two channels.

For both channels, the main sources of background are Z → ττ and QCD dijets for the low
mass and tt for the high mass region. Diboson (WW, WZ, ZZ), and W inclusive processes are
lesser sources of background. QCD may be a major background contribution in the di-electron
channel depending on how often a jet is counted as an electron and passes the electron ID
cuts. Electroweak (EW) backgrounds are calculated using MC samples, and the QCD back-
ground is estimated using a data-driven method in which we assume that the same-sign and
the opposite-sign electron pairs are equally probable since the reconstruction of a charged par-
ticle in a jet to be counted as a lepton or anti-lepton is equally likely.

4 The Analysis
There are no geometrical or kinematic acceptance corrections in this analysis. All results are
given in the phase-space defined by pT(`) >20 GeV and |η(`)| <2.4. The dilution due to the
unknown quark direction is largest for small rapidity values and decreases with increasing
rapidity. The first rapidity bin, |Y| = 0.00− 1.00 is the bin with the largest dilution effect due
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to the unknown quark direction but with the smallest acceptance effect. The next two bins,
|Y| = 1.00 − 1.25 and |Y| = 1.25 − 1.50, have the largest asymmetry. The highest rapidity
bin, |Y| = 1.5− 2.4, is affected the least by dilution but suffers a large acceptance reduction
resulting in a smaller asymmetry compared to the adjacent Y bin.

The response matrix provides a mapping between the corrected and the measured number of
events in each mass and rapidity bin. This is described by

Nmeas
j (F, k) =

10

∑
i=1

RFF
ji (k)Ncorrected

i (F, k) j = 1, ..., 10; k = 1, ..., 4. (5)

Nmeas
j (B, k) =

10

∑
i=1

RBB
ji (k)Ncorrected

i (B, k) j = 1, ..., 10; k = 1, ..., 4. (6)

In these equations, Nj(F, k) and Nj(B, k) refer to the number of forward (F) and backward (F)
events within the acceptance (pT > 20 GeV and |η| < 2.4) in each mass bin j for the rapidity
bin k. RFF

ji (k) is the response matrix representing the effect that the observed mass bin is not
always the generated mass bin for defined for forward events in the rapidity bin k and RBB

ji (k)
is the response matrix for the backward events in the rapidity bin k. We construct the response
matrices for unfolding the reconstructed forward and backward mass spectra in each Y bin to
the Born level. The response matrices are calculated using the simulated events at the generator
level before and after QED FSR and detector simulation. The response matrices that represent
the forward generated but backward reconstructed events (and vice versa) have a negligible
contribution and are neglected in this study. The effect of this approximation is taken into
account in the systematic errors. The unfolded values are obtained by inverting the above
equations. The corresponding errors are calculated taking into account the correlations that are
due to the unfolding procedure. The estimated errors are verified applying the procedure on a
large number of independent MC samples.

5 Systematic Uncertainties
Systematic uncertainties are estimated for each M−Y bin using MC events and are calculated
separately for the raw and the Born levels. To calculate the systematic uncertainties at the raw
level, the MC distributions are modified, and the resulting AFB values are compared to the
nominal ones. To calculate the systematic uncertainties at the Born level, the modified MC
distributions are unfolded, and the resulting AFB values are compared to the nominal distribu-
tions at the Born level. All systematic uncertainties are assumed independent and combined in
quadrature.

The background is small in the Drell-Yan process, however uncertainties in the background
estimation lead to systematic errors in the final results. We take a conservative approach and
assume that this small background is uncertain by 100%. We scale the background up and
down by 100% and repeat the analysis.

To quantify possible systematic errors that could arise from the modeling of QED FSR, we re-
weight the events in the FSR tail. We define the events in the FSR tail to be the events for which
the difference of the momenta of the lepton pre- and post-radiation is larger than 1 GeV. We
modify the weight of each event in the FSR tail by ±5%. The distributions obtained from the
re-weighted events are used to estimate the uncertainty at each level.

The systematic uncertainties that could arise from imperfections in the alignment are studied
using MC samples with different assumed tracker reconstruction geometries (basic distortions)
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based on the cylindrical symmetry of the tracker system [30]. These uncertainties are estimated
using samples reconstructed with different basic distortions and in each case repeating the
Tracker alignment procedure. The difference between the ideal geometry and the other sce-
narios is evaluated by comparing the AFB values obtained in each case. The maximum of the
alignment uncertainties calculated using each type of different geometry is taken as the align-
ment uncertainty for the corresponding M-Y bin.

The errors obtained from the χ2 fits used to obtain the energy scale factors are used to modify
the energy scale and calculate the associated uncertainties in the di-electron channel. In the di-
muon channel, no energy scale factors are applied, but to estimate a possible scale uncertainty,
the events are weighted by modifying the energy scale by 0.1%. The resulting differences with
respect to the nominal asymmetry values are taken as the systematic uncertainties. No resolu-
tion uncertainty is accounted in the di-muon channel. The largest error from the χ2 fits in the
di-electron channel is 0.5% and this value is used to estimate the systematic uncertainty due to
electron energy resolution.

The efficiency and pile-up uncertainties are estimated by comparing the results from the weighted
and the unweighted samples for both channels.

To determine the uncertainties arising from the predictions of different PDF sets, we follow the
PDF4LHC working group’s recommendation [31, 32]. It is known that at NLO the predictions
of the PDF sets CTEQ (CT10) [24, 33], NNPDF2.0 [34], and MSTW [35] are more consistent
within themselves compared to other PDF sets. At the NLO level, the recommendation from
the PDF4LHC working group is to use CTEQ (CT10), NNPDF and MSTW which have been
calculated from Tevtron and HERA data. These PDF sets are also provided for different αs(MZ)
values. The spread in the predictions is calculated from the central values of each of the three
sets and PDF+αs uncertainties using the prescriptions of combining the errors from each group.
The central values are taken to be the midpoints of these spreads and the uncertainties are the
distances of the extremes of the predictions to the midpoints. For each set, events are simulated
and re-weighted using the varied PDF sets at the hard scattering level. All the weights for
NNPDF, MSTW, and CT10αs are calculated with respect to the CT10 set which is the baseline
set used for the current analysis. CT10 has 52, NNPDF 100 and MSTW has 40 eigenvector
directions. Events are re-weighted for each event for each PDF variation. Using the re-weighted
forward and backward di-lepton mass distributions, re-weighted AFB values are calculated for
each M-Y bin. The final uncertainties are combined in quadrature using the full predicted
spread as described in [31, 32].

The systematic errors due to unfolding procedure are calculated using toy MC samples. The
effect is negligible and found to induce a variation of at most 0.03 in the AFB measurement.

Each of the systematic uncertainties individually induces a change in AFB of at most 0.09.

6 Results and Conclusion
The measured and expected raw AFB distribution for each M-Y bin are shown with the associ-
ated statistical and systematical uncertainties in Figure 1 for the muon and in Figure 2 for the
di-electron channel. The raw AFB distributions are calculated using the efficiency corrected,
pile-up re-weighted and background-subtracted data. The unfolded and combined AFB dis-
tributions at the Born level are displayed in Figure 3. The position of the AFB within a mass
bin is determined by the expected mean value of the mass distribution at the Born level. The
measurement and the unfolding are made with the acceptance cuts of pT(µ) > 20 GeV and



6 6 Results and Conclusion

) [GeV]-µ+µM(
50 60 100 200 300 400

F
B

A

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6
CMS Preliminary

 = 7 TeVs at -14.7 fb

|Y|=0-1

Raw 

POWHEG + CT10 + PYTHIA (Z2) with Systematic Errors

Data with Statistical Errors

) [GeV]-µ+µM(
50 60 100 200 300 400

F
B

A

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6
CMS Preliminary

 = 7 TeVs at -14.7 fb

|Y|=1-1.25

) [GeV]-µ+µM(
50 60 100 200 300 400

F
B

A

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6
CMS Preliminary

 = 7 TeVs at -14.7 fb

|Y|=1.25-1.5

) [GeV]-µ+µM(
50 60 100 200 300 400

F
B

A

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6
CMS Preliminary

 = 7 TeVs at -14.7 fb
|Y|=1.5-2.4

Figure 1: The raw AFB measurement for the di-muon channel in different Y bins with the ac-
ceptance cuts of pT(µ) > 20 GeV and |η(µ)| <2.4. Data points are shown with the statistical
error bars and the MC points with the total systematic error bars. The extent of the M error
bars indicate the bin width. The raw AFB is calculated using the efficiency corrected, pile-up
re-weighted MC and background-subtracted data.

|η(µ)| <2.4. In the electron di-channel, unfolding also corrects for the gap in ECAL in the
pseudo-rapidity range of |η| = 1.444− 1.566.

We presented a measurement of the forward-backward asymmetry (AFB) for opposite charge
lepton pairs produced via an intermediate Z/γ∗ at

√
s = 7 TeV in the CMS experiment based

on an integrated luminosity of 4.7 fb−1. We present AFB as a function of the di-lepton mass
for M`+`− > 40 GeV, the raw AFB for both di-muons and di-electrons and the unfolded and
combined measurement at the Born level. In conclusion, we find both the raw and the unfolded
AFB distributions to be consistent with the Standard Model predictions within the estimated
uncertainties.
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Figure 2: The raw AFB measurement for the di-electron channel in different Y bins with the
acceptance cuts of pT(e) > 20 GeV and |η(e)| <2.4. Data points are shown with the statistical
error bars and the MC points with the total systematic error bars. The extent of the M error
bars indicate the bin width. The raw AFB is calculated using the efficiency and mass resolu-
tion corrected, pile-up re-weighted MC and energy scale corrected and background-subtracted
data.
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Figure 3: The combined (µ+µ− + e+e−) measurement of AFB at the Born level in four Y bins
with the acceptance cuts of pT(`) > 20 GeV and |η(`)| <2.4 (In the di-electron channel, un-
folding also corrects for the gap in ECAL in the pseudo-rapidity range of |η| = 1.444− 1.566.).
Data points are shown with the statistical error bars and the MC points with the total systematic
error bars. The extent of the M error bars indicate the bin width.
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