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Abstract. The jet energy scale (JES) and its systematic uncertaietgletermined for jets measured with the ATLAS
detector at the LHC in proton-proton collision data at a mef-mass energy of/s = 7 TeV corresponding to an
integrated luminosity of 38 ptt. Jets are reconstructed with the aktalgorithm with distance parameteRs= 0.4 or
R=0.6. Jet energy and angle corrections are determined fromé/@atlo simulations to calibrate jets with transverse
momentapt > 20 GeV and pseudorapiditieg| < 4.5. The JES systematic uncertainty is estimated using thgdesin
isolated hadron response measureditu and in test-beams, exploiting the transverse momenturmealbetween
central and forward jets in events with dijet topologies atdlying systematic variations in Monte Carlo simulations
The JES uncertainty is less tharb% in the central calorimeter regiom( < 0.8) for jets with 60< pr < 800 GeV,
and is maximally 14% foipr < 30 GeV in the most forward region3< |n| < 4.5. The uncertainty for additional
energy from multiple proton-proton collisions in the samenth crossing is less than5%6 per additional collision
for jets with pr > 50 GeV after a dedicated correction for this effect. The Je®lidated for jet transverse momenta
up to 1 TeV to the level of a few percent using sevénasitu techniques by comparing a well-known reference such
as the recoiling photompy, the sum of the transverse momenta of tracks associatee tetthor a system of lovpr

jets recoiling against a higpr jet. More sophisticated jet calibration schemes are ptesdmased on calorimeter cell
energy density weighting or hadronic properties of jet®vating an improved jet energy resolution and a reduced
flavour dependence of the jet response. The JES systematictaimty determined from a combination iof situ
techniques are consistent with the one derived from sinadiedn response measurements over a wide kinematic range.
The nominal corrections and uncertainties are deriveddolated jets in an inclusive sample of high-jets. Special
cases such as event topologies with close-by jets, or ggleatf samples with an enhanced content of jets originating
from light quarks, heavy quarks or gluons are also discuaseldthe corresponding uncertainties are determined.

1112.6426v1 [hep-ex] 29 Dec 2011

arXiv


http://arxiv.org/abs/1112.6426v1

2
Contents
1 Introduction . . . ... ... ... ... 3
2 The ATLASdetector . . . ... ... .. ... ....... 4
3 Introduction to jet energy calibration methods . . . . . . . 5
4 Monte Carlosimulation . . . .. ... ... ......... 6
4.1 Eventgenerators . ... ............... 6
4.2 Simulation of the ATLAS detector . . . . .. ... .. 7
4.3 Nominal Monte Carlo simulation samples . . . . . . 7
4.4 Simulated pile-upsamples . . . ... ... 7
5 Datasample and eventselection . .. ... ........ 7.
5.1 Data taking period and LHC conditions . . ... .. 7
5.2 Eventselection . ... ... ... ........... 8
5.3 Dataqualityassessment. . . .. ........... 8
6 Jetreconstruction . . . . ... ... ... L. 8
6.1 Reconstructed calorimeterjets . . . ... ... ... 8
6.2 Reconstructed trackjets . . . . . ... ... ... .. 9
6.3 Monte Carlo truth jets and flavour association . . . .9
7 Jetqualityselection . . . .. ... ... L. 10
7.1 Criteria to remove non-collision background . . . . . 10
7.2 Evaluation of the jet quality selection efficiency . . .10
7.3 Summary of the jet quality selection . . . . ... .. 12
8 Jet energy calibration in the EM+JES scheme . . . . .. 12
8.1 Pile-upcorrection . . . . ... ... ... 12
8.2 Jetorigincorrection . . . . ... ... ... ... .. 14
8.3 Jetenergycorrection . .. ... ... ........ 14
8.4 Jet pseudorapdity correction . . . . ... ... ... 17
9 Jet energy scale uncertainties for the EM+JES scheme . 17 .
9.1 Jetresponse definition for the JES uncertainty evalnati7
9.2 Uncertainty in the JES calibration . . ... ... .. 18
9.3 Uncertainty on the calorimeter response . . . . . . 18
9.4 Uncertainties due to the detector simulation . . . . 20
9.5 Uncertainties due to the event modelling in Monte Carlo
generators . . . . ... ..o 21
9.6 In situintercalibration using events with dijet topologi&i
9.7 Uncertainties due to multiple proton-proton collisson 24
9.8 Summary of jet energy scale systematic uncertaintieg9.
9.9 Discussionofspecialcases . .. .......... 29
10 Jet energy scale uncertainties validation viittsitu tech-
niques for the EM+JES scheme . . . . . . ... ... .. 31
10.1 Comparison of transverse momentum balance of jets
from calorimeter and tracking . . . . ... ... .. 31
10.2 Photon-jet transverse momentum balance . . . . . 37.
10.3 Multijet transverse momentum balance . . . . . . . 43
10.4 Summary of JES validation usingsitutechniques . .48
10.5 JES uncertainty from combination of in situ techniquds8
11 Jet energy calibration based on global jet properties . . .51
11.1 Global sequential technique . . . . . . . ... ... 51
11.2 Properties derived from the internal jet structure ... 51
11.3 Derivation of the global sequential correction . . . 51
12 Jet energy scale uncertainties for jet calibrations dhase
global jet properties . . . . . .. ... oL 52
12.1 Validation of the global sequential calibration using
dijetevents . .. ... ... oL 52
12.2 Sensitivity of the global sequential calibration tepip 58
12.3 Summary on the JES uncertainty for the global se-
quential calibration . . . . ... ... ... ... .. 58
13 Jet calibration schemes based on cell energy weighting. 58

ATLAS collaboration: Jet measurement with the ATLAS dé&tec

13.1 Global cell energy density weighting calibration . . .58
13.2 Local cluster weighting calibration

13.3 Jetenergy calibration for jets with calibrated cdnstits 61

14

15

16

17

18

19
20

21

22

Jet energy scale uncertainties for jet calibrations dase

cellweighting . . . .. ... ... .............861
14.1 Energy density as input to the global cell weighting
calibration . . . . .. ... o 61

14.2 Cluster properties inside jets as input to the loca-clu

ter weighting calibration . . . . .. ... ... ... 61
14.3 Jet energy scale uncertainty framsitu techniques
for jets based on cell weighting . . . . . . ... ... 66

Summary of jet energy scale uncertainties of various cali

brationschemes . . . . .. ... ... ... 74
Jet reconstruction efficiency . . . . ... ... 76
16.1 Efficiency in the Monte Carlo simulation . . . . . . . 76
16.2 Efficiencyin situvalidation . . . . . . ... ... ... 76
16.3 Summary of jet reconstruction efficiency . . . . . . . 77
Response uncertainty of non-isolated jets. . . . . . . .. 7.
17.1 Evaluation of close-by jeteffects . . . . . . ... .. 78
17.2 Non-isolated jetresponse . . . ... ........ 78
17.3 Non-isolated jet energy scale uncertainty . . . . . . 79
17.4 Summary of close-by jet uncertainty . . . . ... .. 81

Light quark and gluon jet response and sample characteri-

sation . ... 81

18.1 Data samples for flavour dependence studies . . .81.
18.2 Flavour dependence of the calorimeter response . .81 .
18.3 Systematic uncertainties due to flavour dependence 81 .

18.4 Average jet flavour determination

18.5 Systematic uncertainties of average flavour composig6
18.6 Flavour composition in a photon-jet sample . . . . 88
18.7 Flavour composition in a multijet sample . . . . . . . 88
18.8 Summary of jet response flavour dependence .88.

Global sequential calibrated jet response for a quarkpkam 88
JES uncertainties for jets with identified heavy quark €com

ponents . . . ... 89
20.1 Selection of identified heavy quark jets . . . . . . . 89
20.2 Calorimeter response uncertainty . . . . . . .. .. 89
20.3 Uncertainties due to Monte Carlo modelling . . . . . 89
20.4 Final bottom quark JES uncertainty . . .. ... .. 91

20.5 Validation of the heavy quark energy scale using tracks

Study of jet punch-through . . . . . ... ... ... ... 94
21.1 Event selection for punch-through analysis . . . . . 94
21.2 Energy depositions in the hadronic calorimeter 94
21.3 Dijet balance as an indication of punch-through . . 95
21.4 Summary of the jet punch-through study . . . . . . 96
summary ... 96



ATLAS collaboration: Jet measurement with the ATLAS dedect 3

1 Introduction JES uncertainty can be obtained by comparing the jet energy
to a well calibrated reference object. A standard technique
Collimated sprays of energetic hadrons, called jets, @édm- probe the absolute jet energy scale, used also in earli¢ohad
inant feature of high energy proton-proton interactionshat collider experiments, is to measure thgbalance between the
Large Hadron Collider (LHC) at CERN. In Quantum Chrojet and a well-measured object: a photon Gt Aoson. How-
modynamics (QCD) jets are produced via the fragmentatione@fer, the currently limited data statistics imposes a lionithe
quarks and gluons. They are key ingredients for many physies range that can be tested with this technique. The JES un-
measurements and for searches for new phenomena. certainty on higher jet transverse momenta up to the Telesca

During the year 2010 the ATLAS detector collected protorean be assessed using the multijet balance technique where a
proton collision data at a centre-of-mass energy/sf=7 TeV  recoil system of well-calibrated jets at lower is balanced
corresponding to an integrated luminosity of 38 bThe un- against a single jet at high@r. A complementary technique
certainty in the jet energy measurement is the dominantrexpgses the total momentum of the tracks associated to thegets a
imental uncertainty for numerous physics results, for egl@m reference objects. While the resolution of the jet energpme
the cross-section measurement of inclusive jets, dijetsudti-  surement using tracks in jets is rather poor, the mean jeggne
jets [1-4], as well as of vector bosons accompanied by j8ls [ can be determined to the precision of a few percent.
and new physics searches with jets in the final stte [

Jets are observed as groups of topologically related energy The standard jet calibration and the corresponding uncer-
deposits in the ATLAS calorimeters. They are reconstructé@nty on the energy measurement are determined for isblate
with the antik; algorithm [7]. jets in an inclusive jet data sample. Additional unceriamt

Using a Monte Carlo (MC) simulation the observed jets agfe evaluated for differences in the response of jets indlbge
calibrated such that, on average, the jet energy correspmnddguarks or gluons and for special topologies with close-bs; je
that of the associated stable particles in the ATLAS detecto
The calibration of the jet energy scale (JES) should en$ige t

correct measurement of the average energy across the WhOIGFirst the ATLAS detector (Sectia®) is described. An over-
detect(_)r and needs to be |_n<_jepende_nt of addltlc_)nal EVEDHS Rliew of the jet calibration procedures and the various catib
duced n proton-proton collisions at high luminosity corupd- o schemes is given in Secti@nThe Monte Carlo simulation
ing on the event of interest, I . ramework is introduced in Sectioh The data samples, data

In this document, the jet calibration strategies adopted Yiality assessment and event selection are described in Sec
the ATLAS experiment are outlined and studies to evaluate on 5. Then, the reconstruction (Sectié), and the selection

?nctert?_mtl?s "; ttr?e jEtSenergytmetas(ljJrem_ek?t da_r N pr}asehte Section?) of jets are discussed. The jet calibration method is
Irst estimate ot the uncertainty, described in Rij Was outlined in Sectior8 which includes a prescription to correct

based on information available before the first LHC collisio ¢ o oo energy due to multiple proton-proton inteices
It also exploited transverse momentum balance in events Wﬂgile—up)

only two jets at high transverse momeng). A reduced un-

certainty with respect to Refl[ is presented that is based on  section9 describes the sources of systematic uncertain-
the increased knowledge of the detector performance ataifies for the jet energy measurement and their estimation us-
during the analysis of the first year of ATLAS data taking.  ing Monte Carlo simulations and collision data. Sectl@rde-
ATLAS has developed several jet calibration schen@s [scribes severah situ techniques used to validate these sys-
with different levels of complexity and different sensitito  tematic uncertainties. Sectidtl presents a technique to im-
systematic effects, which are complementary in their ébotr prove the resolution of the energy measurements and to re-
tion to the jet energy measurement. Each calibration schefige the flavour response differences by exploiting theltopo
starts from the measured calorimeter energy at the eleellemogy of the jets. The systematic uncertainties associatéla wi
netic (EM) energy scale, which correctly measures the gnefgis technique are described in Sectitix The jet calibration
deposited by electromagnetic showers. In the simplestnseheschemes based on calorimeter cell energy weighting in jets a
(EM+JES) the jet calibration is derived as a simple correfiroduced in Sectiod3, and the associated JES uncertainties
tion relating the calorimeter’s response to the true jetrgyne are estimated from thi situ techniques as described in Sec-

More sophisticated schemes exploit the topology of the Ggon 14, Sectionl5summarises the systematic uncertainties for
lorimeter energy depositions to correct for calorimetenno || studied jet calibration schemes.

compensation (nuclear energy losses, etc.) and othergehfe
struction effects. The jet reconstruction efficiency and its uncertainty is dis
For the simple EM+JES calibration scheme based only onssed in Sectioh6. The response uncertainty of non-isolated
the JES correction, the JES uncertainty can be determioed frjets is investigated in Sectioh?7, while Section18 and Sec-
the single hadron response measurements in small datasetstion 19 discuss response difference for jets originating from
lectedin situ or in test-beams. With a large data set availablEght quarks or gluons and presents a method to determine, on
the JES uncertainty can also be determined using the ratica@trage, the jet flavour content in a given data sample. In Sec
the jet transverse momentum to the momentum of a referenics 20 JES uncertainties for jets where a heavy quark is identi-
object and by a comparison of the data to the Monte Carlo sified are investigated. Finally, possible effects from latkudl
ulation. calorimeter containment of jets with high transverse momen
Several techniques have been developed to directly deteim are studied in Sectio?l. The overall conclusion is given
mine the uncertainty on the jet energy measurernmesitu. The in Section22.

The outline of the paper is as follows.
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Fig. 1: Display of the central part of the ATLAS detector irethiz view showing the highest mass central dijet event collected

during the 2010 data taking period. The two leading jets h#¥e= 1.3 TeV withy = —0.68 andpt" = 1.2 TeV withy = 0.64,
respectively. The two leading jets have an invariant masppfoximately 3L TeV. The missing transverse energy in the event is
46 GeV. The lines in the inner detector indicate the recocstd particle trajectories. The energy deposition in thlerimeter
cells are displayed as light rectangles. The size of theangtes is proportional to the energy deposits. The histograttached

to theLAr and theTile calorimeter illustrate the amount of deposited energy.

2 The ATLAS detector providing eight hits per track at intermediate radii, andamt
sition radiation trackerTRT) composed of straw tubes in the

The ATLAS detector is a multi-purpose detector designed gditer part providing 35 hits per track. Ag| > 1 the ID end-
observe particles produced in proton-proton and heavyadn cCap regions each provide threexel discs and nin€CT discs
lisions. A detailed description can be found in RéJ. [The de- Perpendicular to the beam direction.
tector consists of an inner detector, sampling electroragn  The liquid argon LAr) calorimeter is composed of sam-
and hadronic calorimeters and muon chambers. Fifyjsteows pling detectors with full azimuthal symmetry, housed in one
a sketch of the detector outline together with an event with t barrel and two endcap cryostats. A highly granular elecaigm
jets at high transverse momenta. netic (EM) calorimeter with accordion-shaped electroded a
The inner detectorID) is a tracking system immersed in dead absorbers in liquid argon covers the pseudorapiditgea
magnetic field of 2 T provided by a solenoid and covers a psdg{ < 3.2. It contains a barrel pargfB, |n| < 1.475) and an
dorapidity* |n| < 2.5. TheID barrel regionn| < 2 consists of endcap partBMEC, 1.375< |n| < 3.2) each with three layers
three layers of pixel detectorBixel) close to the beam-pipe,in depth (from innermost to outermaBtB1, EMB2, EMB3 and
four layers of double-sided silicon micro-strip detect(86T) EMEC1, EMEC2, EMEC3). The middle layer has a@5x 0.025
granularity inn x @ space. The innermost layer (strips) consists
1 The ATLAS coordinate system is a right-handed system wigh tiof cells with eight times finer granularity in the-direction and
x-axis pointing to the centre of the LHC ring and tt@xis point- with 3-times coarser granularity in thgdirection.
ing upwards. The polar angkis measured with respect to the LHC For || < 1.8, a presamplerPresanpler), consisting of

beam-line. The azimuthal angl is measured with respect to thean activeLAr layer is installed directly in front of the EM

x-axis. The pseudorapidity is an approximation for rapidity in calorimeters, and provides a measurement of the energy lost
the high energy limit, and it is related to the polar anfl@sn = , and p 9y
before the calorimeter.

—Intan. The rapidity is defined ag= 0.5 x In[(E + p,)/(E — pz)],
whereE denotes the energy ams is the component of the momen- A copper-liquid argon hadronic endcap calorimetggd,

tum along the beam direction. Transverse momentum andeaeeg 1.5<|n| < 3.2) is located behind thHEMEC. A copper/tungsten-
defined aspr = p x sin@ andEt = E x sin@, respectively. liquid argon forward calorimeteFCal) covers the region clos-
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[n| < 2.7. The muon spectrometer measures muon tracks with
three layers of precision tracking chambers and is instniete
with separate trigger chambers.

The trigger system for the ATLAS detector consists of a
hardware-based Level 11) and a software-based higher level
trigger HLT) [10]. Jets are first identified at L1 using a sliding
window algorithm from coarse granularity calorimeter toge
This is refined using jets reconstructed from calorimetdisce
in the HLT. The lowest threshold inclusive jet trigger is fully
efficient for jets withpr = 60 GeV. Events with lowepr jets
are triggered by the minimum bias trigger scintillatorsTs)
mounted at each end of the detector in front of the endcap
calorimeter cryostats &t = +3.56 m.

3 Introduction to jet energy calibration
methods

Fig. 2: Zoom of thex-y view of the ATLAS detector show- Hadronic jets used for ATLAS physics analyses are recoastru
ing one of the highpr jets of the event shown in Figurk ed by a jet algorithm starting from the energy depositions of
The energy depositions in the calorimeter cells are disgmayelectromagnetic and hadronic showers in the calorimeters.
as light rectangles. The size of the rectangles is propuatid  example of a jet recorded by the ATLAS detector and displayed
the energy deposits. The dark histograms attached taAhe in the plane transverse to the beam line is shown in Figure
(Tile) calorimeter illustrates the amount of deposited energy. The jet Lorentz four-momentum is reconstructed from the
The |ineS_ in tth dISplay the reconstructed tracks Originating:orrected energy and ang'es with respect to the primaryteven
from the interaction vertex. vertex. For systematic studies and calibration purpdssesk
jetsare built from charged particles using their momenta mea-
sured in the inner detector. Reference jets in Monte Canio si

est to the beam at B< || < 4.9. TheHEC has four layers and ula_ttlons ruth Jet_$ are fo_rmed from simulated stable particles
using the same jet algorithm.

the FCAL has three layers. From innermost to outermost these The iet enerav calibration relates the iet enerav measured
are:HECO, HEC1, HEC2, HEC3 andFCal0, FCall,FCal2. Alto- . J gy cal J gy
with the ATLAS calorimeter to the true energy of the corre-

gether, theLAr calorimeters correspond to a total of 1888 o . .
readout cells, i.e. 92% of the full ATLAS calorimeter readout. spondmg Jet Of. staple particles entering the ATLAS detecto
The jet calibration corrects for the following detector ef-

The hadroni@ile calorimeter (n| < 1.7) surrounding the fects that affect the jet energy measurement:

LAr cryostats completes the ATLAS calorimetry. It consists of. Calorimeter non-compensation partial measurement of
plastic scintillator tiles and steel absorbers covelimp< 0.8 the energy deposited by hadrons.

for the barrel and 8 < || < 1.7 for the extended barrel. Ra- 2. Dead material energy losses in inactive regions of the de-
dially, the hadronicTile calorimeter is segmented into three tector.

layers, approximately., 3.9 and 18 interaction lengths thick 3. Leakage energy of particles reaching outside the calorime-
atn = 0; theAn x A segmentation is.Q x 0.1 (0.2x 0.1in ters.

the last radial layer). The last layer is used to catch tHe tdi 4. Out of calorimeter jet cone: energy deposits of particles
the longitudinal shower development. The three radialigye inside the truth jet entering the detector that are not in-
of theTile calorimeter will be referred to (from innermostto  cluded in the reconstructed jet.

outermost) agile0, Tilel, Tile2?2. 5. Noise thresholds and particle reconstruction efficiency
Between the barrel and the extended barrels there is a gap ofsignal losses in the calorimeter clustering and jet recon-

about 60 cm, which is needed for thie and theL.Ar services. struction.

Gap scintillators §ap) covering the region.D < |n| < 1.2 are . .

installed on the inner radial surface of the extended baroal- Jets reconstructed in the calorimeter system are formeal fro

ules in the region between th&le barrel and the eXtendedcalqrimeterenergy depositions reconstructed ggtbetromag-

barrel. Crack scintillatorsScint) are located on the front of Netic energy scal¢EM) or from energy depositions that are

theLAr endcap and cover the regior2k |n| < 1.6. corrected for the lower detector response to hz_idrons. The_EM
The muon spectrometer surrounds the ATLAS calorimet§alé correctly reconstructs the energy deposited bygbesti

A system of three large air-core toroids, a barrel and two-en] @ €lectromagnetic shower in the calorimeter. This energ

caps, generates a magnetic field in the pseudorapidity nalngécale _is established using test-beam measurements for elec
trons in the barrel I1-14] and the endcap calorimeter5,

2 Inthe barrel, thaile layers will be called’ileBar0, TileBarl, 16]. The absolute calorimeter response to energy deposited vi
TileBar2 and in the extended barr@ileExt0, TileExtl and electromagnetic processes was validated in the hadroluid-ca
TileExt2. meters using muons, both from test-bearh4, 7] and pro-
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ducedn situby cosmic rays18]. The energy scale of the elec-calibration and exploits the topology of the energy desasit
tromagnetic calorimeters is corrected using the invanaass the calorimeter to characterise fluctuations in the jetiplart

of Z bosons produced in proton-proton collisios-{ e*e~ content of the hadronic shower development. Correcting for
events) [L9). The correction for the lower response to hadrorguch fluctuations can improve the jet energy resolution. The
is solely based on the topology of the energy depositions aimrrections are applied such that the mean jet energy is left
served in the calorimeter. unchanged. The correction uses several jet propertiesacid e

In the simplest case the measured jet energy is correctedirection is applied sequentially. In particular, thegandinal
on average, using Monte Carlo simulations, as follows: and transverse structure of the hadronic shower in theicader
ter is exploited.

) The simple EM+JES jet calibration scheme does not pro-
(1) Vide the best performance, but allows in the central deteeto

The variabIeEg,l is the calorimeter energy measured at th ion the most direct evaluation of the systematic uncetitzsn

- jet . . rom the calorimeter response to single isolated hadron-mea
electromagnetic scalé;, is the calibrated jet energy ands%redin situ and in test-beams and from systematic variations

el IS the calibration function that depends on the measurgfline \vonte Carlo simulation. For the GS the systematic un-
Jet energy and is evaluated in small jet pseudorap|(_j!twm| certainty is obtained by studying the response after apglyi
The variabled(Ney) denotes the correction for additional eny,e G5 cajibration with respect to the EM+JES calibratiar. F
ergy from multiple proton-proton interactions dependinglee  he Gow+JES and LCW-JES calibration schemes the JES un-

number of primary verticeNev). .certainty is determined fronm situ techniques.
The simplest calibration scheme (called EM+JES) applies o 3| calibration schemes the JES uncertainty in the for-

the JES corrections to jets reconstructed at the electroBi®y \yarq detector regions is derived from the uncertainty in the

scale. This calibration scheme allows a simple evaluation Qunra| region using the transverse momentum balance irteve
the systematic uncertainty from single hadron response mgaere only two jets are produced.

Z‘é[ﬁg‘zgﬁ ftlrr:(; rsr;lésllt?jrgt?aﬂgel}éo:r:z giﬂgr‘é‘?‘gi{ig&;&his e"’(‘en b In the following, the calibrated calorimeter jet transers

physics analyses ceidy momentum will be denoted api?t, and the jet pseudorapidity
Other calibration schemes use additional cIuster—bytetusaSn'

and/or jet-by-jet information to reduce some of the sounfes

fluctuations in the jet energy response, thereby improvirgg t . .

jet energy resolution. For these calibration schemes thtesa4 Monte Carlo simulation

jet calibration procedure is applied as for the EM+JES cal-

ibration scheme, but the energy corrections are numeyicaft-1 Event generators

smaller. N . .

The global calorimeter cell weighting (GCW) calibrationThe_ energy anc_i direction O.f partlc_les produced in protoskq
exploits the observation that electromagnetic showerén tc_oII|S|ons are simulated using various eventgeneratqm\Aer-
calorimeter leave more compact energy depositions thar h erOT Monfte Carlohevent ngeratprs EQ;fLHC physics can be
onic showers with the same energy. Energy corrections are n 'g ?e ' PQ]' -ll— N zarlnp esdusmgd : e((;nfjebvelnt Qe”era'
rived for each calorimeter cell within a jet, with the corastit tors and theoretical models used are described below:

that the jet energy resolution is minimised. The cell cdites 1. PyTHIA with the MC10 or AMBT1 tune: The eventgener-
account for all energy losses of a jet in the ATLAS detector. ator PyTHIA [21] simulates non-diffractive proton-proton
Since these corrections are only applicable to jets andaot t collisions using a 2+ 2 matrix element at leading order
energy depositions in general, they are called “globalt@er  in the strong coupling to model the hard subprocess, and
tions. usespr-ordered parton showers to model additional radia-
The local cluster weighting (LCW) calibration method first  tion in the leading-logarithmic approximatiofg]. Multi-
clusters together topologically connected calorimetés @nd ple parton interactions2[3], as well as fragmentation and
classifies these clusters as either electromagnetic oohaxdr hadronisation based on the Lund string mo@d] fre also
Based on this classification energy corrections are defieed simulated. The proton parton distribution function (PDF)
single pion Monte Carlo simulations. Dedicated correctiare set used is the modified leading-order PDF set MRST LO*
derived for the effects of non-compensation, signal loskes [25]. The parameters used for tuning multiple parton inter-
to noise threshold effects, and energy lost in non-instntece actions include charged particle spectra measured by AT-
regions. They are applied to calorimeter clusters and are de LAS in minimum bias collisionsZ6], and are denoted as
fined without reference to a jet definition. They are therefor the ATLAS MC10 tune 27].
called “local” corrections. Jets are then built from theséi-c 2. The RERUGIA2010 tune is an independent tune of -
brated clusters using a jet algorithm. IA with increased final state radiation to better reproduce

Ejet

calib — Eﬁéas/?calib(EﬁéaQ; with E;ﬁéas: E:zelbl - O(NPV)

The final jet energy calibration (see Equatircan be ap-
plied to EM scale jets, with the resulting calibrated jeferesd
to as EM+JES, or to GCW and LCW calibrated jets, with the
resulting jets referred to as GCW+JES and LCW+JES jets.

the jet shapes and hadronic event shapes using LEP and
TEVATRON data P8§]. In addition, parameters sensitive to
the production of particles with strangeness and related to
jet fragmentation have been adjusted.

A further jet calibration scheme, called global sequentieé8. HERwIG+JMMY uses a leading order 2 2 matrix ele-

(GS) calibration, starts from jets calibrated with the ENE8J

ment supplemented with angular-ordered parton showers
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in the leading-logarithm approximatio29]. The cluster 4.3 Nominal Monte Carlo simulation samples

model is used for the hadronisatioBd. Multiple parton . . )
interactions are modelled usingvy [31]. The model The baseline (nominal) Monte Carlo sample used to derive the
parameters of HRWIG/JIMMY have been tuned to ATLAS J€t energy scale and to estimate the sources of its sysemati
data (AUET1 tune)37. The MRST LO* PDF set5] is uncertainty is a sample containing high-jets produced via
used. strong interactions. It is generated with theTidIA event gen-

4. HERwIG++ [33] is based on the event generatoekiviG, erator with the MC10 tune (se_e Sectiqm), passed through
but redesigned in thé++ programming language. The genIhe full ATLAS detector simulation and is reconstructedtzes t
erator contains a few modelling improvements. It also usdata. ) ) )
angular-ordered parton showers, but with an updated evolu- T_he ATLAS detector geometry used in the simulation of the
tion variable and a better phase space treatment. HadronR@Minal sample reflects the geometry of the detector as best
tion is performed using the cluster model. The underlyiﬁ%‘;W” at the time of these studies. Studies of the material of
event and soft inclusive interactions are described using; inner detector in front of the calorimeters have been per
hard and soft multiple partonic interactions mocf| The _ormed using seco_ndary hadronlc_|nteractloﬁis].[Addltl_onaI
MRST LO* PDF set p5] is used. information is obtained from studying photon conversids |

5. ALPGEN s a tree level matrix-element generator for harg"d the energy flow in minimum bias evens]
multi-parton processes (2 n) in hadronic collisions 35].

It is interfaced to HERWIG to produce parton showers in4
the leading-logarithmic approximation. Parton showees ar

matched to the matrix element with the MLM matchingror the study of multiple proton-proton interactions, tveors
scheme 36]. For the hadronisation, ERWIG is used and ples have been used, one for in-time and one for out-of-time
soft multiple parton interactions are modelled usimgMY  pile-up. The first simulates additional proton-proton iate
[31] (with the ATLAS MCO09 tune B7]). The PDF set used tions per bunch crossing, while the second one also contains
is CTEQ6L1 Bg]. pile-up arising from bunches before or after the bunch where
the event of interest was triggered (for more details see Sec
tion 5 and Sectior8.1). The bunch configuration of LHC (or-
4.2 Simulation of the ATLAS detector ganised in bunch trains) is also simulated. The additionain
ber of primary vertices in the in-time (bunch-train) pile-sam-
pleis 17 (1.9) on average.

.4 Simulated pile-up samples

The GEANT4 software toolkit B9 within the ATLAS simula-

tion framework (0] propagates the generated particles through

the ATLAS detgctor and simulates their interac'gions _Witb thy Data sample and event selection

detector material. The energy deposited by particles irathe

tive detector material is converted into detector signaith w 5.1 Data taking period and LHC conditions

the same format as the ATLAS detector read-out. The simu- o

lated detector signals are in turn reconstructed with tmeesaProton-proton collisions at a centre-of-mass energy/sf=

reconstruction software as used for the data. 7 TeV, recorded from March to October 2010 are analysed.
In GEANT4 the model for the interaction of hadrons witHonly data with a fully functioning calorimeter and inner de-

the detector material can be specified for various partigles tector are used. The data set corresponds to an integratid lu

and for various energy ranges. For the simulation of hadrorf]oSity of 38 pb~. Due to different data quality requirements

interactions in the detector, theeNT4 set of processes calledth€ integrated luminosity can differ for the various seitets

QGSP_BERT is chosen41]. In this set of processes, the Quark/Sed in then situtechnique analyses. o

Gluon String model42] is used for the fragmentation of the ~ Several distinct periods of machine configuration and de-

nucleus, and the Bertini cascade modé] for the description L€ctor operation were present during the 2010 data takisg. A

of the interactions of hadrons in the nuclear medium. the LHC commissioning progressed, changes in the beam op-
The GEANT4 simulation and in particular the hadronic indicS @nd proton bunch parameters resulted in changes in the

teraction model for pions and protons, has been validaté wjluMmPer of pile-up interactions per bunch crossing. The spac

test-beam measurements for the barfel, j4-46] and end- N9 between the bunches was no less than 150 ns. _

cap [L5,16,47] calorimeters. Agreement within a few percentis _Figure3 shows the evolution of the maximum of the dis-

found between simulation and data for pion momenta betwetéilti,mio” of the number of interactions (peak) derived frtre
2 GeV and 350 GeV. online luminosity measurement and assuming an inelasitops

proton scattering cross section of.3nb [54].
The very first data were essentially devoid of multiple preto
proton interactions until the optics of the acceleratorbéspecif-

tified single particles. Agreement within a few percent igrid ' » X .
for the inclusive measurement§, 49] and for identified pions ically B*) were Ché?”ged in order to Qecrgas_e the transverse size
f the beam and increase the lumino&ityhis change alone

and protons from the decay products of kaon and lambda p%
ticles produced in proton-proton collisions at 7 T&0. With 3 The parametep* is the value of thg-function (the envelope of
this method particle momenta of pions and protons in thegang| trajectories of the beam particles) at the collisionpaind smaller
from a few hundred MeV to 6 GeV can be reached. Good agreatues of 3* imply a smaller physical size of the beams and thus a
ment between Monte Carlo simulation and data is found.  higher instantaneous luminosity.

Further tests have been carried @utsitu comparing the
single hadron response, measured using isolated trackdemd
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A C LA L L B L L L L L LB B ) L L L LB L B LA B B B B . . . .
X 45K : 3 The y-jet sample is selected using a photon trigged] [
E ATLAS Onl = E . > : : :
g £ Lﬁc%zlliczed\/g 7rev E that is fully efficient for photons passing offline selecBoihe
g E E higher threshold for the photopy is 40 GeV and this trigger
o 35F e was not pre-scaled; the lower threshold is 20 GeV and tlgs tri
% 3E 3 ger was pre-scaled at high luminosity.
o 25F
2; H 5.3 Data quality assessment
1.5 1

= The ATLAS data quality (DQ) selection is based upon inspec-
1 8 tion of a standard set of distributions that leads to a dasdityu

E assessment for each subdetector, usually segmented into ba
rel, forward and endcap regions, as well as for the trigger an
for each type of reconstructed physics object (jets, edestr

) muons, etc.). Each subsystem sets its own DQ flags, which are
Day in 2010 recorded in a conditions database. Each analysis applies DQ

Fig. 3: The peak number of interactions per bunch crossiﬁglection criteria, and defines a set of luminosity bloclez:ke
(“BX") as measured online by the ATLAS luminosity detec® rresporjdstp approximately wo minutes of data takmgk-'?
tors [54] good luminosity blocks used are those not flagged for having

issues affecting a relevant subdetector.
Events with minimum bias and calorimeter triggers were
required to belong to specific runs and run periods in whieh th

raised the fraction of events with at least two observed-ntéletector, trigger and reconstructed physics objects hassqul
actions from less than 2% to between 8% and 10% (May-Juhéata quality assessment and are deemed suitable for physic
2010). analysis.

A further increase in the number of interactions occurred The primary systems of interest for this study are the elec-
when the number of protons per bunch (ppb) was increadé@magnetic and hadronic calorimeters, and the inner mack
from approximately 5-9- 10 to 1.15- 101 ppb. Since the Qetector for studies of the properties of tracks associaiéd
number of proton-proton collisions per bunch crossing is- pr/ets-
portional to the square of the bunch intensity, the fractibn
events with pile-up increased to more than 50% for runs be- )
tween June and September 2010. 6 Jet reconstruction

Finally, further increasing the beam intensity slowly eals
the average number of interactions per bunch crossing te mét data and Monte Carlo simulation jets are reconstructedus

than three by the end of the proton-proton run in Novemb#te antik algorithm [7] with distance parametei® = 0.4 or
2010. R= 0.6 using the RSTJET software p6]. The four-momentum

recombination scheme is used. Jet finding is donegncoor-

dinates, while jet corrections and performance studiesfiea

done inn-@ coordinates. The jgir reconstruction threshold is
U 7 Gev.

Different triggers are used to select the data samplesdaror _ N the following, only antik jets with distance parameter
to be maximally efficient over the entire jg-range of in- R= O_.6 are (_:I|scussed in detail. The results for jets vidth 0.4
terest. The dijet sample is selected using the hardwaregba@'® Similar, if not stated otherwise.

calorimeter jet triggers10, 55|, which are fully efficient for

jets with P > 60 GeV. For lowerp® a trigger based on the
minimum bias trigger scintillators is used.

_ The multijet sample uses either the inclusive jet triggea Ofrhg jnput tocalorimeter jetscan be topological calorimeter
trigger that requires at least two, three or more jets B> ¢|;sters {opo-clusters[16,57] or calorimeter towers. Only topo-
10 GeV at the EM scale. These triggers are fully efficient fQfjsers or towers with a positive energy are consideredmsti
jets with p' > 80 GeV. to jet finding.

Each event is required to have a primary hard scattering
vertex. A primary vertex is required to have at least fivekeac
(Ngg"ks) with a transverse momentum @2k > 150 MeV. 6.1.1 Topological calorimeter clusters
The primary vertex associated to the event of interest (hard
scattering vertex) is the one with the highest associatetstr Topological clusters are groups of calorimeter cells thaike-
verse track momentum squared used in the verté(ﬁirra‘:k)z, signed to follow the shower development taking advantage of
where the sum runs over all tracks used in the vertex fit. Thise fine segmentation of the ATLAS calorimeters. The topo-
renders the contribution from fake vertices due to beam badktuster formation algorithm starts fronsaedcell, whose signal-
grounds to be negligible. to-noise §/N) ratio is above a threshold &N = 4. The noise

0 .
24/03 19/05 14/07 08/09 03/11

5.2 Event selection

6.1 Reconstructed calorimeter jets
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Loose Medium
HEC spikes (fggc > 0.5 and| fHECqua,ity |> 0.5) Loose or
or | Eneg|> 60 GeV fuec > 1 | fHECqUAIty |

Coherent fem > 0.95 andfgyaiiy > 0.8 Loose or
EM noise and| n (<28 fem > 0.9 andfquaiyy > 0.8 and| n [< 2.8

Non-collision [tiet |> 25 ns or Loose or

background | (fgm < 0.05 andfcy < 0.05 and| n |< 2) [tiet |> 10 ns

or (fem <0.05and| n |> 2) or (fem < 0.05 andfen < 0.1 and| n |< 2)
or (fmax>0.99 and| n |< 2) or (fgm > 0.95 andf.y, < 0.05 and| n |< 2)

Table 1: Selection criteria used to reject fake jets and calhision background.

is estimated as the absolute value of the energy deposited in6.2 Reconstructed track jets
calorimeter cell divided by the RMS of the energy distributi
measured in events triggered at random bunch crossings. Cééts built from charged particle tracks originating frore fri-
neighbouring the seed (or the cluster being formed) thaé hawary hard scattering vertexrck jetg are used to define jets
a signal-to-noise ratio of at leaS/N = 2 are included iter- that are insensitive to the effects of pile-up and providehle
atively. Finally, all calorimeter cells neighbouring therfned reference to study close-by jet effects.
topo-cluster are added. The topo-cluster algorithm effitye Tracks with pi@k > 0.5 GeV and|n| < 2.5 are selected.
suppresses the calorimeter noise. They are required to have at least one (six) hit(s) inRheel
The topo-cluster algorithm also includes a splitting ste(8CT) detector. The transverseg) and longitudinal Zy) impact
in order to optimise the separation of showers from differeparameters of the tracks measured with respect to the primar
close-by particles: All cells in a topo-cluster are seaccf@ vertex are also required to Bdp| < 1.5 mm and|zsin6| <
local maxima in terms of energy content with a threshold df5 mm, respectively.
500 MeV. This means that the selected calorimeter cell has to The track jets must have at least two constituent tracks and
be more energetic than any of its neighbours. The local maxi® total transverse momentum piiaCkJ'Et >~ 3 GeV. Since the
are then used as seeds for a new iteration of topological clgcking system has a coverage up|tg = 2.5, the perfor-
tering, which splits the original cluster into more topagfers. mance studies of calorimeter jets is carried out in the range
A topo-cluster is defined to have an energy equal to the 8f] < 1.9 forR=0.6 and|n| < 2.1 forR=0.4.
ergy sum of all the included calorimeter cells, zero massaand
reconstructed direction calculated from the weighted ayes
of the pseudorapidities and azimuthal angles of the camstit 6.3 Monte Carlo truth jets and flavour association
cells. The weight used is the absolute cell energy and thie pos
tions of the cells are relative to the nominal ATLAS coord&a Monte Carlo simulatiotruth jetsare built from stable particles
system. defined to have proper lifetimes longer than 10 ps excluding
muons and neutrinos.
For certain studies, jets in the Monte Carlo simulation are
6.1.2 Calorimeter towers additionally identified as jets initiated by light or heavyagks
or by gluons based on the generator event record. The highest
Calorimeter towersare staticAn x Ag = 0.1x 0.1, grid ele- energy parton that points to the truthjeletermines the flavour
ments built directly from calorimeter cefls of the jet. Using this method, only a small fraction of thesjet
ATLAS uses two types of calorimeter towers: with and withf=- 1% at low pr and less at higlpr) could not be assigned a
outnoise suppression. Calorimeter towers based on alin®e partonic flavour. This definition is sufficient to study thevBar
ter cells are calledon-noise-suppressed calorimeter towers dependence of the jet response. Any theoretical ambigufie
the following. Noise-suppressed towers make use of the-toget flavour assignment do not need to be addressed in the con-
clusters algorithm, i.e. only calorimeter cells that areludled text of a performance study.
in topo-clusters are used. Therefore, for a fixed geométrica
area, noise-suppressed towers have the same energy camtent
the topo-clusters.
Both types of calorimeter towers have an energy equal to
the energy sum of all included calorimeter cells. The formed
Lorentz four-momentum has zero mass.

4 For the few calorimeter cells that are larger thanfhipx Agp =
0.1 x 0.1 (like in the lastTile calorimeter layer and th&EC in-
ner wheel) or have a special geometry (like in #@&L), projective
tower grid geometrical weights are defined that specify tiaetfon
of calorimeter cell energy to be attributed to a particulaiodmeter ~ ° With AR < 0.6 for jets withR= 0.6 andAR < 0.4 for jets with
tower. R=0.4, whereAR= \/(An)2+ (A@)2.
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7 Jet quality selection Since a real jet is expected to have tracks, thg cut is
applied together with a cut on the minimal jet charged fatti

Jets at high transverse momenta produced in proton-proten ¢ fcn), defined as the ratio of the scalar sum of e of the

lisions must be distinguished from background jets notierigracks associated to the jet divided by theget for jets within

nating from hard scattering events. The main backgrourgls #ne tracking acceptance.

the following: A cut on the maximum energy fraction in any single calorime-

_ter layer (f is applied to further reject non-collision back-
1. Beam-gas events, where one proton of the beam collld@gugd_ (max) PP ]

with the residual gas within the beam pipe.
2. Beam-halo events, for example caused by interactions in
the tertiary collimators in the beam-line far away from the 1 3 jet quality selections
ATLAS detector.
3. Cosmic ray muons Ovel’lapping in-time Wlth C0||iSi0n eEnTWO qua“ty selections are provided:

4. Large calorimeter noise. . , ) -
1. Aloose selectioris designed with an efficiency above 99%,

The criteriato efficiently rejectjets_arising frqm backgral ~ that can be used in most of the ATLAS physics analyses.
are only applied to data. They are discussed in the followin® A medium selectionis designed for analyses that select
sections. jets at high transverse momentum, such as for jet cross-

section measurementy]

A tight quality selection has been developed for the measure
ment of the jet quality selection efficiency described in-Sec
tion 7.2, but is not used in physics analyses, since the medium
jet quality selection is sufficient for removing fake jetshel

_ ) quality selection criteria used to identify and reject fa&ts
Two types of calorimeter noise are addressed: are listed in Tabld.

7.1 Criteria to remove non-collision background

7.1.1 Noise in the calorimeters

1. Sporadic noise burstsin the hadronic endcap calorime-
ter (HEC), where a single noisy calorimeter cell contributes
almost all of the jet energy. Jets reconstructed from theé

problematic cells are characterised by a large energy fraﬁ]e criteria for the jet quality selection are optimised hydy-

tion in theHEC calorimeter fggc) as well as a large fraction . . i e .
of the energy in calorimet%%ccells with poor signal shaﬂ@g samples with good and fake jets classified by their amount

quality’ (fugcouai). DUE to the capacitive coupling pe.Of Missing transverse momentum significehce
tween channe?s, the neighbouring calorimeter cells witthal. Good jets belong to events where the two leading jets have
an apparent negative enerdshég). i . ft > 20 GeV, and are back-to-back@_; > 2.6 radian) in

2. Rare coherent noisein the electromagnetic calorimeter.  the plane transverse to the beam, and with a small missing
Similarly, fake jets arising from this source are charastst transverse momentum significare®’ss//>Er < 1.
by a large electromagnetic energy fractiofz\)’, and @ 2. Fake jets belong to events with a high transverse momen-
large fraction of calorimeter cells with poor signal shape tym significanc&Mss//SEt > 3 and with a reconstructed
quality (fquaiity)- jet back-to-back to the missing transverse momentum di-

rection @(,qz_lrpissij > 2.6 radian).

¢ Evaluation of the jet quality selection efficiency

7.1.2 Cosmic rays or non-collision background As the jet quality selection criteria are only applied toadat
an efficiency correction for data is determined. This efficig

Cosmic rays or non-collision backgrounds can induce eveltgneasured using a tag-and-probe method in events with two

where the jet candidates are not in-time with the beam coliets at high transverse momentum. The referencerf) (is

sion. A cut on the jet timety) is applied to reject these back-equired to pass the tightened version of the jet qualitgcsel

grounds. The jet time is reconstructed from the energy depddons, and to be back-to-back and well-balanced with thégro

tion in the calorimeter by weighting the reconstructed tiofie jet (p2°9):

calorimeter cells forming the jet with the square of the eell

ergy. The calorimeter time is defined with respect to the even(|p2°*°— pfef| /p29 < 0.4), with p29= (pP"°"4 piefy /2. (2)

time recorded by the trigger.

A cut on thefgy is applied to make sure that the jet hadhe jet quality selection criteria were then applied to thebe
some energy deposited in the calorimeter layer closesteto {fts, measuring the fraction of jets passing as a function of
interaction region as expected for a jet originating frore thand p‘TEt
nominal interaction point. The resulting efficiencies for jets witR = 0.6 for loose
and medium selections applied to the probe jets are shown in

6 The signal shape quality is obtained by comparing the medsur _
pulse from the calorimeter cell to the expected pulse shape. 8 The missing transverse momentuB{(*9) significance is defined

7 The EM fraction is defined as the ratio of the energy deposited asE%”iSS/\/T, whereZEr is the scalar sum of the transverse ener-
the EM calorimeter to the total energy. gies of all energy deposits in the calorimeter.
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Fig. 4: Jet quality selection efficiency for atijets withR = 0.6 measured with a tag-and-probe technique as a functidﬁtof

in bins of n, for loose and medium selection criteria (see TabhleOnly statistical uncertainties are shown. In (e), (f), ttoe
loose and medium results overlap.
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Figure4. The tight selection of the reference jet was varied to

study the systematic uncertainty. The loose selectioerait 2 200:"‘.3‘_‘“‘“““““““‘ T T 10°
are close to 100% efficient. In the forward region the medium .2 180F & -r
selection criteria are also close to fully efficient. In trentral = - .
region they have an efficiency of 99% fp¥' > 50 GeV. For 2 160 . -3 10
lower pr jets of about 25 GeV an inefficiency of up to-31% 5 14 )
is observed. £
e 10°
5
. . . @
7.3 Summary of the jet quality selection % 80 | 107
Quality selections used to reject fake jets with the ATLAS de § 60 ' ]
tector have been developed. Simple variables allow thevamo i
of fake jets due to sporadic noise in the calorimeter or non- 40 i - 10
collision background at the analysis level, with an efficien - -
greater than 99% over a wide kinematic range. NI ...
543210123451
r]jet

8 Jet energy calibration in the EM+JES

scheme Fig. 5: Distribution of the number constituent calorimetas-

ers as a function of the jet pseudorapidity for dntjets with

The simple EM+JES calibration scheme applies correctiensQZ 0.6 andp® > 7 GeV. The black dots indicate the average
a function of the jet energy and pseudorapidity to jets recoﬂumb'er of tower constitl.Jents.

structed at the electromagnetic scale.

The additional energy due to multiple proton-proton colli-
sions within the same bunch crossing (pile-up) is correbted
fore the hadronic energy scale is restored, such that tieeder ~ This offset correction applied to the jet transverse energy
tion of the jet energy scale calibration is factorised aneésidoot  (Er) at the EM scale as the first step of jet calibration can be
depend on the number of additional interactions measured. written generically as:

The EM+JES calibration scheme consists of three subse-
quent steps as outlined below and detailed in the followirg s Egorrected_ gyncorected o/(n Ney, Tounch), )

sections: whereO(n,Npv, Tounch) corrects for the jet offset due to pile-

1. Pile-up correction: The average additional energy due t&!P-

additional proton-proton interactions is subtracted ftbwn ~~ Due to the varying underlying particle spectrum and the
energy measured in the calorimeters using correction cof@riation in the calorimeter geometry the jet offset is ded
stants obtained fronm situ measurements. as a function of the jet pseudorapidity. The amount of inetim

2. Vertex correction: The direction of the jet is corrected suctile-up is parameterised Bypy. The spacing between consec-
that the jet originates from the primary vertex of the intettive bunchesTyuncn is considered, because it can impact the
action instead of the geometrical centre of the detector. @mount by which collisions in previous bunch crossingsdiffe

3. Jet energy and direction correction The jet energy and the jet energy measuremént
direction as reconstructed in the calorimeters are ceetect ~ The jet offset correction is proportional to the number of
using constants derived from the comparison of the kingonstituent towers in a jet as a measure of the jet area. For

matic observables of reconstructed jets and those from tri@ts built directly from dynamically-sized topologicalsters,
jets in Monte Carlo simulation. for which no clear geometric definition is available, a model

is used that describes the average area of a jet in terms of the
equivalent number of constituent towers.

8.1 Pile-up correction
8.1.2 Constituent tower multiplicity of jets

8.1.1 Correction strate
% The multiplicity of calorimeter towers in jets depends oe th

The measured energy of reconstructed jets can be affectedrggmal jet composition and on the presence of pile-up. The

contributions that do not originate from the hard scatgewent average tower multiplicity can be measuraditu

of interest, but are instead produced by additional prggmten 9 The dependence amynchis explicitly allowed for due to the pos-
collisions within the same bunch crossing. An offset cditec  sibility of pile-up contributions from previous protongipn bunch
for pile-up is derived from minimum bias data as a functiogrossings for closely spaced bunches. This will be an inaporton-
of the number of reconstructed primary verticBy, the jet sideration for the 2011-2012 LHC run as the number of bundhes
pseudorapidityr, and the bunch spacing. increased and the spacing between consecutive bunchekicece
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Fig. 6: Tower offset (a) and jet offset (b) at the EM scale asracfion of the tower or jet pseudorapidity in bins of the nanb
of reconstructed primary vertices. The jet offset is shoamantik; jets withR = 0.6. Only statistical uncertainties are shown.
They are typically smaller than the marker size.

Figure 5 depicts the distribution of the constituent towewhere A is the jet area that, for jets built from calorimeter

multiplicity for jets based on towers \,\,i'[pJ'Tet > 7 GeV as a towers, can be estimated from the constituent tower midtipl
function of the jet pseudorapidity. The average number of coity, A€t = Jg\f\,ers For jets built from topo-clusters, the mean

stituent towers is also indicated. This distribution is gaed equivalent constituent tower multiplicitydet = Ng\tmers» is

by the change in physical size of calorimeter towers for & Cofjsed®. The small dependencies of the constituent multiplicity

f]tgigé'gteé\clﬁlu'rr;pfzﬂﬁgrsgr'%m ?:ZIVc\)lﬁlrlnae?e?}s/ g'ggrgggdﬁi Pen dft andNpy are neglected in the correction, but incorporated
P PIRg 5 systematic uncertainties (see Sec8@ai.

gions. The jet offset for jets wittR = 0.6 is shown in Figuréb.

8.1.3 Pile-up offset for towers and jets

The calorimeter tower offset at the EM scale is derived by-me%il'4 Track jet based validation and offset correction

suring the average tower transverse energy for all towers in

events withNpy = 1,2,...N and comparing directly to eventsTrack jets constructed from charged particles originatiom

with Npy = Ngi; =1: the primary hard-scattering vertex matched to the calaeme
jets provide a stable reference that can be used to measure th

Otower(1,Nev) = (EP"*(1,Nev)) — (EP"*(n,NE))),  (4)  variation of the calorimeteE® as a function oNpy. Itis there-

where the angled brackets denote a statistical averageativefOre Possible to validate the tower-based offset correcind
events. The average is computed for events at each primary SO t0 directly estimate the pile-up energy contributiofets.

tex multiplicity. For this measurement non-noise-suppeels  AS this method is only applicable to jets within the inner
calorimeter towers are used (see SecBoh3 in order to re- detectoracceptance, it serves primarily as a cross-ctoeckd
main sensitive to low energy depositions that may not risvab tower-based method discussed above. It can also be used, how

noise threshold except inside of a jet. The calorimeter tow@Ver, to derive a dedicated offset correction that can béebp

offset is shown in Figuréafor 1 < Npy < 5. to jets at energy scales other than the electromagnetiggner
The tower offset can be extrapolated to an EM scale jet
offset using: 10 The equivalent constituent tower multiplicity for jets bason

, topo-clusters is calculated from the location of the cahatier cells of
Ojetitower(NNPv) = Otower(n,Npy) - At (5) the constituent topo-clusters in the jet.
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Fig. 7: Transverse jet enerdvz‘;}ret for calorimeter jets associated to track jets measuredesEM scale using a Landau-Gauss fit

as a function of the reconstructed vertex multiplichy, in bins of ptTraijet. Calorimeter jets are reconstructed at the EM scale

with calorimeter towers (a) and topo-clusters (b) as inp8ystematic uncertainties are not shown. The statistice¢uainties
from the fit results are smaller than the marker size.

scale. Studying the variation of the offset correction agrecf calibration (see Figur8cand FigureBd), and the increase cor-

tion of pi®I® can establish the systematic uncertainty of tH@sponds to the average jet energy correction (see Se&:Gpn
pile-up correction.
The criterion to match a track jet to a calorimeter jet with
R=0.61is 8.2 Jet origin correction
AR(jet trackjet) < 0.4, (6)

Calorimeter jets are reconstructed using the geometriead ¢
whereAR=/(An)?+ (Ap)?. The offsetis calculated by meaire of the ATLAS detector as reference to calculate the direc
suring the average calorimeter [f' as a function ofNey and tion of jets and their constituents (see SecriThe jet four-
the transverse momentum of the matched tracm{&?kjet: momentum is correcteq for each event s_uch that the (_jlrectlon

of each topo-cluster points back to the primary hard-sdatie
vertex. The kinematic observables of each topo-clustereare

et track jet jet, nref track je calculated using the vector from the primary hard-scatteri
Ovackjet= (Br (Nev|pr" ) = (B (NevIPr ™)) (1) Uertex to the togo-cluster centroid as it% diregtion. Thm'jetl;,3
four-momentum is thereafter redefined as the vector sumeof th
. . . topo-cluster four-momenta. The origin-corrected pseagio-
F'guzgijﬂ‘o"vs the jeEr as a function oNpy for several ity is callednorigin. This correction improves the angular reso-

bins in Pr . Both tower and topo-cluster jets at the electrqution and results in a small improvemenrt (%) in the jetpr
magnetic scale are used. The most probable value (MPV) of fagponse. The jet energy is unaffected.

calorimeter jetEr is determined from a fit using a Landau dis-

tribution convolved with a Gaussian for each range!t™/*!
A consistent offset of nearl) = 0.5 GeV per vertex is found 8.3 Jet energy correction

for |n] < 1.9. No systematic trend of the offset as a function of

pirackietis observed. The final step of the EM+JES jet calibration restores the re-

Figure8 presents the jet-based offset correction as a funmnstructed jet energy to the energy of the Monte Carlo truth
tion of Npy derived with respect tcN,'f{j = 1 for tower and jet. Since pile-up effects have already been correctedtier,
topo-cluster based jet using the EM and the EM+JES scale. Msnte Carlo samples used to derive the calibration do not in-
expected, the magnitude of the offset is higher after EM+JE&ide multiple proton-proton interactions.

The referencdl%) = 1 is used.
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Fig. 9: Average jet energy scale correction as a functiomef trjg. 10: Average simulated jet respon§@§{,|) at the electro-

calibrated jet transverse momentum for three represertati  magnetic scale in bins of EM+JES calibrated jet energy and as

intervals obtained from the nominal Monte Carlo simulatiog function of the detector pseudorapidifye:. Also shown are

sample. The correction is only shown over the accessible-kifhe n-intervals used to evaluate the JES uncertainty (see Ta-

matic range. ble 2). The inverse of the response shown in each bin is equal
to the average jet energy scale correction.

The calibration is derived using all isolated calorimetgsj _ -

that have a matching isolated truth jet witlhR = 0.3. Here, FATLAS simulation ]
an isolated jet is defined as a jet having no other jet \p!ﬁh> = 004l o A
7 GeV withinAR = 2.5R, whereRis the distance parameterof — | o L
the jet algorithm. A jet is defined to be isolated, if itis is®d =& 0,02k oo o, E
with respect to the same jet type, i.e. either a calorimeter o T et 0%asl?, ota R
truth jet. T TR L VS SV
The final jet energy scale calibration is first parametrised O Tix o st ]
a function of uncalibrated jet energy and Here the detector B : ! ]
pseudorapidity is used rather than the origin-corregtédsed -0.021 3
by default in physics analyses), since it more directly eorr C ]
spond to a region of the calorimeter. Energy is used ratteer tt~ -0-04 T
pr, since the calorimeter responds to energy, and the respo [ Anti-k,R = 0.6, EM+JES - h ]
curves can be directly compared to expectation and betweel  -0.065=pglgim gl b

bins. The method to derive this calibration is detailed telo

The EM-scale jet energy response |

In

det

qiet _ giet / jet (8) Fig. 11: Diff.er_ence between the jet pseqdorapidity calgaqzla .
EM 7 TEM/ Fruth using an origin correction and the true jet pseudorapidity i

f h pair of calori diruthiets | dis bin bins of the calorimeter jet energy calibrated with the EMS$JE
oreac palr ofca o_r;tmeter and trut !ets 1S measure I8 scheme as a function of the detector pseudorapjgity|.
the truth jet energ¥ls ,, and the calorimeter jet detector pseu-

dorapidity nae’. For each(E). . nde)-bin, the averaged jet
response<5%’§,§,|> is defined as the peak position of a Gaussian
. jet jet . . . jet . . Nmax . i
fit to the Ey,/E;y distribution. In the sameEtruth, Ndet)-bin, gca"byk(EgA) _ Z) a (mEgA) 7 9)
in addition, the average jet energy respor<d§£f,l>) is derived i=

from the mean of th«Ej;,f,, distribution. For a givemgerbin K, whereg; are free parameters, ahlax is chosen between 1 and

. P Cn jet y . 6 depending on the goodness of the fit.
the jet response calibration functiSRaiink(Egy) is obtained The final jet energy scale correction that relates the mea-

using a fit of the(<EjEe|f/|>. ; <RJ§/|>) values for eaclEll, -bin  sured calorimeter jet energy to the true energy is then define
i. ) ) as Y Fcaiin(ESY) in the following:

The fitting function is parameterised as:

. jet
11 Here, pseudorapidity refers to the original reconstruggetefore glet _ Eem (10)
- . EM+JES jet ’
the origin correction. Fealib(Efn) | nger
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whereJcaiib(Ely ) e 1S the jet response calibration function n region ATLAS detector regions
for the relevant)gerbin k. In] <0.3 Central Barrel

The average jet energy scale correctidf Feaibk(ESN)) 03<|n| <08
is shown as a function of calibrated jet transverse momentum 0.8<|n| <12 | Barrel-Endcap Transition
for three jetn-intervals in Figure9. In this and the following 12<in|<21
figures the correction is only shown over the accessible-kine 21<|n|<28 Endcap
matic range, i.e. values for jets above the kinematic limét a 2.8<[n|<3.2 | Endcap-Forward Transition
not shown. _ 32<|n|<36

The calorimeter jet respongéé’,tv, is shown for various en- 36<|nl<45 Forward

ergy- andngerbins in Figurel0. The values of the jet energy
correction factors range from aboutl?at low jet energies in

the central region to less than2lfor high energy jets in the

most forward region.

Table 2: Detector regions used for the JES uncertainty astim

[n| region considered where combined test-beam results, used
to estimate the calorimeter uncertainty, are availablé¢feren-
tire pseudorapidity range.

This section describes the sources of systematic uncertain
s and their effect on the response of EM+JES calibratsd je

8.4 Jet pseudorapdity correction

After the jet origin and energy corrections the origin-emted
jet n is further corrected for a bias due to poorly instrumentqije
regions of the qalorlmeter. In thesg regions toPo{lum In Section9.1, the selection of jets used to derive Monte Carlo
reconstructgd with a onverenerg_y with respect to b_ettet_runs based components of the JES systematic uncertainty is dis-
menf[ed regions (see F|gulé)._Th|s causes theje_tdlrectlon Ocussed. The contributions to the JES systematics due to the
be biased toward_s th_e bet_ter instrumented calo_rlmetemnnsgl following effects are then described:

Then-correction is derived as the average differeAce=
Niruth — Norigin IN (E™™, nger)-bins, and is parameterised as al. JES calibration method (Sectir®).
function of the calibrated jet enerdsEl® . and the uncor- 2. Calorimeter response (Sectiorg).
rectednger. The correction is very smaln < 0.01) for most 3. Detector simulation (Sectidh4). _
regions of the calorimeter but larger in the transition cegi. 4- Physics model and parameters employed in the Monte Carlo
The size of the bias is illustrated as a function of the detec- €vent generator (Sectichs).

tor pseudorapiditynge| and EM+JES calibrated jet energy in5- Relative calibration for jets witjn| > 0.8 (Sectior®.6).
Figurell 6. Additional proton-proton collisions (pile-up) (Seati6.7).

Section9.8discusses how the final uncertainties are calcu-
o lated. Additional uncertainties such as those for closgeby
9 Jet energy scale uncertainties for the are mentioned in Sectio®.9 and discussed in more detail in

EM+JES scheme Sectionl?.

The JES systematic uncertainty is derived combining inferm o ]

tion from the single hadron response meastinesitu and sin- 9-1 Jet response definition for the JES uncertainty

gle pion test-beam measurements, uncertainties on thergmdyaluation

of material of the ATLAS detector, the description of thecele _ )

tronic noise, and the Monte Carlo modelling used in the evehig® components of the JES uncertainty derived from Monte

generation. Dedicated Monte Carlo simulation test samgies Carlo samples are obtained by studying the average caltgime

generated with different conditions with respect to the imh  €N€rgy response of calibrated jets. The average energy or

Monte Carlo sample described in Secti®B. These variations €SPonse, defined as

are expected to provide an estimate of the systematic sffect, _ . ,

contributing to the JES uncertainty. <fRJet> = <EJEt/Etrum> or <5Q(pJT8t)> = <F3]T6t/ ptTrUth>7 (11)
The pseudorapidity bins used for the estimate of the JES

uncertainty divide the ATLAS detector in the eigfptregions is obtained as the peak position from a Gaussian fit to the-dist

specified in Tabl@ and FigurelO. bution of the ratio of the kinematic quantities for reconsted
The JES systematic uncertainty for all jets with pseudorand truth jets by matching isolated calorimeter jets to Mont

pidity || > 0.8 is determined using the JES uncertainty for th€arlo truth jets as described in Secti88, but without the

central barrel region (@ < |n| < 0.8) as a baseline, with a con-isolation cut for truth jet¥. This is done separately for the

tribution from the relative calibration of the jets with pectto  nominal and each of the alternative Monte Carlo samplesy Onl

the central barrel region. This choice is motivated by thedyo MC truth jets with pi“™ > 15 GeV, and calorimeter jets with

knowledge of the detector geometry in the central regiod, aglet . 7 Gev after calibration, are considered. The calibrated

by the use of pion response measurements in the ATLAS com-

bined test-beam, which used a full slice of the ATLAS barrel2 The isolation cut for truth jets on the average jet resporaeeh

detector, for the estimate of the calorimeter responsertainoe negligible impact on the average jet response given thét jets are

ties. The region B < |n| < 0.8 is the largest fully instrumentedmatched to isolated reconstructed jets.
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centres and the reconstructqaﬁt bin centres are negligible 1.02

respons€ R®!) is studied in bins of the truth jet transverse mo- g Ll e .
mentumptth. For eachp™™"-pin, an associated calibrates § 108F Antik R=0.6, EM+JES, 0.3 <[n | < 0.8 E
value is calculated by multiplying the bin centre with theav 8 F ° PYTHIA MC10 (nominal), E response .
age response o 106~ o PYTHIA MCI0 (nominal), p _ response -
. o C ]
The shifts between the Monte Carlo truth ley#H" bin 5 Lo4 =
 107o =

Ee

with respect to the chc_)sep‘r bin widths. Henge thg averagejet. N = S e o]
response can be obtained to a good approximation as a fanctio S ]
jet 0.98— =
of pf. g ]
0.96[ 3
F ATLAS simulation m
H B H H 0947 : PO ‘2 ‘ 2 ‘ — ‘3 ‘ ;
9.2 Uncertainty in the JES calibration 30 40 10°  2x10 10° 2x10
P [GeV]
After the jets in the nominal jet Monte Carlo simulation saenp (a)03<|n|<08
are calibrated (see Secti@), the jet energy angy response
still show slight deviations from unity at lowr (non-closure). S — ——— .
This can be seen in Figufe, showing the jet response for g F Anti-k  R=0.6, EM+JES, 2.1< || < 2.8 1
and energy as a function qﬁt for the nominal Monte Carlo @ 1'08? «  PYTHIAMCI0 (nominal), E response |
sample in the barrel (a) and endcap (b) and the most forwarc g 1.061- o PYTHIA MCI0 (nominal), p.__response
(c) regions for antk; jets withR = 0.6. S 1040 =
Any deviation from unity in the jet energy g response z = ]
after the application of the JES to the nominal Monte Carlo Lozt E
sample implies that the kinematic observables of the catidor I e =
calorimeter jet are not restored to that of the correspagndin 098k~ A
truth jet (non-closure). Besides approximations made vaeen F ]
riving the calibration (fit quality, parametrisation of iation 0961 TLAS simulation E
curve), the non-closure is due to the application of the same 094l — ... J

L | L L L Lo
30 4050 102 2x10? 10°

correction factor for energy and transverse momentum.(Cé&s o

can therefore only be achieved if the reconstructed jet rizass Py [GeV]

close to the true jet mass. If this is not the case, such as for (b)21<in| <28

low pr jets, restoring only the jet energy and pseudorapidity

will lead to a bias in thepy calibration. The non-closure is o 11 ‘ -

also affected by jet resolution and by details how the Monte g = Anti-k  R=0.6, EM+JES, 3.6 <|n| <45 .

Carlo samples are produced in order to cover the large kine- g 1.08 e PYTHIAMCLO, E response E

matic range in jet transverse momentum. 5 1.08 5 PYTHIAMCI0 (nominal), p | response
The systematic uncertainty due to the non-closure of the & 1.0aF E

nominal JES calibration is taken as the larger deviatiotheft £~ F 1

response in either energy pf from unity. In the barrel region 102 E

(0.3 < |n| < 0.8) this contribution amounts to about 2% at low = —v—5 E

piﬁt and less than 1% fopirEt > 30 GeV. In the endcap and 0980 E

forward regions, the closure is less than 1% ﬁf > 20 GeV, 0.96F E

and the energy response is within 1% for jets with transverse " F ATLAS simulation 3

iafi i 0.94 S ————
momentum above 30 GeV. The deviation of the jet response 30 40 50 60 70 107 o102

from unity after calibration is taken as a source of systémat P [GeV]
uncertainty.
For physics analysis the non-closure uncertainty only seed (©)36<[n|<45

to be considered when an absolute jet energy or transverse

o . .
mentum is needed. For analyses where only the descriptior{m;:bg'Ell\z/l'+ ﬁ\éesrag?ts)mglated é@fr response (open sqfuzlalre_s) after
the data by the Monte Carlo simulation is important, this ulke calibration and jet energy response (full cies

Certainty does not need to be Considered_ a fUnCtion Ofpj-l?t fOI‘ the nominal Monte Carlo Samp|e fOI’ je’[S
in the central (a), endcap (b) and most forward (c) calorime-
ter regions. Systematic uncertainties are not shown.s8tzi

9.3 Uncertainty on the calorimeter response uncertainties are smaller than the marker size.

The response and corresponding uncertainties for singte pa
cles interacting in the ATLAS calorimeters can be used to de-
rive the jet energy scale uncertainty in the central caletan
region as detailed in Ref4p, 58].
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Fig. 13: Average simulated jet response in energy (a) amg in Fig. 14: Average simulated response in energy (a) arg ib)

(b) as a function ot)‘Tet in the central region (< |n| < 0.8)in as a function ot:)JTet in the central region (@ < |n| < 0.8) for

the case of additional dead material in the inner detectdr (fALPGEN+tHERWIG+JMMY (Open squares) andyPHIA with
triangles) and in both the inner detector and the calorirseté¢he FERUGIA2010 tune (full triangles). The response of the
(open squares). The response within the nominal Monte Canlominal Monte Carlo simulation sample is shown for compar-
sample is shown for comparison (full circles). Only statet ison (full circles). Only statistical uncertainties areoam.
uncertainties are shown.

tector was exposed to pion beams with momenta between

In the ATLAS simulation infrastructure the true calorime- 20 G.e\/. and 350 Gevp). .
ter energy deposits in each calorimeter cell can be tracedUocertainties for Charg(_ad hadrons are estimated frqm_nhmee
the particles generated in the collision. The uncertaintthe surements as detailed in Retd. Additional uncertainties are
calorimeter response to jets can then be obtained from the fi¢lated to:
sponse uncertainty in the individual particles consiiigtthe 1 - The calorimeter acceptance for Igw particles that do not

jet. Thein situ measurement of the single particle response de- each the calorimeter or are not reconstructed in a topo-
tailed in Ref. B9 significantly reduces the uncertainty due to  ,ster due to the noise thresholds.

the limited knowledge of the exact detector geometry, in pab  cajorimeter response to particles with> 400 GeV for

ticular that due to the presence of additional dead majeni@l  hich the uncertainty is conservatively estimated as 10%,

the modelling of the exact way particles interact in the diete to account for possible calorimeter non-linearities and lo
The following single particle response measurements are gitudinal leakage.

used: 3. The baseline absolute electromagnetic scale for theohadr

and electromagnetic calorimeters for particles in the kine
1. The single hadron energy measured in a cone around anmatic range not measuréusitu.
isolated track with respect to the track momentlyif) in 4. The calorimeter response to neutral hadrons is estimated
the momentum range from®< p < 20 GeV. by comparing various models inEBNT4. An uncertainty
2. The pion response measurements performed in the 20040f 10% for particles with an enerdy < 3 GeV and 5% for
combined test-beam, where a full slice of the ATLAS de- higher energies is obtained.
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At high transverse momentum, the dominant contribution- 1% and 2% for 20< p‘ft < 30 GeV for antik; jets with
to the calorimeter response uncertainties is due to pestielth R=0.4 andR = 0.6 jets, respectively,
momenta covered by the test-beam. In the pseudorapidigeran_ 194 for 30< plﬁt < 45 GeV for bothR values.
0 < |n| < 0.8 the shift of the relative jet energy scale expected
from the single hadron response measurements in the tast-be
is up to~ 1%, and the uncertainty on the shift is from 1% t&®.4.2 Additional detector material
3%. The total envelope (the shift added linearly to the uncer,
tainty) of about 15— 4%, depending on the jet transverse mo-
mentum, is taken as the relative JES calorimeter unceytain
The calorimeter uncertainty is shown in Fig@

he jet energy scale is affected by possible deviationseén th
aterial description as the jet energy scale calibraticndeen
erived to restore the energy lost assuming a geometry as sim
ulated in the nominal Monte Carlo sample. Simulated detecto
geometries that include systematic variations of the armofin
material have been designed using test-beam measurerm@nts [

9.4 Uncertainties due to the detector simulation in addition to 900 GeV and 7 TeV dat&g, 53,59). The possi-
ble additional material amount is estimated from thiessitu
9.4.1 Calorimeter cell noise thresholds measurements and tlepriori knowledge of the detector con-

struction. Specific Monte Carlo simulation samples havenbee
JProduced using these distorted geometries.

As described in Sectiol.1.1, topo-clusters are constructe e - o )
In the case of uncertainties derived withsitu techniques,

based on the signal-to-noise ratio of calorimeter cellsengh . !
the noiseis defined as the RMS of the measured cell energy/ch as those coming from the single hadron response mea-

distribution in events with no energy depositions fromisiin  Surements detailed in Sectiér8, most of the effects on the jet
events. Discrepancies between the simulated noise andahe {eSPonse due to additional dead material do not apply, Isecau

noise in data can lead to differences in the cluster shaps 4hSitu measurements do not rely on any simulation where the

to the presence of fake topo-clusters. For data, the noise &3aterial could be misrepresented. However, the qualitgiea

change over tim&, while the noise RMS used in the simula©f the track selection for the single hadron response measur
tion is fixed at the time of the production of the simulatecadaf€nt effectively only allow particles that have not inteteain
sets. These effects can lead to biases in the jet recon'etlucfheplxel andscCT layers of the inner detector to be included

and calibration, if the electronic noise injected in the Neon N the measurement. o _
Carlo simulation does not reflect that data. Therefore the effect of dead material in these inner detecto

The effect of the calorimeter cell noise mis-modelling offY€rs on the jet response needs to be taken into account for
the jet response is estimated by reconstructing topoaisist particles in the momentum range of the single hadron respons

and thereafter jets, in Monte Carlo using the noise RMS mdReasurement. This is achieved using a specific Monte Carlo

sured from data. The actual energy and noise simulated in plg where the amount of mat_erial i.S systematically da_rie
Monte Carlo are left unchanged, but the values of the thre / adding 5% of material to the existing inner detector segi

olds used to include a given calorimeter cell in a topo-@ust 9]'E|The Jet resrp])onse in tréehtV\&o cases Ihs shown m;(;ggks/
are shifted according to the cell noise RMS measured in data. ectrons, photons, and hadrons with momemta €

The response for jets reconstructed with the modified noigEe Not included in t_he S'”g'e_ hadron response measurements
thresholds are compared with the response for jets reaanet 21d therefore there is no estimate basedrositu techniques
in exactly the same sample using the default Monte Carleenofg" the effect of any add_ltlona! material n frontof th_e caine-
thresholds. ters. Thls uncertainty is estimated using a dedlcated_l\/l_onte
To further understand the effect of the noise thresholds g@rlo S|m_ulat|on S?‘mp'e. where the overall dete‘?tof malitsria
the jet response, the noise thresholds were shifted. Araser Systematically varied within the current uncertaintiéS|[on
of each calorimeter cell threshold by 7% in the Monte Carlttg]e detector gepmetry. The overall changes in the deteetor g
simulation is found to give a similar shift in the jet resperas ometry mclude. ) _ ) )
using the noise RMS from data. Raising and lowering the celt Theincrease in the inner detector material mentionedeabo
thresholds by 7% shows that the effect on the jet response fr?- An extra 01 radiation lengthXo) in the cryostat in front of
varying the cell noise thresholds is symmetric. This allites _ the barrel of the electromagnetic calorimetey|(< 1.5).
use of the calorimeter cell noise thresholds derived froma da3- An extra 005X, between the presampler and the first layer
as a representative sample to determine the jet energyistale  Of the electromagnetic calorimeter.
certainty and covers the cases when the data have either mreAn extra 01 X in the cryostat after the barrel of the elec-
or less noise than the simulation. tromagnetic calorimeter. N o
The maximal observed change in jet response is used To Extra material in the barrel-endcap transition regiothie
estimate the uncertainty on the jet energy measurementdue t €lectromagnetic calorimeter.@7 < | < 1.52).
the calorimeter cell noise modelling. Itis found to be beki# The uncertainty contribution due to the overall additional
for the whole pseudorapidity range, and negligible forjeith ~detector material is estimated by comparing the EM+JES jet
transverse momenta above 45 GeV. The uncertainties assigigsponse in the nominal Monte Carlo simulation sample with
to jets with transverse momenta below 45 GeV are: the jet response in a Monte Carlo simulation sample with a
distorted geometry (see Figui®), and scaled by the average
13 Time-dependent noise changes for single cells in data are @nergy fraction of electrons, photons and high transverse m
counted for using regular measurements. mentum hadrons within a jet as a functionmf
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9.5 Uncertainties due to the event modelling in by the asymmetnA, defined as
Monte Carlo generators
p-le_robe_ pref
A= WT7 (12)

The contributions to the JES uncertainty from the modelling

of the fragmentation, the underlying event and other ctwice

in the event modelling of the Monte Carlo event generator andth p'% = + pef) /2. The reference region is chosen as

obtained from samples based onRPGEN+HERWIGHIMMY  the central region of the barrgly| < 0.8. If both jets fall into

and the RTHIA PERUGIA2010 tune discussed in Sectidn  the reference region, each jet is used, in turn, as the redere
By comparing the baseliney®HIA Monte Carlo sample jet. As a consequence, the average asymmetry in the referenc

to the *THIA PERUGIA2010 tune, the effects of soft physicgegion will be zero by construction.

modelling are tested. TheeERUGIA2010 tune provides, in par-  The asymmetry is then used to measur@aéntercalibration

ticular, a better description of the internal jet structteeently factorc for the probe jet, or its response relative to the reference

measured with ATLAS J]. The ALPGEN Monte Carlo uses jet 1/c, using the relation

different theoretical models for all steps of the event gane

(p-le_robe

tion and therefore gives a reasonable estimate of the spsitem porove 244

variations. However, the possible compensation of mautglli pref o4 1/ (13)
effects that shift the jet response in opposite directicarmot

be excluded. The asymmetry distribution is calculated in bins ofrjt; and

Figure 14 shows the calibrated jet kinematic response fqii'%: The bins are labeledfor each probe jetjger andk for
the two Monte Carlo generators and tunes used to estimate gagh p$%-bin. Intercalibration factors are calculated for each
effect of the Monte Carlo theoretical model on the jet energyin according to EquatiorilQ):
scale uncertainty. The kinematic response for the nomanrats
ple is shown for comparison. The ratio of the nominal respons 2— (Ai)
to that for each of the two samples is used to estimate the sys- -
tematic uncertainty to the jet energy scale, and the praeddu
further detailed in Sectiof.8. where the(Ajx) is the mean value of the asymmetry distribu-

tion in each bin. The uncertainty o) is taken to be the
RMSA/N of each distribution, whem is the number of events

9.6 In situ intercalibration using events with dijet per bin.
topologies

(14)

) ) 9.6.2 Intercalibration using the matrix method

The response of the ATLAS calorimeters to jets depends on
the jet direction, due to the different calorimeter teclugyl A disadvantage with the method outlined above is that afits/e
and to the varying amounts of dead material in front of thge required to have a jet in the central reference regiois Th
calorimeters. A calibration is therefore needed to ensumia resyits in a significant loss of event statistics, espacialthe
form calorimeter response to jets. This can be achieved by g@rward region, where the dijet cross section drops steaply
plying correction factors derived from Monte Carlo simulage rapidity interval between the jets increases. In orderse
tions. Such corrections need to be validateditu given the the fyll event statistics, the default method can be exteye
non-compensating nature of the calorimeters in conjunatith repjacing the “probe” and “reference” jets by “left” anddfit”
the complex calorimeter geometry and material distributio  jets defined ag'®" < n"". Equations 12) and (3) then be-

The relative jet calorimeter response and its uncertagtydome:
studied by comparing the transverse momenta of a well-calib ,
rated central jet and a jet in the forward region in eventfiwit pleft _ pight pleft gright 24 .4
only two jets at high transverse momenta (dijets). Such-tech A= T andRy = right — Jeft — 27}[’(15)
niques have been applied in previous hadron collider experi T Pr
ments B0, 61].

where the ternR denotes the ratio of the responses, aliti

andc"9 are then-intercalibration factors for the left and right

jets, respectively.

9.6.1 Intercalibration method using a fixed central In this approach there is a response ratio distributi,

reference region whose average valugR;jc) is evaluated for each'®"-bin i,
n"9"-bin j andp$*%-bink. The relative correction facta for

The traditional approach fay-intercalibration with dijet events g given jetn-bin i and for a fixedp$"9.bin k, is obtained by

is to use a fixed central region of the calorimeters as the-refghinimising a matrix of linear equations:

ence region. The relative calorimeter response to jetsherot

calorimeter regions is then quantified by tpe balance be- S(C1k; -, CNK) =

tween the reference jet and the probe jet, exploiting thé fac

. 2
N j-1
that these jets are expected to have eguaiue to transverse : 1 (Cik <fRi'k> _ C'k) +X(ck), (16)
momentum conservation. Thg balance can be characterised J;,; A (Rijk) ! ! ’
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WhereNdenotesthenumberof'b|nS,A<R|Jk>|Sthesta' 1.2:\[\\\\\\\\\\\\\\\HHHH\\_\H\HH\HH[H
tistical uncertainty of Rij« ) and the functiorX (ci) is used to r AT'-ASQ Data 2010 Anti-k, R=0.6, EM+JES
quadratically suppress deviations from unity of the averey- [ 30<p; " <40GeV

rectiong®. Note that if the jet response does not vary with _%:
then the relative response will be unity for eagfiet, Nright)- T
__ __ __ o +_LJ|]_:'LJI]: B

bin combination (see Equatidrp). A perfect minimizatiors=
0 is achieved when all correction factors equal unity.
-~ Fixed central reference region method

1.1

Relative response
=

The minimisation of Equatioi6 is done separately for 0.9

eachp'%-bin k, and the resulting calibration factock (for

[vvvv‘vlvvv‘vvvv

each jetn-bin i) are scaled such that the average calibratio  0-8. .., .\, T7 Maxmeod o
factor in the reference regidn| < 0.8 equals unity. % ii‘T““T“,
04 .l " T_*_—Y— —t— _T_
—— 1 T I
0.9
9.6.3 Selection of dijet events PO P P U N BN AP BN AP B
4 8 2 1 0 1 2 3 4
. . . det
Events are retained if there were at least two jets abovesthe |
) ot o (a) 30< pf'9< 40 Gev
reconstruction threshold cp"T > 7 GeV. The event is rejected =
if either of the two leading jets did not satisfy the standjetd
: A : LL2pf v
selection criteria (see Sectiol. L ATLAS Data 2010 Anti-k, R=0.6, EM+JES

Events are required to satisfy a specific logic using one ce
tral and one forward jet trigger, which select events based «
jet activity in the central || < 3.2) and forward (| > 3.2)
trigger regions, respectivelyL[)]. The requirements are chosen
such that the trigger efficiency, for a specific regionpﬁg,
was greater than 99% and approximately flat as a function
the pseudorapidity of the probe jet.

To cover the regiorp'® < 45 GeV, events triggered by

1.1-60< pj“-’ <80 GeV

TN B

i
1

o ——
—M—*
e —_——
P’ =

Relative response
=

0.9

-~ Fixed central reference region method

[vvvv[vvvv[lvvv

TR AR

the minimum bias trigger scintillators were used. To enleanc 2‘21 ST l_"l_l l“"f‘t\”lxlmlefq‘)f’l ENUUNETEUUERUEE
events which have only two jets at high, the following se- % 11 ‘ ' ‘ ‘ ‘ ‘ ‘ ‘ T
lection criteria are applied; e '
0.9
av P
p?'?>20 GeV, A@(j1,j2) > 2.6 rad a7) e
pr(js) < max0.15p3"% 7 Gev), (18) Noet

. 4 s . L (b) 60< p3'? < 80 GeV
where j denotes thé" highestpr jetin the eventand ¢(j1, j2)
is the azimuthal angle between the two leading jets. Fig. 15: Relative response of aritijets withR= 0.6 calibrated

The lowestp$'®-bins are likely to suffer from biases. Atwith the EM+JES scheme//t, as a function of the pseudora-

very low p%'d, it is expected that this technique may not megidity measured using the matrix and fixed central reference
sure accurately the relative response to jets, becausestheregion nj-intercalibration methods. Results are presented for
sumption of dijet balance at hadron level may start to faiktF  two bins of p7'% 30 < p$'% < 40 GeV measured in minimum
there are residual lovpr jet effects since the selection criteriorpias data (a), and 6@ p$"® < 80 GeV measured in data col-
on the third jet, which is used to suppress the unbalancing gfcted using jet triggers (b). The lower part of the figuresve$
fects of soft QCD radiation, is not as efficient due to the jee ratio of the two methods. The central reference region is
reconstruction threshold of 7 GeV. Second, the jet recanstr 0.1 < |n| < 0.6. Only statistical uncertainties are shown.

tion efficiency is worse for lowpr jets.

_ _ o 40 GeV and 60< p'? < 80 GeV. These results are obtained
9.6.4 Comparison of intercalibration methods for a reference region.0 < |n| < 0.6 and therefore not directly

o ) ) . comparable to the results discussed below wheteQn| <
The relative jet response obtained with the matrix method (s is used.

compared to the relative jet response obtained using theadet  The response observed using the fixed reference region meth-
with a fixed reference region. F'guﬂégbgows the jet reRONS€od is compatible with those obtained using the matrix meth-
relative to central jets (k) for two pr=-bins, 30< pT™ < 415 These results are representative of all the phase space re-
gions studied in this analysis and the matrix method is foege

2
4 X(c) = K (N3 — 1) is defined withk being a con-
stant and\ins being the number afi-bins (number of indiced. This 15 Asdiscussed in Sectidh6.3 even for an ideal detector the asym-
term prevents the minimisation from choosing the trividugion: all metry, and hence the relative response, is not expected ¢odmly
Cik equal to zero. The value of the constdhtdoes not impact the flat due to the effects of soft QCD radiation and other softiplar
solution as long as it is sufficiently largk & 108). activities.
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Fig. 16: Relative jet response/d, of anti; jets withR= 0.6 as a function of the jet pseudorapidity measured using tem
n-intercalibration method in bins of the averageof the two leading jets (a) 28 p3'? < 30 GeV, (b) 30< pf'd < 45 GeV, (c)

60< p3'9 < 80 GeV and 86< p$? < 110 GeV. The lower part of each figure shows the ratio of MorggdCsimulation to data.
Only statistical uncertainties are shown.

used to give the final uncertainty on timesitu n-intercalibration ulation deviates from the data by about 10%|fpf > 2.8, with
due to its higher statistical precision. the different Monte Carlo simulations predicting both regh
and lower relative responses than that observed in the data.

.6. mparison of with Mon rlo simulation - . .
9.6.5 Comparison of data with Monte Carlo simulatio The main differences, due to residual Igw-et effects (see

ection9.6.3, occur between PrHia with the MC10 or the

ERUGIA tune on one side and I®GENHERWIG++ on the
other. The differences therefore apparently reflect a diffee
{RPhysics modelling between the event generators.

Figure 16 shows the relative response obtained with the m
trix method as a function of the jet pseudorapidity for date a
Monte Carlo simulations in foup;" regions.

The response in data is reasonably well reproduced by

Monte Carlo simulations fop‘Tet > 60 GeV, with the Monte

Carlo simulation and data agreeing typically better thani2%  Figurel7 shows the relative response as a functiopfﬁf’.

the central region|(| < 2.8) and 5- 10% (depending ops'%)  The distributions are shown for jets in the regio2 ¥ |n| <

in the forward region || > 2.8). At lower values ofpy, the 2.1 and also for those in the region63< |n| < 4.5. Again,
data do not agree as well with the Monte Carlo simulations attte response is reasonably well described by the Monte Carlo
the Monte Carlo simulations themselves show a large spresghulation for all calorimeter regions at high- and the more

around the data. For 20 p5'% < 30 GeV, the Monte Carlo sim- central region at lowpr.
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Fig. 17: Relative jet response/d, of antik; jets withR= 0.6 as a function op$"? found using the matrix)-intercalibration
method for () 2 < |n| < 2.1 and (b) 36 < |n| < 4.5. Forp$'? < 45 GeV, the data are collected using the minimum bias trigger

stream. Forp"’“’g > 45 GeV, the data are collected using the calorimeter triggeam. The lower part of each figure shows the
ratio of Monte Carlo simulation to data. Only statisticatertainties are shown.

9.6.6 Total uncertainties in the forward region pr > 100 GeV is taken as the uncertainty of the last available
pr-binté. The uncertainties are evaluated separately for jets re-

The Monte Carlo simulation predictions for the relativeriet constructed with distance parametBrs: 0.4 andR= 0.6, and

sponse diverge at low values pﬁ"g. The data themselves lieare in general found to be slightly larger fer= 0.4.

between the different predictions. The uncertainty on tia-r Figurel9shows the relative jet response, and the associated

tive jet response must reflect this disagreement because thetercalibration uncertainty calculated as detailed &has a

is noa priori reason to believe one theoretical prediction ovéunction of jet|n| for two representativp?"g—bins.

another.

The uncertainty on the relative response is taken to be the

RMS deviation of the Monte Carlo predictions from the dat&.7 Uncertainties due to multiple proton-proton

At high pr, where the spread of Monte Carlo simulation prezollisions

dictions is small, the uncertainty mainly reflects the trife d

ference between the response in data and simulation. At IdWe offset to the jet transverse energy due to pile-up ictera

pr and large|n|, the uncertainty mainly reflects the physicéions can be measured at the EM scale from the average energy

modelling uncertainty, although the detector-based diffees in calorimeter towers in minimum bias events. The uncetyain

between data and simulation are also accounted for. Other imthe pile-up corrections can be obtained by varying certai

certainty sources, such as trigger selection or the QCD- radhalysis choices and by studying the jet response with céspe

ation suppression using the third jet, are either neglggibl to the transverse momentum of track jets as a function of the

included in the total uncertainty assigned from the sprefad mumber of primary vertices.

Monte Carlo predictions around the data.

Figure18shows the uncertainty in the jet response, relative

to jets in the central regiofn| < 0.8, as a function of the jet 9.7.1 Tower-based offset closure test using track jets

pr and|n|. The JES uncertainty, determined in the central de-

tector region using the single particle response and system The systematic uncertainty in the jet offset correction ban

variations of the Monte Carlo simulations, is transferede €evaluated using track jets. FiguBeshows the variation of the

forward regions using the results from the dijet balanceesenh offset among the various ranges p$a°klet_ The result indi-

uncertainties are included in the final uncertainty as fedio  cates a systema’[ic uncertainty on the correction of approxi

1. The total JES uncertainty in the central regio € |n| < matelyd (Ofracyje) < 100 MeV per additional vertex at the EM
= (©EM-+JE

0.8 is kept as a baseline. scale andd( trackjets) < 200 MeV per additional vertex at the
2. The uncertainty from the relative intercalibration ikeda EM+JES scale. Since the jet pile-up offset was about 500 MeV
as the RMS deviation of the MC predictions from the data

. . . . 6 This is ilistifi i ihrati ;
and is added in quadrature to the baseline uncertainty. This is justified by the decrease of the mtercallbratlonanmnt_y
with pr, but cannot completely exclude the presence of calorimeter

The measurements are performed for transverse momentaadn-linearities for jet energies above those used for therdalibra-
the range 26< p§'? < 110 GeV. The uncertainty for jets withtion.
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Fig. 19: Average jet response for alitijets with R = 0.6 calibrated with the EM+JES scheme measured relative toaiate
reference jet withinn| < 0.8 in data and various Monte Carlo generator samples as aidanat || for p?"g in the ranges
30— 45 GeV (a) and 86- 110 GeV (b). The resulting systematic uncertainty compoisgeshown as a shaded band around the
data points. The errors bars on the data points only showtdiist&al uncertainties.

Systematic Tower-based offset Jet-based offsef Comments

Trigger selection 16% 16% MBTS vs Jet triggers

Tower multiplicity variation - 20% (N or v PP I andNpy
piack P yariation 21% 22% Variation of 100 MeV/vertex
Total (quadrature sum) 26% 34% Assumes uncorrelated errors
Result from closure test 2% 35% Determined from average

Table 3: Summary of systematic uncertainties associatdtthe offset correction for both the tower-based offsetiepget-by-
jet to tower jets and the jet-level offset applied to topostér jets. The uncertainty is expressed as a percentage aferage
offset correction, shown in Tabke
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Fig. 20: Jet residual offset measured at the EM scale afiemnypi correction using the most probable valiﬁ obtained from a

fit to a Landau+Gauss distribution for various bins in traaktjansverse momenturp%r(ac'”et) as a function of the primary vertex
multiplicity: tower jets corrected with tower-based offserrection (using the actual number constituent towea¥)tbwer jets
corrected with the jet-based offset correction (using trexage number of constituent towers) (b) and topo-clustsrgorrected
with the jet-based offset correction (using the averagebemof equivalent constituent towers) (c). The axis rangesdentical
to Figure8 for ease of comparison. The jet offset is given for datjets at the EM scale witiR = 0.6. Only the statistical
uncertainties of the fit results are shown.
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Track jetpr Tower jets [GeV/vertex] | Topo-cluster jets [GeV/vertex]
Before After Before After
20-25GeV | 0.55+0.02 0.06+0.02 | 0.50+0.02 0.19+0.02
25-30GeV | 0.47+0.02 0.00+0.02 | 0.47+0.02 0.16+0.02
30-35GeV | 0.49+0.03 0.01+0.03 | 0.47+0.03 0.17+0.03
35-40GeV| 0.42+0.03 | —0.08+0.03 | 0.41+0.03 0.12+0.03
40 - 45 GeV | 0.51+0.05 0.01+0.05 | 0.48+0.05 0.18+0.05
45-50 GeV | 0.42+0.06 | —0.07+0.06 | 0.41+0.06 0.12+0.06
Average | 0.484+0.02 | —0.01+0.02 | 0.46+0.02 0.16+0.02

Table 4: Variation of the (:alorimetsHsJTEI with pile-up for several bins in track jgtr. Slopes are given in GeV/vertex at the
electromagnetic scale for each primary vertex from addélgroton-proton collisions in the event, and represeatslope of
the jet offset before and after the tower-based offset ctiol. Tower-based corrections are applied to tower jetsjatibased
corrections are applied to topo-cluster jets. The repautezbrtainties are purely statistical.

> 003—— — —_— — 2. There is a systematic underestimation of the averagertowe
= C Anti-k  R=0.6, EM+JES, NPV = 2 7 multiplicity in jets due to the effect of pile-up or due to
% 0.025F . 03<[<08 - differences in the jet transverse energy distribution ia th
g r T . derivation and the validation of the pile-up correction.
2 C o 2.1<|n<2.8 ]
g 0.02= -
il-’ - A 3.6<5]n| <45 :
s 0015 —*— 3 9.7.2 Jet offset correction uncertainties
R :
& ool=.. 7 ATLAS - The contributions to the jet offset correction uncertaiatg
s T 1 estimated from studies that account for:
- ° T, n
0'005f T B 1. The effect of variations of the trigger selection on theame
T e e o 7 sured non-noise-suppressed tower energy distribution tha
30 40 102 2x102 10°  2x10° is input to the offset correction.
pi:‘ [GeV] 2. The variation witI“pJTet andNpy of the tower multiplicity in
Fig. 21: Relative JES uncertainty from pile-up for aktiiets jets based on topo-clustéfs
with R = 0.6 in the case of two measured primary vertices3. The variation of the offset correction derived from traets
Npy = 2, for central (03 < |n| < 0.8, full circles), endcap (2 as a function of the number of primary vertices for various
< |n| < 2.8, open squares) and forward§3< |n| < 4.5, full values of track jepr.

4. The non-closure of the tower-based offset correctiowvals e
uated by the dependence of the corrected calorimeter jet en-
ergy for calorimeter jets matched to track jets as a function
of the number of primary vertices.

triangles) jets as a function oquat?t.

before correction, even with this conservative estimagea-

plication of the offset correction represents an improvetoé The JES uncertainty is estimated by adding all uncertain-
a factor of five obtained over the systematic bias associaigsk in quadrature, including the one from the non-clostre o
with pile-up effects on the calorimeter jet transverse memethe correction. The track jet method can be used only up to
tum. In| = 1.9, if a full coverage of the jet area by the tracking ac-
The full offset correction shows reasonable closure whegptance is needed. Beyomd = 1.9, the dijet balance method
using the actual constituent tower multiplicity directtp\er-  detailed in Sectio®.6is used. This approach compares the rel-
based) and a slight under-correction using the average cafive jet response in events with only one reconstructed ver
stituent multiplicity in the jet (jet-based). Figup®ashows the tex with the response measured in events with several recon-
tower-based correction applied to tower jets at the EM saslestrycted vertices. The dijet balance method yields uniterta
a function of the reconstructed vertex multiplicity. Theve- ties similar to those intrinsic to the method also in the aafse
based correction exhibits a closure consistent with zespes| || < 1.9.
in E‘Tet as a function oNpy. Figure20band Figure20c show Each source of systematic uncertainty is summarised in Ta-
the jet-based correction applied to both tower jets and-topue 3 and the resulting effects expressed as a percentage of the
cluster jets, respectively. The use of the jet-based offeset average offset correction, shown in Taldle
rection slightly under-corrects for the effect of pile-ugr fets For jets based on towers the total systematic uncertainty is
constructed fronbothtowersandtopo-clusters. significantly larger than the validation of the correctioging
The implication of this observation is two-fold:

17 This is determined from the variation in tower multiplicityr
1. There is no significant difference in the sensitivity gf®e Npy = 1 in jets matched to track jets with 25 pr < 30 GeV as com-
cluster jets to pile-up as compared to tower jets. pared toNpy = 4 in track jets with 35< pr < 40 GeV.
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track jets indicate. The larger of the two individual uneént

ties (21%) is therefore adopted. This result§{m'over-based — & L. - One-Vertex Events ]
100 MeV per verte}é. The resulting total uncertainty is a factor i e Eveme corrected ]
of five smaller than the bias attributable to pile-ap300 MeV o J— 1.2<ly|<2.1, 60< pf‘<80 GeV 3
per vertex) even with this conservative systematic unogsta 101k [P 4
estimation. b oatias T —— ]

The offset correction for jets based on topo-clusters wesei 10°F pata 2010 B = S
an additional uncertainty due to the average tower mudtipli = T T T T
ity approximation. This contribution is estimated to ittwe ~ _z 1.2 e ]
a 20% uncertainty in the constituent tower multiplicity lmne- = g e R e e T e e gk 20
paring jets in events withlpy = 1 — 3 and for the five highest & o8k ]
pirackielpins. This estimation translates directly into a 20% ur \zf 06l ‘ ‘ » ‘ ‘ ‘
certainty on the jet-based offset. The resulting systenatt g 0 0.2 0.4 0.6 0.8 1 12
certainty on jets corrected by the offset correction isreated r
to be 5(0let-Paseq ~ 160 MeV per vertex; a factor of three _
smaller than the bias due to pile-up. () Comparison opy= 1 andNpy= 2

Figure 21 shows the relative uncertainty due to pile-up in
the case of two measured primary veﬂices_. In this case, 1 S F ~ One.Vertex Events E
uncertainty due to pile-up for central jets withy =20 Gev =~ = 10 2 — Three-Vertex Events 3
and pseudorapidityn| < 0.8 is about 1%, while it amounts to 1 -=Three-Vertex Events, corrected 3
about 2% for jets with pseudorapidity2< |n| < 2.8 and to ik . L2slyl<2.1,60<p; <80 Gev ]
less than 5% for all jets with|n| < 4.5. In the case of three —_—
primary verticesNpy = 3, the pile-up uncertainty is approxi- 10£ATLAS e S
mately twice that oNpy = 2, and with four primary vertices 103> 2°10 _ _ A
the uncertainty for central, endcap and forward jets is flean T, 1sf ‘ . e ]
3%, 6% and 8%, respectively. The relative uncertainty due z* ——
pile-up for events with up to five additional collisions baw@s = = L it S8 s soboroc g s
less than 1% for all jets witlp)ift > 200 GeV. The pile-up un- cﬁ)ﬁ 05k ]
certainty needs to be added separately to the estimate of £ 5 5 57 os 5 b =,
total jet energy scale uncertainty detailed in Secfdh 2 ' ‘ r.

ad

9.7.3 Out-of-time pile-up (b) Comparison oNey= 1 andNey=3

Fig. 22: Measured sumpy in annuli around the jet axis, divided

bunch crossings within trains of consecutive bunches ¢but- by the totalpr around the jet withimAR = 0.7 of the jet axis

: e ; ; nd normalised by the area of each annulus as a function of the
:I(;nt?ee:ieegllijgi)blheaisn ?ﬁ: gg;%déz?aseparately. The effect IBO‘Ougistance of the jet constituent to the jet axis. The shap@gt®of

in the rapidity range 2 < |y| < 2.1 are compared, before and
after the offset corrections, in events with one and two meco
9.7.4 Pile-up corrections applied to jet shape structed vertices (a), and one and three reconstructete®ert
measurements (b). The corrected distribution is also shown (full triaeg).
Note that the single vertex data (full circles) are paryidid-
The measurement of internal jet properties like the enemyy fl den behind the corrected multi-vertex data. Algtiets with
inside jets can be made considerably more difficult in theprerR = 0.6 reconstructed from calorimeter towers are used and
ence of additional proton-proton collisions. The appliigb calibrated with the EM+JES scheme.
of the tower-based offset presented in Sect®orto correct
the mean jet energy can also be tested on the internal jeeshap
measurements.

_ The offset correction is applied to the measurement of thgyerer — | /(dn)2+ (dg)2is the distance of the jet constituents
differential jet shape foR = 0.6 tower jets, as described intg the jet four-momentum vector and the angled brackets de-

Ref. [3]. _ o _ note an average over all jets; (b, c) is the sum of ther of all
The jet shape variable usegf (r), is defined as: towers with an opening angle< AR < c with respect to the

The effect of additional proton-proton collisions from pi@us

(rf 5 oL 5r) jet axis, anddr = 0.1.
P2(r) = 1 , br 2r 2 This definition differs from the canonical jet shape varebl
m|(r+or/2)2%—(r— 6r/2)2} pr(0,0.7) "o (r) in two important ways. First, by normalising to area, the

variable measures an energy density. Therefot¢r) will ap-
(19) : St

proach an asymptotic value far from the jet axis. The level of
18 Using twice the RMS of the variation in the closure test yiedd the asymptote is related to the energy density in the cairim
similar value. ter and is measurably higher in events with pile-up. Secalhd,
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towers are included in the definition. This allows an examina (for the inner detector distorted geometry) and by the aver-
tion of energy outside of the jet cone, in some sense meagurin age fraction of particles outside the kinematic range of the
“energy flow” around the jet axis. single hadron responge situ measurements (for the over-
Figure 22 depictsp?(r) with and without a correction of all distorted geometry).
the tower constituent energy for the mean energy induced by - ) _ o
pile-up interactions. In events with two (three) reconsted For each p", n)-bin, the uncertainty contributions from
vertices, differences in this particular jet shape vagatfi up the calorimeter, the jet calibration non-closure, andesysttic
to 35% (70%) just outside the jet & 0.6) and 20% (40%) Monte Carlo S|mulat!c_)n variations are added in quadrature.
near the nominal jet radius & 0.6) are observed. The bulk of ~ For pseudorapidities beyond| > 0.8, then-intercalibra-
the shape (@ < r < 0.6) is restored to that observed in eventon contribution is estimated for each pseudorapidityibithe
with only a single interaction, in both the core< 0.1) and the endcap region as detailed in Sect@6.6 The pseudorapidity
periphery ¢ > 0.6) of the jet. intercalibration contribution is added in quadrature te tb-
The results demonstrate that the tower-based offset corré& JES uncertainty determined in the3G< | < 0.8 region
tion can be applied on a fine scale granularity and is valit bd@ estimate the JES uncertainty for jets wjtpy > 0.8, with
inside anchearijets. the exception of the non-closure term that is taken from the
specificn-region. For Iowpiret, this choice leads to partially
double counting the contribution from the dead materialunc
9.8 Summary of jet energy scale systematic tainty, but it leads to a conservative estimate in a regioanfit
uncertainties is difficult to estimate the accuracy of the material desmip
The contribution to the uncertainty due to additional pmto
The total jet energy scale uncertainty is derived by conide proton interactions described in Sect@is added separately,
all the individual contributions described in the previ@ez- depending on the number of primary vertices in the event. In
tions. In the central regionf| < 0.8), the estimate proceedsthe remainder of the section only the uncertainty for a sing|
as follows: proton-proton interaction is shown in detail.

1. For eachp® andn bin, the uncertainty due to the calibra- _Figure23shows the final fractional jet energy scale system-
tion procedure is calculated as described in Sedi@for atiC uncertainty and its individual contributions as a fiimic of

both jet energy angr response. For each bin, the maxip'{Et for three selected regions. The fractional JES uncertainty
mum deviation from unity between the energy gmdre- in the central region amounts to 2% to 4% fgf < 60 GeV,

sponse is.taken as the final non-cl_osu.re un_certainty. and it is between 2% and&% for 60< pjet < 800 GeV. For
2. The calorimeter response uncertainty is estimated asa fu, - T

. jet .
tion of jet) andpr from the propagation of single particlelets With pr” > 800 GeV, the uncertainty ranges fromb%
uncertainties to the jets, as detailed in Secdh to 4%. The uncertainty amounts to up to 7% and 3%, respec-
3. Sources of uncertainties estimated using Monte Carle sdi4ely, for ' < 60 GeV andpf' > 60 GeV in the endcap re-

ples with a systematic variation are accounted as followsgion, where the central uncertainty is taken as a baselide an
(a) the response in the test samflg, and the response the uncertainty due to the intercalibration is added. Infdre

in the nominal sampl&nom is considered as a startingward region, a 13% uncertainty is assigned ;Iﬁf =20 GeV.

point for the estimate of the JES uncertainty. The devi-he increase in the uncertainty is dominated by the modgllin

ation of this ratio from unity is defined as: of the soft physics in the forward region that is accounted fo
- in the n-intercalibration contribution. This uncertainty contri
; e bution is estimated conservatively.
et R ; . .
Aedprn) =1~ Var(p!(et n) (20) Table5 presents a summary of the maximum uncertainties
fRnom(p!r ,n) in the differentn regions for antik; jets withR = 0.6 and with

of 20 GeV, 200 GeV and.b TeV as examples.
_ iet - The same study has been repeated for larjgts with dis-
pr response, leading TAJEEg(p!r ,n) for the deviation tance parameteR = 0.4, and the estimate of the JES uncer-
in the energy response, andAé*Ers( piﬁt, n) for the de- tainty is comparable to that obtained for aktijets withR =
viation in the transverse momentum response. 0.6. The JES uncertainty_ for ark{-jets withR= 0.4 is between
(b) The largeA;esin each bin derived from the jet energy= 4% (8%, 14%) at Iovxp‘{Et and~ 2.5%— 3% (25%— 3.5%,
or transverse momentum response is considered as 56) for jets withpr > 60 GeV in the central (endcap, forward)
contribution to the final JES systematic uncertainty duegion, and is summarised in Tatile
to the specific systematic effect:

jet
This deviation is calculated from both the energy anH]T

AJES(pJTetJm) — max ARy Tet,r;),AJFg Tet,r;)%_l 9.9 Discussion of special cases

4. The estimate of the uncertainty contributions due to -addihe jet energy scale is derived using the simulated samjite of
tional material in the inner detector and overall addition&lusive jets described in Secti@n3, with a particular mixture
dead material are estimated as described in the previmisjuark and gluon initiated jets and with a particular selec
step. These uncertainties are then scaled by the avertige of isolated jets. The differences in fragmentationamsgn
fraction of particles forming the jet that haye< 20 GeV quark and gluon initiated jets and the effect of close-by gite
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Fig. 23: Fractional jet energy scale systematic uncesteast
a function ofpiﬁt for jets in the pseudorapidity region3d<
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(c)36<|n| <45

n region Maximum fractional JES Uncertainty
d?t=20 GeV | 200GeV | 1.5TeV

0<|n| <03 4.6% 2.3% 3.1%
0.3<|n|<0.8 4.5% 2.2% 3.3%
08<|n|<12 4.4% 2.3% 3.3%
12<|n|<21 5.4% 2.4% 3.4%
21<|n|<28 6.5% 2.5%

28<|n|<32 7.9% 3.0%

32<|n|< 36 8.1% 3.0%

3.6<|n|<45 10.9% 2.9%

Table 5: Summary of the maximum EM+JES jet energy scale
systematic uncertainties for differepﬁf"t andn regions from
Monte Carlo simulation based study for aktijets withR =

0.6.

n region Maximum fractional JES Uncertainty
pF'=20 Gev | 200 Gev | 15Tev

0<|n|<0.3 4.1% 2.3% 3.1%
03<|n|<0.38 4.3% 2.4% 3.3%
08<nj<12 4.4% 2.5% 3.4%
12<n|<21 5.3% 2.6% 3.5%
21<n| <28 7.4% 2.7%

2.8<|n| <32 9.0% 3.3%

32<|n| <36 9.3% 3.5%
36<|n|<45 13.4% 4.9%

Table 6: Summary of the maximum EM+JES jet energy scale

systematic uncertainties for differepjgf"t andn regions from
Monte Carlo simulation based study for aktijets withR =
0.4.

rise to a topology and flavour dependence of the energy scale.
Since the event topology and flavour composition (quark and
gluon fractions) may be different in final states other thae t
considered inclusive jet sample, the dependence of thenjet e
ergy response on jet flavour and topology has to be accounted
forin physics analyses. The flavour dependence is discussed
more detail in Sectiod8and an additional uncertainty specific

to jets with heavy quark components is discussed in Se2tion

The JES systematic uncertainty is derived for isolated{ets
The response of jets as a function of the distance to the clos-
est reconstructed jet needs to be studied and correctedgdar s
rately if the measurement relies on the absolute jet eneag s
The contribution to the JES uncertainty from close-by jéie a
needs to be estimated separately, since the jet responsediep
on the angular distance to the closest jet. This additional u
certainty can be estimated from the Monte Carlo simulation t

In| < 0.8 in the calorimeter barrel (a),2< |n| < 2.8 in the yata comparison of thpr-ratio between calorimeter jets and
calorimeter endcap (b), and in the forward pseudorapidity fmatched track jets in inclusive jet events as a function ef th

gion 36 < |n| < 4.5. The total uncertainty is shown as the soligso|ation radius. This is discussed in more detail in Sectia
light shaded area. The individual sources are also shown to-

gether with uncertainties from the fitting procedure if apg

ble.

19 This choice is motivated by the minor differences observetié
average kinematic jet response of isolated and non-igbjats in the
nominal inclusive jet Monte Carlo sample and by the needd¢tofése
the topology dependence of the close-by jet energy scaleriaiaty
for final states other than the inclusive jets considered.
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10 Jet energy scale uncertainties validation 10.1 Comparison of transverse momentum balance
with in situ technigues for the EM+JES of jets from calorimeter and tracking
scheme

The transverse momentum of each jet can be compared with
the total transverse momentum of tracks associated witfethe
The jet energy calibration can be testiedsitu using a well- by means of a geometrical selection and the charged-tb-tota
calibrated object as reference and comparing data to the nanomentum ratio:

inal PyTHIA Monte Carlo simulation. The followingn situ - 5 piack
techniques have been used by ATLAS: k= pJ'Tet

1. Comparison to the momentum carried by tracks asso- can be used to test the jet calibration. If all produced pladi
ciated to a jet: The mean transverse momentum sum a¢fere pions, the symmetry of QCD under isospin transforma-
tracks that are within a cone with siRprovides an in- tion would require that this ratio be/3 once the energy is high
dependent test of the calorimeter energy scale over the @rough so that the total particle multiplicity is large aie t
tire measureg/®' range within the tracking acceptance. Thlitial isospin of the proton-proton system can be ignofw-
comparison is done in the jgtrange 0< |n| < 2.1. duction of other particles such as kaonsnesons, and baryons

2. Direct pr balance between a photon and a jetEvents 9IV€S dlf_“ferent fractions, but their contributions can laca-
with a photon and one jet at high transverse momentum &€d using a properly tuned event generator. .
used to compare the transverse momentum of the jet to that Since the tracking system provides a measurement that is
of the photon. To account for effects like soft QCD radiddependent of the calorimeter, the rati@ can be used to de-
tion and energy migrating out of the jet area the data agymine the calorlmeterjet energy scale. Thed|str.|but|on is
compared to the Monte Carlo simulation. The compariséfioad but a meaningful calibration does not require veryynan
is done in the jet) range|n| < 1.2 and for photon trans- €VeNts, since the statistical uncertainty on the mean seale
verse momenta 25 p! < 250 GeV. 1/+/N. This calibration can be used for jets confined within the

3. Photon py balance to hadronic recoil: The photon trans- tracking detector coverage. Dominant systematic uncets

verse momentum is balanced against the full hadronic Lrg_sult from fche knowledge of the trz_ickmg efficiency, vadas
coil using the projection of the missing transverse momeg;sthe predicted value ofy for various generator tunes and
tum onto the photon direction (MPF). This method does n&tSS Of trackmggﬁlmency in the dense core of highjets.
explicitly involve a jet algorithm. The comparison is done T test the_pJT dependence of the jet energy measurement,
in the same kinematic region as the direct photon balari&€ double ratio of charged-to-totalmomentum observeata d
method. to that obtained in Monte Carlo simulation is studied:

4. Balance between a highpr jet and low-pr jet system: If (k)]
jets at low transverse momentum are well-calibrated, jets Ry = T —o2ate, (23)
at high transverse momentum can be balanced against a re- [{rtnc)lmc
coil system of low transverse momentum jets. This method
can probe the jet energy scale up to the TeV-regime.The
range used for the comparison|ig < 2.8.

(22)

10.1.1 Jet and track selection
All methods are applied to data and Monte Carlo simul
tion.
Thein situtechniques usually rely on assumptions that a

afo ensure that the majority of tracks associated with the jet
Fgund in the calorimeter are within the inner de(?tector fiddici
; ; 20
only approximately fulfilled. An example is the assumptio Olume, jets are required to hayg| <.2'1 andp‘T >20GeV. .
? reduce the influence of nearby jets on the measurement, if

that the jet to be calibrated and the reference object are bat " .
anced in transverse momentum. This balance can be alterecﬁ‘% jets are separated by a distadtie < 2R then the softer of
he'se two jets is rejected from the analysis.

the presence of additional high- particles. For the determi- Tracks with ptT’ac" 21 GeV are selected using the criteria

nation of the JES uncertainties the modelling of physiosat#f L X Hrack i o
has to be disentangled from detector effects. This can lae stft@iléd in Sectio.2 The py** > 1 GeV requirement is in-

ied by systematically varying the event selection critefiae tended tp_select mainly tracks from fragm.entation rathanth
ability of the Monte Carlo simulation to describe extremeiva those arising from soft and diffuse interactions. _
ations of the selection criteria determines the systematic _  |1acks are associated with jets using a geometric algorithm

certainty in thein situ methods, since physics effects can bl the distanceARacijer between the track and the jet is less
suppressed or amplified by these variations. than the distance parameter used in the jet reconstrudiien (

Q40rR= 0.6), the track is associated to the jet. Track param-

So far thein situ techniques are used to validate the sy luated at the dist fel t 1o th
tematic uncertainty in the jet energy measurement. Howev%}ers are evaluated at the distance of closest approacie to

they can also be used to obtain jet energy corrections. Bhis2 gection9.7 discusses “track jets” obtained by running the anti-
an interesting possibility when the statistical and syst#tn  jet algorithm using tracks as input. Those studies areicéstr to
uncertainties in the samples studied become smaller tf&n )| < 1.9 to avoid bias in the position of the centre of the jet due
standard JES uncertainty from the single hadron respoitige. 1o tracking inefficiencies. Since the jets in this sectioa faund us-
results of then situ techniques are discussed in the followingng calorimeter information, no such bias is present anslthérefore
sections. possible to extend the pseudorapidity coverageyto< 2.1.
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Fig. 24: The distribution of the charged-to-total momentatio ryy for 40 < p‘ft < 60 GeV (a) and for 606 p‘ft < 800 GeV
(b), the average charged-to-total momentum réti@) for data and Monte Carlo simulation as a functiorplﬁf (c) and the ratio

of (ryx) for data and Monte Carlo simulatioR¢{, ) as a function obift for the pseudorapidity randg| < 1.2 (d) for antik; jets
with R= 0.6 calibrated using the EM+JES scheme. The data measuretheifat (minimum bias) trigger are shown as closed
(open) circles. Only statistical uncertainties are shown.
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primary hard-scattering vertex and avet extrapolated to the 10.1.3 Systematic uncertainties

calorimeter. This simple association algorithm faciéstom-

parison with charged particles from truth jets whose patanse The systematic uncertainties associated with the methiog us
correspond to those measured at the origin. the total track momentum to test the JES are discussed below.

Generator model dependence  While basic isospin argu-
10.1.2 Comparison of data and Monte Carlo simulation ments constrain the mean fraction of the jet momentum ob-
served in charged tracks, the predictionifgr does depend on

details of the physics model used in the Monte Carlo generato
The jet response validation using the total momentum mesystematic uncertainties arise from:

sured in tracks depends on a comparison of the mean value_of
rek observed in the data to that predicted in the Monte Carl%)‘
simulation. It is therefore important to demonstrate the t
baseline Monte Carlo generator and simulation provide a rea

sonable description of the data. . .
. . 2. The model of colour reconnection (which can change the
ATLAS has measured the charged particle fragmentation distribution of particles with low momenta)

. . . iet
function for jets with 25< p" < 500 GeV andn| < 1.2and 3. The probability of producing strange quarks and baryons
has compared the measurement with the predictions of devera (which are iso-doublets rather than iso-triplets like tienp
Monte Carlo generators and generator turges. [ and of producing iso-scalars such as the

The jet fragmentation function and the transverse jet pro; . - . .
file are compared to various Monte Carlo event generators a(me size of these uncertainties has been estimated by agidyi

1 .
tunes. The jet fragmentation function is measured usingyeth a wide range of PTHIA tunes™. A list of the PYTHIA tunes

. ; . : : studied is given in Tabl&.
222?&:’;? Hg};mi?xm;ﬁcﬂgjwnh respect to the jet mo These studies have been done at the generator level and
s MT ) — et h

have been cross-checked using simulated samples wherntthe ap
__The growth of the mean charged particle multiplicity witfpropriate tunes were available with full simulation.
pJTBt is well modelled by the Monte Carlo simulation. The mea- The data have also been compared to default tunesef H
sured jet fragmentation function agrees well with therRIA  wiG++ and HERwIG+HJMMY . PYTHIA tune 117, and the de-
MC10 and the BRUGIA2010 tunes within the measurementault HERwIG++ and HERwIG+HJMMY tunes are not consis-
uncertainties. The jet fragmentation function is desatibg tent with the measuredl(z) distributions.Since these genera-
the PrTHIA tunes. The lHRwIG++ Monte Carlo generator is tors do not described the fragmentation functions measoyed
not consistent with the data. ATLAS [62] they are excluded from consideration when deter-
For observables related to jet properties in the directidRining the systematic uncertainty on the JES measurement.
transverse to the jet axis the Monte Carlo generatomsr{H At low d?t, the variations between tunes arise mainly from
wiIG and the various PTHIA tunes) show reasonable agreedifferences in the hardness of the jet fragmentation, whieh
ment with data, but none of the generators agrees within teets the fraction of charged particles falling below the &G
experimental uncertainties over the full kinematic ranger cuton ptTraCk. In general, RTHIA tunes that include the “colour
instance, the PTHIA MC10 tune shows an excess of abouinnealing” model of colour reconnection exhibit hardegfra
10% in the transverse charged particle distributions dogee mentation than similar tunes without colour annealing. iyhh
jet axis. Tet, differences among tunes are primarily associated with the
These measurements indicate that tire#iA MC10 and strangeness and baryon content of the truth jets. Versibns o
PERUGIA2010 tunes span the range of fragmentation functioRsTHIA tuned to LEP data (including flavour-dependent frag-
that are consistent with the data. The studies presented h@entation measurements) using the tuning softwa&eres
use the MC10 tune to obtain the central values of the Morg®Rr[63] in general show a charged fraction about 1% higher
Carlo predictions. Systematic uncertainties are assefssed than the other tunes considered here. Using a conservative a
the difference between the MC10 andAUGIA2010 FYTHIA  proach, the value of systematic uncertainty has been synsmet
tunes. ed around the baseline tune using the absolute value of the
Thery distributions used to validate the JES are shown ftargest deviation of the tunes considered from the baseline
data and simulation for two typical bins of jpt in Figure24a
and Figure24b. Agreement between data and simulation is . o .
good, although the data distribution is somewhat wider thaner detector material description  The dominant sys-
the Monte Carlo simulation. Figur4c and Figure24d show tematic uncertainty on the reconstruction efficiency fotased
(ryx) for data and simulation and the average double &g, tracks is derived from the uncertainty on the simulatiores d

. . jet scription of material in the inner detector. The systematie
respectively, as afunc'glon cpir . Flgure24d demonstra_\tes that(t;ertainty on the efficiency is independent Fﬂsﬂac" for tracks
the measured JES calibration agrees with that predictedédoy th Bk ~ 500 MeV but isn-dependent. ranging from 2
Monte Carlo simulation to better than 2% fpﬁ?t> 25 Gev. WM PTT - €V butish-aependent, ranging Iro ’

Measurements using the minimum bias and jet triggers are con aqgditional information about the Priia tunes can be found in
sistent for thosepirGt bins where both triggers are accessible. Ref. [2g].

The parametrisation of the fragmentation function and of
the underlying event (which mainly affect the fraction of
the momentum carried by particles below fhe= 1 GeV

cut used for this analysis).
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Fig. 25: Relative systematic uncertainty on the JES obthizyecomparing the total momentum of tracks associated $dgethe
calorimeter measurements for differentegions for antik; jets withR = 0.6 calibrated with the EM+JES scheme as a function
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shown.
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Tune Name PYTUNE Value | Comments
MC10 — ATLAS default (pt ordered showering)
MC09 — ATLAS default for Summer 2010g ordered showering)
RFTA 100 Rick Field Tune AQ? ordered showering
107 Tune A with “colour annealing” colour reconnection
110 Tune A with LEP tune from Professor
117 Tune 110 with “colour annealing” colour reconnection
129 Tune ofQ? ordered showering and UE with Professor
320 PERUGIAO (pt ordered showering)
PERUGIA2010 | 327 PERUGIAQ with updated fragmentation and more parton radiation

Table 7: rTHIA generator tunes used to study the systematic uncertairttyeoprediction forry. Tunes specified by number
(e.g. 100) refer to the value of tlrer TUNE parameter28]. A dash in the table indicates that the particular tune faBYTUNE
value.

for [Nk < 1.3 to 7% for 23 < [n'"a°K| < 2.5 [64]. Convolv- These studies indicate that the rate for reconstructingtiacks
ing these uncertainties with the approprigt€° distributions  remains at % for the full p¥ range considered here, but that
results in systematic uncertainties op that range from 2% there is loss of tracking efficiency near the core of highjets.
for jet pseudorapiditied | < 1.2 to 35% for pseudorapidities This effect has a negligible effect amy for jets with pJTet <

Lr<inl <21 500 GeV, but i it such th 7.5%
Uncertainties in the material distributions also affeat th eV, butincreases W'"HT such that on average 7.5%

probability that photon conversions produce charged glagi °f the c_htarged track momentum is lost for jets in the range
that can be included in they, measurement. The track selec800< pf' < 1000 GeV. A relative uncertainty of 50% is as-
tion used here requires at least dniecel hit and most of the Signed to the value of the inefficiency that is caused by nterge
material in theID is at a larger radius than tiixel detec- hits. While this effect gives the largest systematic uraiety

tor, resulting in a small systematic uncertainties assediwith on the JES fopJTEtZ 600 GeV (19% for 600< p‘Tet < 800 GeVv

rate of conversions. and 37% for 800< p®' < 1000 GeV), it is still smaller than
the present statistical uncertainty at these valuqﬁ?bf

Tracking efficiency in the jet core There are several ef-
fects that change the tracking efficiency and resolutiod@a

jet compared to those for isolated tracks: Inner detector alignment  For high py tracks, the momen-
1. When two tracks are close together, their hits may ovafim resolution achieved in tHib is worse than that of the sim-
lap. While the pattern recognition software allows trackgiation. This degradation in resolution is attributed tdraper-
to share hits, the resolution is degraded since the calggct alignment of thaD. The systematic uncertainty gy is
lated position of the hit is affected by the presence of thghtained by degrading the tracking resolution in the sirioa
other track. The probability of not assigning hits to trackshe size of this additional resolution smearing is deteedin
Increases. by studying the width of the measured mass distribution for
2. When the hit density becomes high in the core of the jet.decaysz — u*p~. This procedure results in a systematic
failures in the pattern recognition may result in the creati uncertainty of less than.8% for all pj_lt_?t andn.
of tracks by combining hits that in fact came from several
particles. Such tracks are calléake tracks
3. When two highpr tracks are close together in space, they
will share hits over many layers. In this case, one of tHealorimeter jet pr resolution The systematic uncertainty
two tracks may be lost. This effect, referred tolass of due to jet transverse momentum resoluti6f][is determined

efficiency becomes more important as th' increases. by smearing the jet four-momentum (without changingr ¢)

The reliability of the simulation to predict the size of teesf- 1IN Monte Carlo simulation. The relative uncertainty on e

fects depends on whether the software properly models mefggolution is 5% for G< [n| < 0.8 and 10% for B < [n] < 2.1.

ing of ID hits. Detailed comparisons of the data and MoniEhe effect of this variation is largest for low valuesgf' and

Carlo simulation indicate that the simulation accuratefyro- high values ofn; for plft <40 GeV and B < |n| < 2.1 the

duces the degradation of response in the jet core and modgigertainty orR, IS ~ 2%.

the degradation in resolution well. Comparison of the fract

of tracks withz > 1 in data and Monte Carlo simulation con-

strains the size of the non-Gaussian tails in the track uisol.

Any residual difference in resolution between data and kimu Combined systematic uncertainty ~ The above uncertain-

tion is absorbed in the quoted uncertainty dughalignment. ties are assumed to be uncorrelated and are combined inaguadr
Fake tracks and loss of efficiency are studied in the siriilre. The resulting total uncertainties are shown in Figlras

ulation using a hit-based matching algorithm using truts.je a function ofpiﬁ3t for several regions off.
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Fig. 26: Double ratio of the mean track to calorimeter resgomatio in data and Monte Carlo simulatiBg, = [Iirk] pata/ [Mtrklmc

for antik; jets withR = 0.6 calibrated with the EM+JES scheme as a functiorpiﬁtffor variousn bins. Systematic (total)
uncertainties are shown as a light (dark) band.
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the electromagnetic calorimeter, is used as a referencd &u

g 0L ATLAS N topology can be used to validate the jet energy measurement.
=S F 5= 7 TeV 3 Any discrepancy between data and simulation may be taken as
oL o Datazo10 [Lat=3spn’ an uncertainty on the jet energy calibration. N
3 10°E — [ PyTHIA MELO - Two methods of balancing the photon and the recoiling
°F E jet transverse momentum with different sensitivities apst s
- ﬂ— 1 tematic uncertainties are used: the dirpgtbalance technique
g E and the missing transverse momentum projection fracticim-te
= 3 nique.
10 E
- 1 10.2.1 Direct transverse jet momentum balance
1= ‘ R —— technique
30 40 50 60 70 80 90100 159 200
p; [GeV]

The directpt balance technique exploits the approximate trans-

Fig. 27: Distribution of the photon transverse momentum f(\ér?]resjee?1 xiﬁeﬁrgpmbﬂigcrea;%%\ﬁzt: j\:evl:ct):] fon%g r;)igtg?gn and

events passing the photon selection criteria describe®® S, jet, . . . . .
tion 10.2.4 A correction is made in the firg’. bin for the pre- (p]T. /Pr) is used to estimate the jet response. Slr)ce th(? photon
T pr is well-measured and well-described by the simulation, the

scale applied to the trigger in th'p# range. The Monte Carlo . : o .
simulation is normalised to the observed number of events Og)uahty of the jetpr calibration can be assessed by comparing

served in data and corrected for the trigger pre-scale. tIncgat@ and Monte Carlo simulation using the rapl/ py. This
tainties are statistical only. technique was used at the CDF experiménii.[

. 10.2.2 Missing transverse momentum projection fraction
10.1.4 Summary of JES uncertainty from tracks technique

e b S or The mssing ransverse momertuaf ) rcjecton fcton

) e = i et (MPF) technique exploits the momentum balance, in the trans
systematic uncertainties. To facilitate comparisons@it b, yerse plane, of the photon and the hadronic recoil to defige t
where the statistical uncertainties are large, the conthil®a jetector response to jets. This technique has been used in th
from the three bins withn| < 1.2 are also displayed. Averag-past for the DO experimen6(.
ing all data withpff' > 25 GeV and|n| < 1.2 yields a value  The missing transverse momentum vecEFE9) is defined
of ryk that agrees with the simulation to better than 1%. Thigs the opposite of the vector sum of the transverse projestio
small discrepancy is well within the quoted systematic uncesf calorimeter energy deposits. The missing transverseemem
tainty, which is highly correlated between binsp{ﬁt. No sig- tum is calculated from the energy deposits in the calorimete
nificant variation ofR.,, with pJTet is observed. Fofn| > 1.2, cells Fhat are mcludeq in topo-clusters._The_calorlmeﬂad!rem-

- S jet ergy is computed using the same calibration as the one used
thg statistical uncertainties are large fof > 500 GeV. For in the jet calibration scheme to be tested. The missing trans
pr < 500 GeV, the level of agreement between data and sigerse momentum is corrected for the photon four-momentum.
ulation is similar to that obtained at lowv. The reconstructed jet four-momentum is not directly used in

In summary,ryk, the ratio of track to calorimeter trans-the missing transverse momentum calculation.
verse momentum, is used to validate the JES for lants The MPF technique is based on the assumption that the
with R= 0.4 andR = 0.6 calibrated with the EM+JES Calibra-0n|y missing transverse momentum my.qgt event arises from
tion scheme. Systematic uncertainties associated withget  calorimeter non-compensation, signal losses due to najse s
elling and track reconstruction are assessed and the me&thogression and energy losses in the non-active regions ofahe d
shown to provide a JES uncertainty evaluation independenti@ctor by the hadronic jet. The transverse momentum balance
the modelling of the calorimeter response. Systematic Mncgan be written as:
tainties are below 3% for & |n| < 0.8 and rise to~ 4% for oY+ pft =0, (24)
1.7 <|n] < 2.1 for 40< p’ft < 800 GeV. The results agree _
within systematic uncertainties with those predicted gshe wherep) and p‘ft is the photon and jet transverse momentum
ATLAS calorimeter simulation and provide an independent egector. The particles produced by the hard scatter and itieir
timate of the overall jet energy scale and its uncertainty.  teraction in the calorimeter can be expressed in terms of the
observables: o _
RYpY + Rt = —ETS (25)

where Ry is the calorimeter response to photons. Since the

In y-jet events, a jet recoils against a photon at high transvegglorimeter is well calibrated for photon®,, = 1. The vari-
momentum. The photon energy, being accurately measurecbieR/® denotes the calorimeter response to jets. By using the

10.2 Photon-jet transverse momentum balance
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Fig. 28: Average jet response measured at the EM scale astidiuof p! as determined by the dirept balance technique for
antik jets withR= 0.6 (a) and by the MPF technique (b) fpjet events and dijet events where one jet has been recotedras
a photon, as derived in the Monte Carlo simulation. The Igueat of the figures shows the absolute response differertaeba
the dijet andy-jet events with respect to the response-gét events. Only statistical uncertainties are shown.

Variable | Threshold sample using the MC09 tun8T]?2. To efficiently produce this
n| <12 sample a generated event is only fully simulated if it camgai

4 > 25 GeV at least one generated particle jet with> 17 GeV. These jets
n'l <137 are computed from the sum of the four-momenta of all stable
Ysolton | 3 Gev generated particles within a1Bx 0.18 region i x @. Events
AQet-y > m—0.2rad in the dijet sample with prompt photons, e.g. that are preduc
pe2/pY | < 10% by radiation are removed.

Table 8: Criteria used to select events with a photon and a jet
with high transverse momentum. 10.2.4 Selection of the photon-jet data sample

The leading photon in each event must hale> 25 GeV
above two equations and projecting &S in the direction and lie in the pseudorapidity rangg”| < 1.37. In this range

of the photon the response can be written as: the photon is fully contained within the electromagnetioréla
calorimeter. Furthermore, events in which the leading phot
p . Emiss is in a calorimeter region where an accurate energy measure-
Rmpr=1+ %, (26) mentis not possible are rejected. In each event only thérlgad
[Pyl photon is considered.

The leading photon candidate must also satisfy strict pho-

which is defined as the MPF response. . o o _
Note that the MPF technique measures the calorimeter tron identification criteria§6], meaning that the pattern of en-

sponse by relying only on the photon aB8IS quantities and e(?gy deposition in the calorimeter is consistent with the ex

does not use the jet energy directly. Therefore the MPF eQcted photon showering behaviour. The photon candidasé mu

sponse is independent of the jet algorithm. be isolated from other activity in the calorimetg! 's°21°")
with an isolation cone of sizR = 0.4. If the leading photon

does not meet all of these criteria, the event is rejected.
Only events are retained that fired an online trigger requir-
ing a photon candidate witp} > 20 GeV orp) > 40 GeV. At

) o ) the trigger level the photon identification requirementslass
They-jet sample is simulated with the event generatoTA  gtrict than those of the off-line selection.

using the ATLAS MC10 tuneZ7].
The systematic uncertainty from jets which are identified? Since a large event statistics is needed for this samplg aossm-
as photons (fakes) are studied with an inclusiweri®A jet ple with an older tune was available.

10.2.3 Photon-jet Monte Carlo simulation sample
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Fig. 29: The values of radiation-suppressing cut thresh(@dints) used to probe the soft QCD radiation systematerdainty,
as a function oA get-y and p‘TetZ/ p¥ overlaid with the number of events observed in data (a). Timinal selection is the bottom-
rightmost point labelled “Point 1”. Relative change in th&®Mresponse between data and Monte Carlo simulation (bjedefi
asD = [RmpF]pata/ [RmpPF] e from the point given on the-axis to point 1, when relaxing the soft QCD radiation sugpien as
indicated in (a). Only statistical uncertainties are shown

The pr distribution of photons in events selected with the Direct pt balance [%)] MPF [%]
above criteria is shown in Figui27. The small discrepancies p¥ range [GeV] 45-60 110-160 | 45—-60 110-160
between thep¥ spectrum in data and Monte Carlo simulation Background +1.0 +0.4 +0.6 +0.1
do not affect the comparison of the jet response in data angoft QCD radiation| =+0.8 +0.9 +0.7 +0.4
Monte Carlo simulation. In-time pile-up +0.8 +0.8 +0 +0

The leading jet must be in the fiducial regiom| < 1.2.  Photon scale 23 3 o2 o3
Soft QCD radiation can affect ther balance between the jet Total systematics e 13 2 ‘08

and photon. The following two selection cuts are applied ©

suppress this effect. To select events in which the photdn afypje 9: Individual systematic uncertainties in the jetrgge

the leading jet are back-to-bad&ger-y > m— 0.2 radians is gcale from both the diregir balance and the MPF techniques
required. The presence of sub-leading jets is suppressegtbyst two values op.

quiring that the sub-leading jet has less than 10% of the
pr of the leading photdff. A summary of the event selection
criteria can be found in Table

are studied with the inclusive jet Monte Carlo simulatiomsa
ple described in Sectioh0.2.3 Dijet events in which one of
10.2.5 Systematic uncertainties of the photon-jet in situ  the jets is misidentified as a photon contribute to the data sa
validation technique ple but not to Monte Carlo simulation signal sample. The rate
of dijet events faking photons is sensitive to the detailedim
Uncertainties due to background from jets identified as@h®t elling of the jet fragmentation and the detector simulatemd
(fakes), soft QCD radiation, in-time pile-up, non-functécal- is therefore subject to large uncertainties.
orimeter read-out regions and the photon energy scalewde st  The systematic uncertainty from this background is deter-
ied. mined in two steps. First the difference in the detectoroesp
between the-jet (R,-jer) and the filtered dijet sampl&Rgijey) is
determined in the Monte Carlo simulation as seen in Fig&re
Background in the photon-jet sample The systematic Also shown is the absolute response differefRR@et — Ry-jet|
uncertainty from jets which are identified as photons (fakegelative to the response of thejet sample-. A response differ-
ence of maximally 3- 5% is estimated.
23 This cut is not applied, if it would be below the jpt reconstruc- To estimate the contribution from background in the sig-
tion threshold ofgf" = 7 GeV. If in this case a sub-leading jet withnal region the distribution of photon candidates observed i
d?t > 7 GeV is present, the event is rejected. the sidebands of a two-dimensional distribution is usede Th
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Fig. 30: Average jet response as determined by the dpect

balance technique with the nominal selection (Point 1) aitfal w Missing Transverse Momentum Fraction

a set of relaxed radiation suppression cuts (Point 13) rfiflq

jets withR= 0.6 calibrated with the EM+JES scheme as a fungsig_ 31: The missing transverse momentum fraction (MTF) dis

tion of the photon transverse momentum for data and Morihution for data with exactly one reconstructed primagy-v

Carlo simulation. Only statistical uncertainties are show  tex Npy, and with more than one reconstructed primary vertex.
Only statistical uncertainties are shown.

transverse isolation energg!'**®"", and the photon identifi-

cation of the photon candidate are used for this estimate. 8aft QCD radiation suppression cuts  The stability of

the isolation axis, the signal region contains photon cdateis the jet response ratio of the data to the Monte Carlo simula-

with E_I)flsolatlon < 3 GeV, while the sideband contains photof{On is explored by varying the radlatfle(t)zn s‘L/Jppressmn cleiitg-

candidates witiEY**®"*" > 5 GeV. On the other axis, photon!'™® 29a shows the thresholds for tp™/py andAger-y cuts

candidates passing the identification criteria belong €osilg- for 13 sets of cuts. Figur2% illustrates the change in the ratio
of the data to the Monte Carlo simulation of the MPF response

nal region, while those that fail the tight identificatioriteria : h of th 13 ¢ ¢ Hibin. Th
but pass a background-enriching selection belong to theopho or each of these 13 sets of cuts, for one typlpé n. the
result demonstrates that the ratio of the data responseeto th

identification sideband. Further details are found in R&f].[ . o
Monte Carlo response is not sensitive to the exact values of

at p:hj ggrgye\P/ r;r(]a éi sriusr:sl tlg ;%%j%a;tsﬁgﬁ éerplfzf b.?rﬁ Oth.e ragliation cuts, Within the 1% level. The systematic unce
systematic uncertainty is then calculated as tainty is taken as t_he dlﬁerencg in the data to Monte Catio ra
between the nominal cuts defining the signal sample, and the
R — R loosest cuts in alpr-bins, labelled as “Point 13" in Figutza.
— ( dijet V"“) (1-P). (27) The MPF-determined response changes slightly between
the data and the Monte Carlo simulation, the systematic un-
_ o _ certainty is 07% atp! = 50 GeV and falls to @1% atp) =
The systematic uncertainty is below 1% for the direct badang 35 Gev. The quoted values are determined from linear fits to
technique and below.6% for the MPF technique. The effect ofi,q points analogous to those shown in Fig2@e.
background contamination in thejet sample has been further e stability of the ratio of the data to the Monte Carlo
validated by relaxing the photon identification criterieotB  gjmulation for the response measured with the difgcbal-
data and Monte Carlo simulation show a 3% variation in rgpce technique is shown in Figu8e. The response measured
sponse for the direqdr balance technique, mostly at lop¢. i ejther data or in Monte Carlo simulation varies by up to 10%
This is consistent with the systematic uncertainty comgutge to differing radiation suppression cuts. However, tatad

with the purity method using EquatidtV, e.g. for the lowest g Monte Carlo ratio with and without the radiation suppiess
pr bin 40% of the events are expected to be dijet backgrouggs is stable withine 1%.

giving a response that is 5% higher than the responsejeif
events.

Ry-jet

In-time pile-up The average number of proton-proton col-
lisions in each bunch crossing grew significantly during the
data-taking period. Thus, there is a non-negligible fatif
24 This is similar to the purity measured in Re6] and small dif- events containing in-time pile-up (see Sect&d). The addi-
ferences are due to the different data samples. tional collisions produce extra particles which can overath
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one vertex and for events with more than one vertex is con-

2 ok ATLAS "anti-k,R=0.6, EM 1 sistent with a variation of 8%. This is taken as a systematic
BT [Vs=7Tev —e— DataNp, 2 1 ] uncertainty. - o |
F (L dt = 38 pb —5— PYTHIANp,2 1 4 No effect due to the offset correction for in-time pile-up
1) p --x- DataNp, =1 ] , , - L
0.8F r- PYTHIAN =1 = is seen (see Sectidhl), and no systematic uncertainty is at-
+ Data 2010 v ] tributed to the offset correction for in-time pile-up.
F A —_—h— -
0.7} :?:{'—"’—' S5
e EEEE i Impact of missing calorimeter read-out regions For a
061 e E small subset of the calorimeter channels the calorimetsi-re
R ] out is not functioning properly. The energy of these cal@im
a E ter cells is evaluated using the trigger tower informatiohich
05E 3 has larger granularity and less accurate resolution. Witike
%) ] tons reconstructed in or near such a region are not considere
1'104 7 7 in the analysis, there is no such rejection applied to jetsulb:
= igg o P sample of events with no jet containing such a cell has been
= 0'95 e : it used to evaluate a possible systematic uncertainty beteatan
[ 0.90 ‘ 4 and simulation. Within the statistical uncertainty, nosigob-
Rt 1(’)0 260 el —— served for the MPFy-jet technique or the diregpr balance
v technique, therefore no systematic uncertainty is asdigne
p; [GeV]

Fig. 32: Average jet response for alitijets withR= 0.6 at the Photon energy scale Both the directpr balance and the
EM scale as determined by the dirgsgt balance technique in MPF techniques are sensitive to the photon energy scale. The
events with any number of reconstructed primary verticas aabsolute electron energy scale has been meagusitl using
in events with exactly one reconstructed vertex as a functithe invariant mass constraint ih— e*e~ for electrons. The
of the photon transverse momentum for both data and Montecertainty on the photon energy scale results in a systemat
Carlo simulation. The lower part of the figure shows the data tincertainty smaller than 1%, dependingpﬂﬁ andn.
Monte Carlo simulation ratio. Only statistical uncertéstare The directpr balance technique and the MPF technique
shown. find a systematic uncertainty which is approximately opigosi

in sign. This sign difference is caused by the upwards shift

_ _ _ _ _in photon energy leading to an equivalent downwards shift in
the hard interaction of interest in the ATLAS detector. The i ETiss, and vice versa.

creased energy is abouts0GeV per additional reconstructed * The response measured with both the MPF and the direct

primary vertex (see Sectidh1.4. pr balance techniques has been studied for converted and non-
_ The MPF technique is expected to be insensitive to in-tig@nverted photons. The results of both samples agree within

pile-up events. Because in-time pile-up is random and sytmetatistical uncertainties. No additional systematic utadety

fic in @, the mean of the quantityy x ET'°should be robust has been considered for this effect, which is already adelin

against in-time pile-up. The missing transverse fractiif)  for in the photon energy scale and the photon background sys-

is defined as: tematic uncertainty.

pYx P9, |EPS|

(
MTF = =
| pr |2 | pr |

Sin(@emiss— @),  (28) - ;
((pET > pT> Total systematic uncertainty  Table9 shows a summary

_ of the systematic uncertainties studied for the dirpgtbal-
where(p} x EPsS), is thez-component of the vector resultingance and MPF techniques. The total systematic uncertsintie
from the cross product. The MTF measures the activity in ter each method are similar, although each method is se@siti
plane perpendicular to the photpn. The mean of the MTF is to different effects. Total systematic uncertainties arenid on
zero, if there is no bias due to in-time pile-up. the data to Monte Carlo simulation jet response ratio of &mal

Figure 31 shows the MTF distribution for data with andthan 1% for the MPF method and of smaller tha@% for di-
without in-time pile-up. For both these distributions theans rect balance method.
are compatible with zero.

From the study of the MTF distribution and other checks,
such as the dependence of the MPRNpR, it can be justified 10.2.6 Results from the photon-jet balance
that in-time pile-up can be neglected and no systematicrunce
tainty is attributed to the MPF method. In the case of theatlireThe directpr balance and MPF techniques are used to validate
pr balance technique the impact of in-time pile-up is explorete jet responsé situ by comparing data and Monte Carlo
by comparing ther balance between events with exactly ongimulation. The response in data and Monte Carlo simulation
identified primary vertex and events with any number of vefer the EM scale energy is shown in FiguB®. The jet response
tices. As seen in Figur@2 the ratio of the response in data tan data and Monte Carlo simulation agrees within uncerigént
the response in Monte Carlo simulation for events with dyactin the rangep¥ > 45 GeV. Inthe range 28 p¥ < 45 GeV there
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Since the EM+JES calibration depends only onpheand
n of the jet, it is possible to validate the EM+JES calibration
scheme by using the EM scale as a functiorpbhndr). Fig-
ure34 shows the jet response measured in both data and Monte
Carlo simulation using the diregir balance technique with
the antik; jet algorithm withR = 0.6 for the EM+JES calibra-
tion scheme. The data to Monte Carlo simulation agreement is
within +5%. _

Figure35shows the ratio op’TEI/ pf between data and Monte
Carlo simulation together with the total uncertainty on tiee
termination of the data to Monte Carlo simulation ratio, for
antik; jets with R = 0.6. Similarly, Figure36 shows the re-
sponse ratio of data to Monte Carlo simulation, as deterchine
using the MPF technique together with the total uncertaomty
the determination of the data to Monte Carlo simulatiororati

For p¥ > 45 GeV, the response in data and Monte Carlo
simulation agree to within 3% for both MPF and direct bal-
ance techniques up to about 210 GeV. In the range ﬁ <
45 GeV there is an observed shift of 5% for the dirpgtbal-
ance technique and 3% for the MPF technique. The lower re-

Fig. 34: Average jet response as determined by the disgct Sponse at the highep¥ is further discussed in Sectid®.5.2

balance technique for antj-jets withR = 0.6 calibrated with

The size of these shifts is consistent with the systematic un

the EM+JES scheme as a function of the photon transverse m@r.talnty on the EM+JES jet energy calibration (see Se®)jon
mentum for both data and Monte Carlo simulation. The lowét high pf the dominant uncertainty is statistical while the sys-
part of the figure shows the data to Monte Carlo simulation reematic uncertainty dominates at Iqﬂ,’t.

tio. Only statistical uncertainties are shown.

10.2.7 Summary of the photon-jet balance

The validation of the EM+JES calibration scheme for jetdwit

is a shift in the data to Monte Carlo ratio of 5% for the diredhe antik; jet algorithm reconstructed from topo-clusters using

pr balance technique and 3% for the MPF technique.

in situ methods is presented. Agreement between the response
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Fig. 35: Average jet response ratio of data to Monte Carlaittion using the diregbr balance technique for each input energy
scale, EM (a) and EM+JES (b), as a function of the photon wense momentum. Statistical and systematic uncertaifiiigg
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y-jet in situ technique is estimated to be less tha6% for
Jl.15 — — ] v
0:2 i MPF EM all jet algorithms ] 45< Pt < 240 GeV.
T F Uncertainty i
8 i —e—_ Statistical 1 .
r LI Syast':r:;ic 1 10.3 Multijet transverse momentum balance
i . oo 1 The pr reach in they-jet transverse momentum balance tech-
1.05 nique is limited by the available event statistics. The ijailt
- i balance technique where a recoil system of lpwijets bal-
- ] ances several jets at Iowqaﬁft can be used to assess the jet
1- o calibration at highepr. Jet transverse momenta up to the TeV
L i, region can be probed. The same method can also be used to ob-
| fLdt=38 pb* ] tain correction factors for possible non-linearities atyviigh
0.95[ s 9 eV Data 2610 . ft. Here, the method is only used to assess the JES uncer-
[ ATLAS . tainty.
O.gk I | I L | I ]
0 100 200 10.3.1 The multijet balance technique

'
Pr [GeV] The method exploits thpr balance in events where the highest

pr jet (leading jet) is produced back-to-backgrto a multijet
Fig. 36: Average jet response ratio of data to Monte Carlo sirgystem. The leading jet is required to have significantlyear
ulation using the MPF method at the EM scale as a functig@nsverse momentum than other jets in the event. In this way
of the phojton transverse momentum. Statistical and_symem?he leading jet is at a high ¢ scale compared to other re-
uncertainties (light band) are included. The total undetyds ., nstructed jets, called non-leading jets. The ensembibeof
shown as the dark band. non-leading jets passing the selection cuts is referred the

recoil system.

The event topology used in this analysis is sketched in Fig-

ure37. The vectorial sum of the transverse momenta of all non-
in data and Monte Carlo simulation is found to be within stafading jets defines the transverse momentum of the recsil sy
tistical uncertainties for 45 pf < 210 GeV. Both techniques €M (pReco), which is expected to approximately balance the
observe a shift in the data to Monte Carlo simulation ratio faransverse momentum of the leading jpf(ad'n%. Thus a cor-
25< p¥ < 45 GeV. The total systematic uncertainties of theelation between the momentum scale of the leading jet aand th
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Variable Cut value
\ Jetpr > 20 GeV
Jet rapidity ly| < 2.8
Number of good jets >3
pirecoll > 80 GeV
py Leading Jet a < 0.3 radian
Y B > 1 radian
p%_etz/ p_IFgecoiI <06

Table 10: Selection criteria to define the event sample fer th
multijet balance analysis.

10.3.2 Selection of multijet events

Py Recoil System Two jet trigger selections have been used to cover a wige
range with large enough statistics. The first trigger s@ect
requires at least one jet witht > 15 GeV at the EM scale
in the level-1 calorimeter trigger. The data collected vitiis
\ trigger are used to cover the region @f®! < 260 GeV. The
second trigger selection, which requires at least one jét wi
_ . pr > 95 GeV for the level-1 trigger, is used to populate the
Fig. 37: Sketch of the event topology used for the multijdt baregion OfpjTet > 260 GeV. The two trigger thresholds are fully

ance technique in the-y-plane. efficient for jets withpRec®! > 80 GeV andpf' > 250 GeV. To
avoid a trigger bias, the multijet balance is studied in éven
containing a recoil system with transverse momentum larger
than 80 GeV.

In order to select events with one jet being produced against
well-defined recoil system, a selection is applied using tw
angular variableso andf as depicted in Figurg?):

scale of the non-leading jets can be established. If thelatgso
JES is well-known for all non-leading jets, the JES of thellea
ing jet can be verified by studying the multijet balance (MJBa
that is defined as the ratio:

|peading 1. a = |A@— ], whereAg is the azimuthal opening angle
MJIB = | g (29) between the highest jet and the recoil system.
Pr 2. B is the azimuthal opening angle of the non-leading jet that
_ is closest to the leading jet i@, measured with respect to
Moreover, thepRe°llis a good estimator of the true leading  the leading jet.
jet pr, and it is therefore interesting to study MJB as a func-
tion of pRecel. In the ideal case MJB should be equal to one;
however, various effects such as the presence of closetdyy jel. a = |A@— | < 0.3 radian.
soft gluon emission, pile-up or the selection criteria tiseflmes 2. 8 > 1 radian, i.e. no jets withiM ¢| = 1 radian around the
may introduce a bias. leading jet.

The comparison between the balance measured in the sifia cuts applied tar and 3 retain the bulk of the events.

ulation (MJB]yc) and the datalMJB|p,,) can be interpreted A g ther selection is applied to ensure that the leading jet
as a source of systematic uncertainty and therefore the rati g ot 4 higher scale with respect to the jets composing thailrec
system. This is done by requiring that the asymmetry ratid
r = [MIB|pata/ [MIB]yc (30) ple2to the transverse momentum of the recoil system satisfies
the following inequality:

Events are selected by requiring:

can be used to assess the highJES uncertainty.

The jets belonging to the recoil system must be confined to A— p%etz <06 (31)
a lower jet energy scale with respect to the leading jet ireord - p_Friecoil e
to ensure that the multijet balance is testing the absoligte h
pr scale and not only the intercalibration between jets. Thefais cut enables the efficient suppression of events witbltep
are various analysis methods to constrain the leading jat tgies very close to those of dijet events. This can be seen from
higher pt scale with respect to the jets in the recoil systenthe distributions of the ratio of thqa%’3t2 to the leading jetor
In this analysis it is done by setting an upper limit on the ra&hown in Figure38 before and after the cut is applied. Events
tio between the transverse momentum of the second highestare weighted according to the pre-scale values appliedeat th
jet (p2*9 and thepRecel. This cut is very efficient in select- trigger level.
ing multijet events while minimising the bias on the transee This selection therefore ensures that the leading jet is at a
momentum of the leading jet. higher scale with respect to the jets forming the recoil exyst
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At the same time this cut does not bias either the leadingjet

. . . . 12— 71 7 T T 7 T 1T
or the recoil systenpr. This has been confirmed using Mont¢ — - | ] ] 1
Carlo simulation by checking that the average responseeof | Eo." iATl_-AS simulation ]
leading jet and recoil systepy is not significantly shifted from 74 15;ant|—kt, R=0.6 EM+JES A
one after the asymmetry cut is applied. A summary of thes 377 —— PYTHIA MC10 |
lection criteria used in the analysis is given in Tab@: ; - \s=7TeV ]
g 1. 1- —— ALPGEN .
2 —— HERWIG++ .
10.3.3 Measurement of the multijet balance 1.05~ .
The multijet balance is studied as a function of the trarsvel 1= - . e i
momentum of the recoil systerpRec°!, which is a good esti- - of_;iﬁf’f—hf;f;;;:: -
mator of the true leading jgir as shown in Figur89 for vari- L i
ous Monte Carlo simulations. The ratio of reconstruqggr°! 0.95- =
to the true leading jepr as a function of the true leading jpt r 1
is, on average, consistent with unity to better than 1%. C ]
The multijet balance obtained from the selected events 1 09—+l
the antik; jet algorithm withR = 0.6 is shown in FigurelOfor 200 400 600 800 1000 1200
data and Monte Carlo simulation. The transverse momenti true pJet 1 [GeV]
of the recoil system ranges from 80 GeV up t0 TeV for the T

antik; jets withR= 0.6.
The multijet balance at loypfe°! values shows a bias to-

wards values lower than one. This is a due to effects whi il .
broaden the leading jet and ﬂpéecoil and is a direct conse- true leading jetpr for three samples of Monte Carlo simula-
' tions. Only statistical uncertainties are shown.

quence of binning ipRec°l. This effect is observed already for

truth jets and is, after reconstruction, correctly reproetli by

the Monte Carlo simulation. i ) ) i 10.3.4 Estimate of the systematic uncertainty on the
The data to Monte Carlo simulation ratio obtained from ”\%ultijet balance

multijet balance distributions are shown in the lower pdrt o

Figure40. The average value of the data to Monte Carlo Sifgy, ., main categories of systematic uncertainty have been con

ulation ratio is within 3% for transverse jet momenta up te thsidered'

TeV-region. The data to Monte Carlo simulation ratio prasd ' _

an estimate of the uncertainty on the leadinggescale. 1. The referenceiret of the recoil system.

Fig. 39: Ratio of the reconstructed recoil systpmto the true
ding jetpy for antik; jets withR = 0.6 as a function of the
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The systematic uncertainty on the recoil system has been

m 1.3 T T T T T =
S 12; ?T_LAS Ay iU 1 calculated taking into account the following effects:
- Ii ;tlT;g/ obt - ﬁ'é':;\jvElgH 7 1. JES uncertainty: The JES uncertainty described in Sec-
11 — tion 9is applied to each jet composing the recoil system.
F  anti-k R=0.6 EM+JES I 2. Close-hy jet: Jets belonging to the recoil system are of-
= el * i ten produced with another jet nearby in the multijet envi-
oo ronment, and the jet response is dependent on the angu-
E ] lar distance to the closest jet. The close-by jet uncestaint
0.8C . has been estimated by studying thge ratio between the
¢ LI E calorimeter jets and matched track jets as a function of
g 105 P the jet transverse momentum for different jet isolatiorscut
% I pprososaTE . 1 E This uncertainty is discussed in more detail in Secfi@n
o5 095E E 3. Flavour composition of the recoil system:The JES un-
2 09™i60 200 300 400 500 600 700 800 900 1000 certainty is estimated for the average jet composition ef th

precol [GeV] inclusive jet sample. A discrepancy in the specific flavour
composition between data and Monte Carlo simulation may

Fig. 40: Multijet balance MJB as a function of the recoil €yst result in an additional JES uncertainty. The procedure de-
pr for data and Monte Carlo simulation for aitijets with scribed in Sectiorl8 is used to estimate this uncertainty.
R = 0.6. Only statistical uncertainties are shown. It requires as input the average jet response and the flavour
composition uncertainty as a function of the gt In the
samples used, the uncertainty on theggtdue to flavour
composition is about 1%.

E 1.1— ‘ N o Default  —|
= B ATLAS simulation B Sondard The systematic uncertainty on MJB due to the uncertainty
- \s=TTev Brmoew 1 onpfelis estimated by calculating the multijet balance after
1 shifting the py of all jets in the recoil system up and down by
i the systematic uncertainties. The total systematic uaiceyt
v is obtained by summing in quadrature the contribution oheac
0.9 PYTHIA MCL0 — source and is shown in Figudd for antik; jets withR= 0.6.
anti-k R=0.6 EM+JES | The contributions of each single source are also shown sepa-
: : rately. The standard JES uncertainty is the dominant safrce
J LO5E- 1 uncertainty over the entirg® range.
m.‘é 1 0925009508 The second category of systematic uncertainties includes
2 o S sources that affect MJB used to probe the jet energy scale at
= 8095 ‘ ‘ ‘ ‘ 1 highpf'. These are discussed below.
xS 200 400 600 800 1000 1200
p_FIfech [GEV]
Fig. 41: The multijet balance MJB as a functionggec®! (full Vj‘:table Nzgrgzsl 15F_<§5n%eev
dots) with statistical uncertainties for aitijets withR = 0.6. apT 0.3 radian | 0.1-0.4 radian
The three bands are defined by the maximum shift of MJB B 1.0 radian| 0.5-15 radian
when the jets that compose the recoil system are shifteddip an plet2/ pRecoil 0.6 0.4-0.7

down by the standard JES uncertainty, close-by jet and flavou
uncertainties. The black lines show the total uncertairity o
tained by adding in quadrature the individual uncertafighe
lower part of the figure shows the relative uncertainty duééo
scale uncertainty of the jets that compose the recoil sysiem
fined as the maximum relative shift with respect to the noinin
value, as a function gpfece!l

Table 11: Nominal cut values and the range of variation used
to evaluate the systematic uncertainty on the selectidarii

for the multijet balance technique. Events below the vahres
[aejected.

In the following the various sources considered are dis-

2. The MJB used to probe the leading at, due to selection USSed:

criteria or an imperfect Monte Carlo simulation modelling; . Selection criteria: The imperfect description given by the
of the event. Monte Carlo simulation for the variables used to select the
events might induce a systematic uncertainty on the multi-

The standard JES uncertainty has been obtained for isolatedjet balance. In order to evaluate this systematic unceytain

jets. In the case of multijet events the additional uncetyai all relevant selection criteria are varied in a range whieee t
due to close-by jets (see Sectitii) and the different flavour corresponding kinematic variables are not strongly biased
composition (see Sectidr8) should be taken into account. and can be examined with small enough statistical fluctua-
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Fig. 42: a) Single contributions as a function pﬁfe"o" to the relative uncertainty on MJB due to the sources consitim the
selection criteria and event modelling for akgifets withR = 0.6 (various lines) and the total uncertainty (full line) abed as
the squared sum of all uncertainties. b) Ratio of data to E&@drlo simulation for the multijet balance (MJB) as a functof
the recoil systenpr for antik; jets withR = 0.6. The various shaded regions show the total uncertaint (gand) obtained
as the squared sum of all total systematic uncertaintigst(band) and of the statistical uncertainty (error barédoAlisplayed
are the contributions to the systematic uncertainty dueutiijet analysis cuts and event modelling (darkest band)tarthe jet

en

ergy scale for jets in the recoil system (hatched band).

Source uncertainty
Jet energy scale of the recoil systegm 4%
Flavour composition ~1%
Close-hy jets 2%
Jetpr threshold < 2% 2
a cut <1%

B cut <1%
pi]_et2/ p_IRecoiI cut 3%
Underlying event modelling 2%
Fragmentation modelling 1.5%
Pile-up <1%

Table 12: Maximum values of the systematic uncertainties in
the Wholep.Fr*eCO" range for antik; jets withR= 0.4 orR= 0.6,
for all effects considered in the multijet balance analysis

tions. The nominal values and the range of variations of the
selection criteria are listed in Tabld.

The systematic uncertainty on MJB originating from thesé-
sources is evaluated by calculating the multijet balanee af
ter varying the cut for each variable in the range mentioned
above. For each value of the selection criteria the rafio (
between the MJB values calculated from data and Monte
Carlo simulation is evaluated as a function of the recoit sys
tem pr. The maximum deviation of thewith varied cuts
(rvarieg) With respect to the nominal ratio{omina), being
expressed in the double ratio

(32)

rv.slried/rnominal

is assumed to represent the systematic uncertainty for the
source. A quadratic sum of the systematic uncertainties for
all sources is taken as the total systematic uncertainty.

. Jet rapidity acceptance:The analysis uses only jets with

ly| < 2.8 to have a smaller jet energy scale uncertainty on
the recoil system. This selection, however, could cause an
additional systematic uncertainty, if the fraction of jpts-
duced outside the rapidity range differs in the data and ont
Carlo simulation. This effect is evaluated by studying MJB
(calculated as usual from only jets wit}} < 2.8) for events
with pRecoll > 80 GeV, as a function of the total transverse
energy § Et) summed over all jets withy| < 4.5, in the
data and Monte Carlo simulation. The agreement between
the data and Monte Carlo simulation is satisfactory, and
MJB is stable over the entirg Er range with the largest
deviations up to 3% with the largest deviations at relagivel
high 3 Ey. Since the majority of events have a very small
> Eg, this effect is considered to be negligible.

Soft physics modelling:Imperfect modelling of multiple
parton interactions, of fragmentation and of parton shower
radiation may affect the multijet balance in two ways. Fyrst
the selection criteria may act differently on samples with
different modelling of the event topology. Secondly MJB
itself can be directly affected, since the modelling vaoiat
acts differently on the leading jet and the recoil system.
The systematic uncertainty for each of these sources is es-
timated by evaluating the ratio between the MJB measured
using the nominal Monte Carlo simulation and an alterna-
tive Monte Carlo simulation sample where the particular
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source of uncertainty is varied. As alternative Monte Carlo The comparison of data to Monte Carlo simulation foiirall
simulation samples ERwIG++ and FrTHIA with the Fe-  situtechniques for the pseudorapidity rarjigé < 1.2 is shown
RUGIA tune are used. in Figure43 together with the JES uncertainty region as esti-

In addition, the parameter controlling the centre-of-massated from the single hadron response measurements and sys-
energy dependence of the cut-off parameter determinitegnatic variations of the Monte Carlo simulations. The lessu
whether an event is produced via a matrix element or lof the in situ techniques support the estimate of the JES un-
the underlying event model (PARP(90)) is lowered froroertainty obtained using the independent method descitbed
PyTHIA PARR90)= 0.25 to PrTHIA PARR90)= 0.16. Section9.

This change increases the energy in the forward region. The

systematic uncertainty introduced by these variations is =

most 2%. o 114
2 1121 i ATLAS n
4. Pile-up: | . d L fthe pile- . d S 11L° Multi-jet |
. Pile-up: Imperfect description of the pile-up may introduce & o Track-jet Juor=as ob*\s=7 Tev
a systematic uncertainty. This effect is estimated by eval = 1.08 y -jet direct balance .

ating the ratio 1.062 Y -jet MPF Data 2010 and Monte Carlo incl.jety

1.04 l i
MJBPie-up/pmggnominal (33) 1027 - e M+¢$ i
1 e

where the nominal sample is simulated without pile-upcc  §og

lisions. The systematic uncertainty due to pile-up is semall 0.96: -+ :#: i
than 1% for the wholepz)'{Et range considered. 0.94— —
All systematic uncertainties due to the selection criteri. ~ 0-92/~ " JES uncertainty anti-k, R=0.6, EM+JES
event modelling and pile-up, and the total uncertainty ilet 09 ———— ”162 - ”1(‘)3
by summing them in quadrature are shown as a function P [Gev]

pRecellin Figure42 for antik jets withR= 0.6.

The final systematic uncertainty resulting from the uncer- . jet .
tainties of the recoil reference system and from the maltij§!9- 43: Ratio ofpr” over referencer in data and Monte Carlo
balance variable added in quadrature is presented in Fiflore S:'”?“'a“"” for s_ev_erah situtechniques fom| < 12 Only sta-
for antik; jets withR= 0.6. The total systematic uncertaint istical uncertainties are shown. Superimposed is thenetgy

amounts to about 4% for jets (PfTEt _ 1 TeV. At high trans- scale uncertainty obtained from single hadron response mea

. _ . surements and systematic Monte Carlo simulation variation
verse momentum the main contribution to the systematic un-

. iet /-
certainty is due to the standard JES uncertainty of the EN+JBS @ function of” (light band) for|n| < 0.3.
scheme. The maximum values of the uncertainties indﬁte
range considered for each source are summarised in T2ble

10.3.5 Summary of the multijet balance results 10.5 JES uncertainty from combination of in situ
techniques

The data sample collected in 2010 allows the validation ef th

high-pt jet energy scale to within 5% up to 1 TeV for ak{i- The JES uncertainty can also be obtained by combining the re-
jets withR = 0.6 and up to 800 GeV for jets witR= 0.4 cal- sults of then situtechniques described in the previous sections.
ibrated with the EM+JES scheme. In this range the statlstida this combination the ability of the Monte Carlo simulatio
uncertainty is roughly equivalent to, or smaller than, tiis-s to describe the data, the individual uncertainties ofithsitu

tematic uncertainty. techniques and their compatibility are considered.
10.4 Summary of JES validation using in situ 10.5.1 Combination technique
techniques

The requirements for combining the uncertainties from the i

The jet energy calibration can be testedsitu using a well- dividualin situtechniques are:

calibrated object as reference and comparing data tohe P
IA Monte Carlo simulation tuned to ATLAS dataq]. Thein 1. Propagate all uncertainties of the individialsitu tech-

situ techniques have been discussed in the previous sectionsniques to the final uncertainty.

i.e. the comparison of jet calorimeter energy to the momer2-. Minimise biases on the shapes of the measured distribu-
tum carried by tracks associated to a jet (Secfior), the di- tions, i.e. on thept dependence of the data to Monte Carlo
rect transverse momentum balance between a jet and a photorsimulation ratio.

and the photon balance using the missing transverse mom&n-Optimise the uncertainties on the average while respgcti
tum projection technique (Sectidi9.? as well aspt balance the two previous requirements. This is equivalent to min-
between a higlpr jet recoiling against a system of lowef imise thex? between the average and the individual mea-
jets (Sectiorl0.3 surements.
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The combination proceeds in the following steps: pr range have at least one measurement inside. The averaging

1 Tov M Carl hod: M Carl d . regions are used to compute weights for thesitu methods,
- Toy Monte Carlo method: Monte Carlo pseudo-expert- pich are Jater applied in the bin-wise average in fine 1 GeV
ments are created that represent the ensemble of measyes

ments anq contain the fl.’” data treatment .chaln mclud.lng The averaging weights for eadh situ method are com-
interpolation and averaging (as described in the followin X

. . ted as follows:
steps). These pseudo-experiments are used to consistently

propagate all uncertainties into the evaluation of the-ave§ The generation of pseudo-experiments fluctuates the data
age. The pseudo-experiments represent the full list of-avai  points around the original measurements taking into ac-
able measurements and take into account all known corre- qnt all known correlations. The polynomial interpolatio

lations. _ ) o is redone for each pseudo-experiment for éaditu method.

2. Interpolation method: A linear interpolationis used to ob- 5 - For eaclin situmeasurement and each Monte Carlo pseudo-
tain the nominal valués. The final interpolation function experiment the new bin content for each wider region is cal-
per measurement, within ther range, is discretised into  ¢yjated from the integral of the interpolating polynomials
small (1 GeV) bins for the purpose of averaging. 3. The contents of the wide bins are treated as new measure-

3. Averaging: The data are averaged taking into account all ments and are again interpolated with polynomials. The in-
known correlations to minimise the spread in the average terpolation function is used to obtain new measurements in

measured from the Monte Carlo pseudo-experiments. small (1 GeV) bins for eachn situ method in thqnget range

The combination of thi situ calibration data is performed ~ covered by it.
using the software package HVPTod§]. The systematic un- 4. In each small bin a covariance matrix (diagonal here) be-
certainties are introduced in HVPTools for each componsnta tween the measurements of edohsitu method is com-
an algebraic function opr or as a numerical value for each ~ puted. Using this matrix the averaging weights are obtained
data point. The systematic uncertainties belonging todinees by x? minimisation.
source are taken to be fully correlated throughout all mesasu . . )
ments affected. F_or the averaging vyelghts th_e proced_ur_e using the large av-
The HVPTools package transforms tinesitu data and as- ©raging regions as an intermediate step is important inrdede
sociated statistical and systematic covariance matritedine- P€rform a meaningful comparison of the precision of the dif-

grained pr bins, taking into account the best knowledge dggrentin sit_u methods. The average is computed a_voiding shape
the correlations between the points within eactsitu mea- P1aS€s which would come from the use of large bins. Therefore

surement. Statistical and systematic correlations betviee at this next step the fine 1 GeV bins are obtained directly from
measurements could also be included, but as the differemt mif'€ interpolation of the original bins. _

surements use independent events, these correlationgare n 1he b'f"W'Se average between measurements is computed
glected®. The covariance matrices are obtained by assumifg follows:

systematic uncertainties corresponding to the same sauece 1. The generation of Monte Carlo pseudo-experiments fluc-

fully correlated. Statistical uncertainties, taken asipeindent tuates the data points around the original measurements

between the data points, are added in quadrature to these ma;_ . ~~ . :
trices taking into account all known correlations. The polyno-

The interpolated measurements from differiersitu meth- mial interpolation is redone for each generated Monte Carlo

ods contributing to a given momentum bin are averaged tak- pseudo-experiment for eaansitu method. :
) : L . For each generated pseudo-experiment, small (1 GeV) bins
ing correlations between measurement points into accott.

, ! are filled for each measurement in the momentum intervals
measurements are performed at differgft values and use covered by thain situmethod, using the polynomial inter-

different binning (point densitie$). polation.

To derive propeaveraging weightéor eachin situmethod, 3. The average and its uncertainty are computed in each small
wider averaging region€’ are defined. These regions are con-  pin using the weights previously obtained. This will be dis-
structed such that aith situmethod covering the corresponding  played as a band with the central value given by the average
25 . , o while the total uncertainty on the average is representéy th
A second order polynomial interpolation provides in prpieia band width.

better shape description. However, due to the smooth i@mmin the 4. The covariance matrix among the measurements is com-
results of eaclin situ measurement, the differences between the re- puted in each small bin
| ined with th interpolation pr r ; S .
i:éﬁg?gf: ed with the two interpolation procedures atebto be 5. x? res_calmg corrections are_computed for each bin as fol-
lows: if the x2 value of a bin-wise average exceeds the

26 Care was taken to avoid an overlap of the multijet balance and b fd ffreed th taint h
y-jet result. Allowing for an overlap would have required itak into number of degrees of freedom), the uncertainty on the

account the (strong) correlations, without a potentiahgaiprecision. average is rescaled by'x2/nqof to account for inconsis-
27 The method avoids replacing missing information in case of a tencies®.

lower point density (wider binning) by extrapolating infoation from
the polynomial interpolation. points of the other measurement would be statistically eeigefore
28 For example, when averaging two measurements with uneqggMmputing the averaging weights.

point spacing, a useful averaging region would be definedieyrtea- > Such (small) inconsistencies are seen in the comparisdnegf t
surement of thén situ method with the larger point spacing, and théet and track jet results in oqé?t bin.
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The final systematic uncertainty for a given jet momentu & [ T ‘ T ATLAS T ]
is (conservatively) estimated by the maximum deviation b £ 1.2 anti-k R=0.6, EMHJES  In[<12 @ 0., 7
tween the average band and unity. The central value (mehst z [ Data2010 fLdt=38pbt
bias) and the uncertainty on the average measurement are he«.c 1: .
taken into account. If a correction for the measured biasewes, i r—v001 o 7T E
performed, only the relative uncertainty on the averageld/otg 0.8 Ci 1
affect the final JES calibration. Qb —ylet 5
A smoothing procedure, using a variable-size sliding integ ~ ;| Track-jet 1
val with a Gaussian kernel, is applied to the systematicunc @ i | Multi-jet b
tainty. It removes spikes due to statistical fluctuationshie T . 1
measurements, as well as discontinuities at the first atakor 02 A B
pointin a given measurement. K e P
0*: L ‘ i S
1.2 10? 10
3) 2F T — ™ T T — T T e rGe
o L 1sf 2tk R=06, EMJES  In| <12 \’T‘TLA7$T v Py [GeV]
€ 115 =7Te = . . . o . . .
g - Data2010 fLdt=38pu? Fig. 45: Weight carried by eadh situtechnique in the combi-
g 1y 4 nation to derive the jet energy scale uncertainty as a fanaf
g 1.05F 1 the jet transverse momentupift for antik; jets withR= 0.6
3 . j calibrated with the EM+JES scheme.
§_ 1: ]
3 c ]
x 095 E 0.2
E E > 0. — ; —
E E £ o
09E | yiet Average - total uncertainty g §0.18 anti-k, R=0.6, EM+JES nl<1.2 ATI__AS
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Fig. 44: Average jet response ratio of the data to the Moré 0.08
Carlo simulation for jets witin| < 1.2 as a function of the ¢ 0.06
transverse jet momentupy for threein situ techniques. The &

; o ; N 0.04
error displays the statistical and systematic unceresrdadded L
in quadrature. Shown are the results for dafjets withR= 0.6 0.02
calibrated with the EM+JES scheme. The light band indicat 0 = e
the total uncertainty from the combination of timesitu tech- 10 et 10
niques. The inner dark band indicates the statistical corapb Py [GeV]

Fig. 46: Jet energy scale uncertainty from the combination o
in situ techniques (solid line) as a function of the jet trans-
verse momentunpr for antik; jets with R = 0.6 calibrated
with the EM+JES scheme fon | < 1.2. The dashed line shows
the JES uncertainty that could have been achieveid, $itu

10.5.2 Combination results techniques had been used to recalibrate the jets. For cémpar
son, the shaded band indicates the JES uncertainties asdleri

Following the method described in the previous section & Jfrom the single hadron response measurements and systemati

uncertainty for jets withn | < 1.2 can be obtained. The multijetMonte Carlo variations fojn| < 0.3.

balance analysis is repeated for jets witfj < 1.2. and the

uncertainty for lowpr jets is taken from thg-jet analysis. The

resulting uncertainty is larger than the one in Sectior ) .

Figure 44 shows the ratio of the jet response in data arf§sults they have a relatively large systematic uncestairtte
Monte Carlo simulation as a function of the transverse jet mg-jet results cover @‘Tet range up to about 300 GeV. From this
mentum for the thre@ situ techniques using as reference obpoint onwards the multijet balance method helps to corrstrai
jects photonsy-jet), a system of low-energetic jets (multijet) oithe JES uncertainty.
the transverse momentum of all tracks associated to jeisk(tr ~ Figure45 shows the contribution of each situ technique
jet). The errors shown for each situ technique are the statis-to the total JES uncertainty in form of their weight. In the re
tical and systematic uncertainties added in quadrature. gion 30< pJTet < 300 GeV they-jet results make the highest

The results from the track jets cover the wide&ﬁ range contribution to the overall JES uncertainty determinatibine

from the lowest to the highe;;ﬁ-Et values. Compared to thejet contribution is about 80% aﬂTEt = 30 GeV and decreases to
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about 60% auojTGt = 300 GeV. At the IowespjTGt the method Several variables can be used sequentially to achieve the

based on tracks determines the JES uncertainty. At g#dut ~ OPtimal resolution. This procedure requires that the atioe
300 GeV they-jet results and the ones based on tracks ha{Rf @ given variable (C') is calculated using jets to which
an about equal contribution. Abo\éret — 300 GeV the results the correction for the previous variabte ; (C') has already

based on tracks have the highest contribution to the JESuné])eﬁﬁqnb:ﬁ;'e%eme J_et transverse momentum after correction
tainty. In this region the multijet balance contributestte ES 9 y:

uncertainty to about 20%. For the high@st only the multijet i i i—1 i i-1 i—2
balance isyused to determine the JEgS Lﬁierta){nty. J Pr=C () x Pr = =C04) xC06-2) x pr*=.. (35)
The final JES uncertainty obtained from the combination
of thein situ techniques is shown in Figu#s. The JES un-
certainty is about 9% Tet = 20 GeV and decreases to abo
2—3% for 50< pf' < 200 GeV. At the lowesp:" the sys-
tematic uncertainty is determined by timesitu method based The jet properties used in the GS calibration charactetise t
on traCkS, for which the data have a hlgher central value thmgnud”]a] and transverse topo]ogy ofthe energy deadgjy
the Monte Carlo simulation. At 250 GeV, the Uncertainty |rl'he Jet A |arge energy deposit in the hadronic |ayers |rm’a
creases because tiget results are 5% below unity and therefor example, a larger hadronic component of the jet implying
fore pull the central value of the average down as shown in Flﬂn on average lower detector response inthe non_compﬂgsaﬁ
ure 44. Moreover, they-jet and the track methods give differ-AT|AS calorimeter. Close to a crack region, the transvesse e
ent results. While for all othepiret values thex? /ngof is within  tent of the jet is correlated to how many particles of the jet h
0.2 < X?/Ngot < 0.8, it rises tox?/ngof = 2 at 250 GeV. the poorly instrumented transition region.
For p' > 350 GeV the multijet balance contributes to the Each of these jet properties may be sensitive to several ef-
uncertainty and the resulting uncertainty is about 8% up fects: energy deposited in the dead material, non-comgiensa

to 700 GeV. At the highest reachali§" the JES uncertainty of the calorimeter, or unmeasured energy due to the noise sup
increases té 10% pression. In the GS calibration, no attempt is made to sépara

. these effects. The jet properties help to significantly iover

(o) . . . ..
a combination ofin situ techniques to the one derived fron}{ﬁgégt;flirgy resolution, and implicitly correct on avaragr

the single hadron response measurements and the systema T e longitudinal structure of the f&is characterised by

Monte Carlo simulation variations (see Sect@nThein situ he fractional enerav deposited in the different lavers haf t
JES uncertainty is larger than the standard JES uncertaint . gy dep T nt lay
calorimeters before any jet calibration is applied (“lajteic-

mostp!®' regions. Itis similar in the region 3@ P < 150 GeV.

11.2 Properties derived from the internal jet
Wtructure

tions”) :
Figure46 also shows the JES uncertainty, that could have been ) Elayer
achieved, if then situ techniques had been used to correct the flayer = —EM_ (36)
jet energy scale. In this case the JES uncertainty obtaioed f Eg,l

a combination ofn situ techniques would be slightly smaller

jet . . er
than the standard JES uncertainty over a vvpﬁfé range of whereEgy is the jet energy at the EM scale aﬁgn)ﬂ the en-
30— 700 GeV. ergy deposited in the layer of interest, also defined at the EM

scale. The transverse jet structure can be characteriséieby
jet width defined as:

11 Jet energy calibration based on global )3 P AR et
jet properties width — !

11.1 Global sequential technique |

(37)

here the sums are over the jet constituentaid pr is the
ransverse constituent momentufii, jet is the distance im x
;B—Space between the jet constituents and the jet axis. In the
ollowing study topo-clusters are used as jet constituents

The global sequential calibration (GS) technique is a mul
variate extension of the EM+JES calibration. Any variable
that is correlated with the detector response to the jet @n
used. A multiplicative correction to the jet energy measuat
is derived by inverting the calibrated jet respotfsas a func-
tion of this variable: o . .

11.3 Derivation of the global sequential correction

C(x) =R (x)/(R"1(x)), (34) _ o |

The GS corrections are determined in|jgt bins of width 01
where(R1(x)) denotes the average inverse jet response. Afteom || = 0 to || = 4.5. In each bin, the jet properties that
this correction, the remaining dependence of the responsepoovide the largest improvement in jet energy resolutioneha
the variablex is removed without changing the average energlyeen selected in an empirical way. The chosen jet properties
resulting in a reduction of the spread of the reconstruotéd pnd the order in which they are applied are summarised in Ta-
energy and, thus, an improvement in resolution. ble 13. The improvement in resolution obtained is found to be
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[n| region Corrl | Corr2 | Corr3 | Corr4 The GS corrections are measured through the asymmetry

n] <12 friteo | fLArs fps | width variable defined as:
12< ‘f” <14 fTileO width robe

. f

14<|n| <17 frizeo | fHECO width A(X) = PT) — P! (39)
17<In| <30 faECo width p?_"g(x) ’
3.0<n| <32 fLAr3 width
32<|nl<34 fLAT3 wherex is any of the properties used in the GS calibration (see
34<n|<35 fLars width Table13). Both p?®*®andp’e’ depend orx, but the dependence
35<(n| <38 | frca11 width is explicitly written only for the probe jet, because thegedp-
38<nl<45 ]| frcans erty used to build the correction belongs to the probe jet.

) ) o The probe and the reference jet transverse momenta are de-
Table 13: Sequence of correctionsin the GS calibrationrsehefined with the same calibration. When computing correction

in each|n| region. factori, they are both corrected up to tifie— 1) correction
(see Sectiorl1l.]). The mean response as a functionxof
. . . ' . iven by:
independent of which property is used first to derive a cerre% y
tion (R() = LHAX)/2 (40)
In the following section, “GSL" refers to the calibration-ap 1-(A(x))/2
plied up to the third correction (containing only the catoeter The measurement of the response through the asymmetry
layer fraction corrections) and “GS” to the calibration &gg defined in Equatior89 assumes that the asymmetry is zero.
up to the last correction (including the width correction). ~ Thisis true on average, but not when computed in bins ohe

measured asymmet(x) is therefore a mixture of detector
effects and imbalance at the level of the generated pastitiie
12 Jet energy scale uncertainties for jet order to remove the effect ofimbalance at the level of geieera

calibrations based on global jet properties particles, a new asymmetry is defined:
A(X) = A(X) — X 41
The JES uncertainties in the global sequential jet caiitmat ) () = Auruelx), (41)

scheme are evaluated using the transverse momentum balancevhereA(x) is given by Equatio839 andAgye(X) is:
in events with only two jets at high transverse momentum.

By construction the GS calibration scheme preserves the PPrOPe(x) — pfef
energy scale of the EM+JES calibration scheme for the event Avrue(X) = ’avg—(x)', (42)
sample from which the corrections have been derived. Plessib PT true
changes of the JES in event samples with different topofogie avg probe .
or jet flavours are studied in Sectid®. Where pT\,/true(X) - (pT,true(X) + prTe,{rue)/ 2. The variableAwue

denotes the asymmetry for truth jets (or true asymmetry) and
is calculated by matching reconstructed jets to truth jEtse

12.1 Validation of the global sequential calibration asymmetryApe is determined in the Monte Carlo simulation.

using dijet events When usingd'(x) instead ofA(x) in Equatior40, the effects of
imbalance at the level of generated particles are removdd an

12.1.1 Dijet balance method the resulting response depends only on detector effects. Ac

counting for the truth jet imbalance is particularly impaot
The GS corrections can be derived from dijet events using tfoe the corrections that depend on the energy in the presampl
dijet balance method. This method is a tag-and-probe tgakeni and the jet width.
exploiting thepr imbalance between two back-to-back jets. In
contrast to the method presented in Secfidia correction for
a truth jet imbalance is applied. 12.1.2 Validation of the dijet balance method in the
Dijet events are selected by requiring that the two highd¥onte Carlo simulation
pr jets are back-to-back)@ > 2.8 radian). The two jets are . . ]
required to be in the same pseudorapidity region. The dijet balance method can be checked in two different ways
The jet whose response dependence on the layer fractions T he first uses the defaulty?HiA event sample with the
or width is studied, is referred to as the probe jet, while tHéC10 tune and compares the response calculated using Equa-
other is referred to as the reference jet. The average tezsev tion40to the response calculated using the truth jets. Figire
momentum of the probe and the reference jet is defined as Shows this comparison for jets after the EM+JES calibreftoon
80< pf' < 110 GeV andn| < 0.6. The results obtained using
p-?—vg = (p-?mbe—k pﬁ?f) /2. (38) the asymmetry defined as in Equat®and when incorporat-
) ) _ ~ing the true asymmetry are shown. If the true asymmetry were
Since the choice of the reference jet and the probe jet is arjnored, the calculated response would be different fraatlile
trary, events are always used twice, inverting the roleef#frr  {rye jet response by up to 4% for high values of the jet width

ence and probe. and the presampler fraction in this particuf&f bin. This dif-
30 Here, longitudinal refers to the direction along the jetsaxi ference increases with decreasipl@I reaching 8% for jets of
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Fig. 47: Average jet response calculated using truth jetl ¢frcles), using the reconstructed asymmeiryopen circles), and
usingA — Awe (triangles) as a function of the calorimeter layer energgfion fps (a), 1 a3 (0), fTi1e0 (€) and the lateral jet
width (d) in the FTHIA MC10 sample. The lower part of each figure shows the diffezsrimetween the response calculated
using the truth jet and the one calculated with the dijetfedamethod withoukye (full triangles) and withAyye (Open circles).

Anti-k; jets withR= 0.6 calibrated with the EM+JES scheme are used and ha\geﬁﬁj < 110 GeV andn| < 0.6.

dft ~ 20 GeV. These differences are reduced to less than 28ymmetry differs by no more than 5% in this particu;hiﬁI
when a correction foAye is used. Similar results are found ingngp) pin. Forp‘?t > 60 GeV and othein | bins, the true asym-

jet : .

the otherpr” and|n| bins. metries differ by less than 2%. At lowt" (below 40 GeV in

The second test compares the true asymmetry between gl barrel), theA g cut, in particular combined with the small
ferent simulated samples. Figut8 shows the true asymmetry peruG1A2010 and HERWIGH+ samples yield statistical uncer-
as a function offps, 1 a3, fT11e0 @nd the jet width in the cen- tainties of the order of 5%.
tral region for 40< pJTet < 60 GeV for various event samples:
the reference PrHiA sample with the MC10 tune, therPH- In summary, the dijet balance method allows the determina-
IA sample with the PRUGIA2010 tune and the ERwiG++ tion of the response as a function of the layer fractions aed t
sample. The last two samples test the sensitivity to theriflescjet width over the entire transverse jet momentum and pseudo
tion of soft physics or the specifics of the hadronisatiorcpes  rapidity ranges. This method can therefore be applied ta wat
that could cause differences in the truth jet imbalance.titiee validate the corrections derived in the Monte Carlo siniatat
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Fig. 48: Average asymmetry for truth jets obtained from @as Monte Carlo event generators and tunesT(RA with the
MC10 and the BRUGIA2010 tune and HRwIG++) as a function of the calorimeter layer fractidps (a), frar3 (D), fTi1e0

(c) and the lateral jet width (d) of the probe jet. ARtijets withR = 0.6 calibrated with the EM+JES scheme are used and have
40< p?"g < 60 GeV andn| < 0.6. The distributions of the jet properties are superimpaseeéach figure. The lower part of
each figure shows the differences betweem#A MC10 and the other Monte Carlo generators.

12.1.3 Differences between data based and Monte Carlo Carlo simulation provides a quantitative measure of thd-add
based corrections tional jet energy scale uncertainty introduced by the G% cal
bration. After the first two corrections in Tabl&the response
Figure49shows the difference between the reconstructed asyii2nges by less than 1% for data based and Monte Carlo based
metry and the true asymmetry for therHiA MC10 sample corrections. The response changes by an additional 1% to 2%
as a function offps, fLars, frileo and width for jets with afterthellthlr.d P;esampller)hand thefourth.(W|r(]JIth) correc_tllon.sh
80< pJTet < 110 GeV andn| < 0.6. The reconstructed asym_are applied in the barrel. The agreement in the endcap isnwit

0, 0, truth
metries in data and they®HiA MC10 sample are compatibIeZ/0 (4%) forpy™ > 60 GeV (< 60 GeV).

within statistical uncertainties. Similar agreement isirfd in Data based corrections are also derived with true asymme-
the othem and pJTet regions. tries coming from the PRUGIA2010 and HRWIG++ samples.

The asymmetries as shown in Figut@are used to derive These corrections are then applied to the referenceHin
data based corrections. The difference between data anteMdviC10 sample and the response yielded is compared to the re-
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Fig. 49: Difference between the average reconstructed m®trg and the average true asymmetry in data (open circles) a
in the reference PTHIA MC10 sample (full circles) as a function of the calorimetgydr fractionsfps (a), f.ar3 (B), fTi1e0
(c) and the lateral jet width (d). The lower part of each figsinews the differences between data and Monte Carlo siroolati

Anti-k; jets withR = 0.6 calibrated with the EM+JES scheme are used and ha\felﬁﬁf < 110 GeV andn| < 0.6.

sponse obtained after applying the reference data based E&nTHIA PERUGIA2010 and HRwWIG++. The agreement for

rections using the true asymmetry from the referenegtA ;1o andfpsbetween data andirHiA with the MC10 tune

MC10 sample. TheF()leéft'ference in response is found to be lowgryithin 5% over the entirep‘TEt range. Forfy 5,5, this agree-

than 05% in all thepy and|n| bins where the statistical un- i i B0 jet

certainty is small enoTugh. ment is also within 5/o_ except for 20 p‘T < 3Q GeV where _
a disagreement of 3% is observed. A larger disagreement is

As a further cross-check the same GS corrections (here {8@ind for the jet width. Jets are 5% (10%) wider in data than in

Monte Carlo based ones) are applied to both data and Mofgnte Carlo simulation at 200 GeV (600 GeV).
Carlo simulation samples. The difference between dataiamd s

ulation reflects differences in the jet properties used pstito The standard deviations of tHg -3 and thefps distribu-
the GS calibration in the inclusive samples. tions show also agreement within 5% between data arHP
Figure50 shows the mean value s, fLars, fTi1e0@nd 1A MC10 simulation forf; .5 and fps over the entirep
width as a function of® in the barrel for data and variousr@nge. Forfri1eo and width, disagreements of 10% are ob-
Monte Carlo simulation samples: the nominat®ia MC10, served in some" bins. Similar results are found in the other
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Fig. 50: Mean value of the jet calorimeter layer fractidag (a), f1.ar3 (D), fTi1e0 (€) and the jet width (d) as a function pft
for |n| < 0.6 for data and various Monte Carlo simulations. Alktjets withR = 0.6 calibrated with the EM+JES scheme are
used. The ratio of data to Monte Carlo simulation is showt@lower part of each figure.

[n| bins for the calorimeter layer fractions and the jet widttdiffer between data and Monte Carlo simulation. The correc-

except for 21 < |n| < 2.8, where the agreement for the widthion coefficient as a function qj‘Tet in the barrel calorimeter in

is slightly worse than in the other eta ranges. data and in the PrHiA MC10 sample after GSL and GS cor-
Figure50shows that PTHIA withthe MC10 and the PTH- rections are shown in Figu@a and FigureSJ_b. The ratios of

IA PERUGIA2010 tunes agree to within a few per cent. Th ata to Monte Carlo simulation are shown in the lower part of

agreement of the ERwIG sample with data is as good as fopach figure. Figur&1c and Figuré1d show the same quantity,

- : jet
the other samples fdff. s 5 and 17 oo €Xcept for 20< piSt < Putas afunction ofy for 80 < pr <110 GeV.
30 GeV. Forfps and the width, disagreements of-5.0% are
observed between#RwIG++ and the other samples fpkfEt <

60 GeV. ForpjTet > 160 GeV, HErwIGH+ is found to describe -,
the width observed in data better than the other samples.

Deviations from unity in the ratios between data and Monte
rlo simulation as shown in Figugel represent the system-
atic uncertainty associated to the GS corrections. Thigunc
The systematic uncertainty can be quantitatively estichatminty is added in quadrature to the EM+JES uncertainty. The

by comparing how the correction coefficie "EtS/E{'Ee,f,I+JES results for all thepiret andn ranges are the following:
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Fig. 51: Average jet energy after GSL (a,c) and GS (b,d) atioas divided by the average jet energy after the EM+JEBreal

tion as a function opiﬁt (a,b) in the calorimeter barrel and as a functiomdbr 80 < p‘TEt < 100 GeV (c,d) in data and the Monte
Carlo simulation. Antik; jets withR = 0.6 are used. The double ralﬁEGS(GSL)/EEM+JE§Data/[EGS<GSL)/EEMHEEJMC is shown
in the lower part of each figure.

For 20< |o’TEt <30GeVand X |n|<2.1,thedatato Monte  The uncertainty coming from the imperfect description of
Carlo ratio varies from 5% to Q7% depending on thgy| re- the jet properties and the differences between data baskd an
gion. Forpl?t > 30 GeV and (< |n| < 2.1, the uncertainty is Monte Carlo simulation based corrections presented in Sec-
lower than 05%. For 21 < |n| < 2.8, the the data to Monte tion 12.1are not independent. The average jet response after

Carlo ratio varies from @% to 1% depending on th@™ bin. the GS calibration in eachr" andn bin, which depends on
For a givenp’ft, the uncertainty is higher for.2 < || < 2.8 both the distribution of the properties and the GS corredtjo

- is close to the response after the EM+JES calibration.

than for 0< |n| < 2.1, because of the poorer description of the
jet width. For 21 < |n| < 2.8 the GSL scheme shows slightly A change in the distribution of a jet property therefore t-an
larger difference than the GS scheme. In general, the undates into a change in the GS correction as a function of this
tainty on the data to Monte Carlo ratio is lower than 1% fgproperty such that the average jet response stays the sahee in
20< piret <800GeVand & |n| < 2.8. sample used to derive the correction. The differences destr

in Sectionl12.1are therefore partly caused by differences in the

jet properties.
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12.2 Sensitivity of the global sequential calibration
to pile-up

An important feature of the GS calibration is its robustness
when applied in the presence of pile-up interactions, which
translates into small variations in the size of each of thresms
tions and the distributions of the jet properties. The odtioas
derived in the sample without pile-up are directly appliegi
the sample with pile-up with only a small additional effeat o
the jet energy scale.

The difference between the response after each GS ¢
rection and the response after the EM+JES calibration in th
Monte Carlo simulation samples, after the offset correcte
described in SectioB.1is applied, changed by less than 1%
for pU™ > 30 GeV after each of the GS corrections, and by
2% for IowerptT”‘th, when samples with and without pile-up are
compared. These variations are smaller than the unceriamnt
the jet energy in the absence of pile-up over the eqtireange,

. Nb. E/V | Poly. Degree
Calorimeter Layer bins on ENV

PresamplerB 1 1
PresamplerE 1 1
EMB1 1 1
EME1 1 1
EMB2 andEMB3 with || < 0.8 16 4
EMB2 andEMB3 with || > 0.8 16 4
EME2 andEME3 with || < 2.5 16 4
EME2 andEME3 with [n| > 2.5 16 4
Oil:ileBarO, TileBarl andTileBar?2 16 4
éFileExtO, TileExtl andTileExt2 16 4
HECO-3 with|n| < 2.5 16 4
HECO-3 with|n| > 2.5 16 4
FCALO 16 3
FCAL1 andFCAL2 16 3
Cryo term 1 1
Gap 1 1
Scint 1 1

thus demonstrating the robustness of the additional ctores
with respect to pile-up.

Table 14: Number of energy density bins per calorimeterdaye

used in the GCW jet calibration scheme and the degree of the
polynomial function used in the weight parametrisation.

12.3 Summary on the JES uncertainty for the global
sequential calibration

The systematic uncertainty on the global sequential catiitom

in the inclusive jet sample has been evaluated. It is found to
be lower than 1% for & |n| < 2.8 and 20< piﬁt < 800 GeV.
This uncertainty is added in quadrature to the JES basedeon th
EM+JES calibration scheme.

13 Jet calibration schemes based on cell
energy weighting

Besides the simple EM+JES calibration scheme, ATLAS has
developed several calibration schem8&gWith different lev-

els of complexity and different sensitivity to systematfieets.

The EM+JES calibration facilitates the evaluation of syste
atic uncertainties for the early analyses, but the energglue
tion is rather poor and it exhibits a rather high sensitiatyhe

the reconstructed jet energy resolution with respect to the
true jet energy. This calibration is called “global” becaus
the jetis calibrated as a whole and, furthermore, the wsight
that depend on the calorimeter cell energy density are de-
rived such that fluctuations in the measurement of the jet
energy are minimised and this minimisation corrects for all
effects at once.

. For the local cluster calibration (LCW) multiple variahl

at the calorimeter cell and the topo-cluster levels are con-
sidered in a modular approach treating the various effects
of non-compensation, dead material deposits and out-of-
cluster deposits independently. The corrections are obdai
from simulations of charged and neutral particles. The topo
clusters in the calorimeter are calibrated “locally”, vatit
considering the jet context, and jets are then reconstlucte
directly from calibrated topo-clusters.

Final jet energy scale corrections also need to be applied

jet response to the flavour of the parton inducing thejets'éheto the GCW and LCW calibrated jets, but they are numeri-

aspects can be improved using more sophisticated catibsati

The ATLAS calorimeters are non-compensating and giver,

cally smaller than the ones for the EM+JES calibration sahem
ese corrections are derived with the same procedure as de-

lower response to hadrons than to electrons or photons. Fi{tiheq in Sectiors. The resulting jets are referred to as cali-
thermore reconstruction inefficiencies and energy deposit- ). \with GCW+JES and LCW+JES schemes.

side the calorimeters lower the response to both electroemag
netic and hadronic particles, but in different ways. The mai
motivation for calibration schemes based on cell energgitien
is to improve the jet energy resolution by weighting diffietig
energy deposits from electromagnetic and hadronic show
The calorimeter cell energy density is a good indicatorgein
the radiation lengtbXy is much smaller than the hadronic inter
action lengthj,.

Two calibration schemes implementing this idea have be
developed:

13.1 Global cell energy density weighting calibration

Veffis calibration scheme (GCW) attempts to assign a larder ce
level weight to hadronic energy depositions in order to com-
pensate for the different calorimeter response to hadramit
electromagnetic energy depositions. The weights also eomp
&te for energy losses in the dead material.

In this scheme, jets are first found from topo-clusters or

1. For the global calorimeter cell energy density calitmati calorimeter towers at the EM scale. Secondly the energies of
(GCW) the weights depend on the cell energy density atite calorimeter cells forming jets are weighted according t
are obtained from Monte Carlo simulation by optimisingheir energy density. Finally, a JES correction is derivexhf
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the sum of the weighted energy in the calorimeter cells assot3.2 Local cluster weighting calibration
ated to the jet as a function of the jet and pseudorapidity.

The weights are derived using Monte Carlo simulation ifFhis calibration schemep,69 corrects locally the topo-clust-
formation. A reconstructed jet is first matched to the ndaresrs in the calorimeters independent of any jet context. Ehe c
truth jet requiringRmin < 0.3. No second truth jet should beibration starts by classifying topo-clusters as mainlyctte
within a distance oAR = 1. The nearest truth jet should havenagnetic or hadronic depending on cluster shape variabfgs [

a transverse enerdyr > 20 GeV. The transverse energy of th& he cluster shape variables characterise the topologyedafih
reconstructed jet should HEEM > 5 GeV, whereEEM is the ergy deposits of electromagnetic or hadronic showers aed ar
transverse energy of the reconstructed jet measured aletbre edefined as observables derived from calorimeter cells ot p
tromagnetic scale. itive energy in the cluster and the cluster energy. All wésgh

For each jet, calorimeter cells are identified with an integeéepend on this classification and both hadronic and eleetgem
numberi denoting a calorimeter layer or a group of layers inetic weights are applied to each cluster.
the ATLAS calorimeters. Afterwards, each cell is classified
cording to its energy density which is defined as the calorime
ter cell energy measured at the electromagnetic scaleetivid.3.2.1 Barycentre of the longitudinal cluster depth
by the geometrical cell volumé&(/V).

A weightw; is introduced for each calorimeter cell withinThe barycentre of the longitudinal depth of the topo-cluste
alayeri at a certain energy density bjnThe cells are classified (Acenyre is defined as the distance along the shower axis from

in up to 16E/V bins according to the following formula: the front of the calorimeter to the shower centre. The shower
centre has coordinates:
In E/ Gev
. V/mm3 Exi
j=———+26 (43) . 2KE>0EKIK
In2 i) = £MB0 K (46)
YKE>0 Ex

wherej is an integer number between 0 and 15. Calorimeter

cells in the presampler, the first layer of the electromagnetyith i taking values of the spatial coordinatey, z andEy de-
calorimeter, the gap and crack scintillatogag, Scint) are €x- noting the energy in the calorimeter céll Only calorimeter
cluded from this classification. A constant weight is apghlie cells with positive energy are used.

these cells independent of th&yV. The cryostat¢ryo) term The shower axis is determined from the spatial correlation

is computed as the geometrical average of the energy defosihatrix of all cells in the topo-cluster with positive enezgi
in the last layer of the electromagnetic bartel calorimeter

and the first layer of th&ile calorimeter. This gives a good S kg0 ER (ik— () (jk— (1))
estimate of the energy loss in the material between.treand ij = EZ ) (47)
theTile calorimeters. 2KEco =k
In the case of f[he seven layers without energy density SGdth i, ] =XY,z The shower axis is the eigenvector of this ma-
mentation the weights are denoted Wy Table 14 shows the iy |nsest to the direction joining the interaction poamtd the
number of energy density bins for each calorimeter layer. shower centre.
The jet energy is then calculated as:
_ 10 16 7
Egéw = Z Z wij Eij + Zlvi Ei, (44) 13.2.2 Cluster isolation
i=1j=1 i=

The cluster isolation is defined as the ratio of the number of

finclustered calorimeter ceffsthat are neighbours of a given

Eopo-clusterto the number of all neighbouring cells. Thighe
ourhood relation is defined in two dimensions, i.e. witlia t
dividual calorimeter laye¥.

After calculating the cluster isolation for each individua

orimeter layer, the final cluster isolation variable iganed

by weighting the individual layer cell ratios by the energyd-

$ions of the topo-cluster in these layers. This assuresttieat

wherew;; (vi) are the GCW calibration constants. In order t
reduce the number of degrees of freedom, for a given lgye
the energy density dependence of each elemgris parame-
terised by a common polynomial function of third and fourt
degree depending on the layer (see Tdble In this way the
number of free parameters used to calibrate any jet is r@du%%l
from 167 to 45.

The weights are computed by minimising the followin

function: Nt jet 2 isolation is evaluated where the topo-cluster has moss@rit
2_ 1 Ecew _ (45) €roy.
Niet ;=1 EéreL}th ’ The cluster isolation is zero for topo-clusters where aifjhe

bouring calorimeter cells in each layer are inside otheotop

whereNg is the total number of jets in the Monte Carlo samsters and one for topo-clusters with no neighbourintjinel
ple used. This procedure provides weights that minimise tEﬁle any other topo-cluster.

jet energy resolution. The mathematical bias on the mean jet

energy that is introduced in particular at low jet energ®se( 3! Unclustered calorimeter cells that are not contained intapg-
Ref. [68]) is corrected by an additional jet energy calibratiosluster.

following the method described in Secti@mand discussed in 32 |n general, topo-clusters are formed in a three dimensispate
Section13.3 defined byn, @ and the calorimeter depth.
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Fig. 52: Average simulated jet energy response at the GC\&n@the LCW (b) scale in bins of the GCW+JES and LCW+JES
calibrated jet energy and as a function of the detector papidity |ngef -

13.2.3 Cluster energy correction

All corrections are derived from the Monte Carlo simulagon
for single charged and neutral pions. The hadronic shower si
ulation model used is QGSBERT. The detector geometry and
topo-cluster reconstruction is the same as in the nominaiti¥lo
Carlo simulation sample. A flat distribution in the logarittof
pion energies from 200 MeV to 2 TeV is used.

The corrections are derived with respect to the true de-

posited energy in the active and inactive detector regioali*
bration hits”).

the calorimeter cell energy density. The hadronic energy
correction weights are calculated from the true energy de-
posits as given by the Monte Carlo simulatievpp) mul-
tiplied by a weight to take into account the different nature
of hadronic and electromagnetic showers.
The applied weight is

WHAD - P+Wem- (1—p), (48)
wherewgy = 1 andp is the probability of the topo-clust-
er to be hadronic as determined by the classification step.

True energy depositions are classified in three types by the pegicated correction weight tables for each calorimetgeia

ATLAS software:

1. Thevisible energy; like the energy deposited by ionisation.
2. Theinvisible energy, like energy absorbed in nuclear reac-
tions.

Theescaped energylike the energy carried away by neu-
trinos®.

The local cluster calibration proceeds in the followingste

. Cluster classification The expected population in loga-
rithmic bins of the topo-cluster energy, the cluster depth i

3.

the calorimeter, and the average cell energy density ack use
to calculate classification weights. The weights are calcu-

lated for small|n| regions by mixing neutral and charged
pions with aratio of 1: 2. This assumes th@Bdf the pions

should be charged. Clusters are classified as mostly eleé{:-
tromagnetic or mostly hadronic. The calculated weight de-’

notes the probability for a cluster to stem from a hadronic
interaction.

. Hadronic weighting: Topo-clusters receive calorimeter cell
correction weights derived from detailed Monte Carlo sim-
ulations of charged pions. Calorimeter cells in topo-clust

ers are weighted according to the topo-cluster energy and

in 0.2-wide|n|-bins are used. The correction weight tables
are binned logarithmically in topo-cluster energy and cell
energy densityE /V).

3. Out-of-cluster (OOC) corrections. A correction for iso-

lated energy deposits inside the calorimeter, but outsige-t
clusters is applied. These are energy depositions not pass-
ing the noise thresholds applied during the clusteringséhe
corrections depend dm|, the energy measured around the
topo-cluster and the cluster barycenfrgnye There are

two sets of constants for hadronic and electromagnetic show
ers and both are used for each cluster with the respective
weights ofp and 1— p. The OOC correction is finally mul-
tiplied with the cluster isolation value discussed in Sec-
tion 13.2.2in order to avoid double counting.

Dead material (DM) corrections: Energy deposits in ma-
terials outside the calorimeters are corrected. For energy
deposits in upstream material like the inner wall of the eryo
stat, the presampler signals are highly correlated to tie lo
energy. The corrections are derived from the sum of true
energy depositions in the material in front and behind the
calorimeter and from the presampler signal.

The correction for energy deposited in the outer cryostat

33 The escaped energy is recorded at the place where the partici Wall between the electromagnetic and the hadronic barrel

that escapes the detector volume (“world volume” iBABIT4 termi-
nology) is produced.

calorimeters is based on the geometrical mean of the ener-
gies in the layers just before and just beyond the cryostat
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wall. Corrections for other energy deposits without clear Only calorimeter cells inside jets wittﬂ?t > 20 GeV and
correlations to topo-cluster observables are obtaineuh frdy| < 2.8 built of topo-clusters and with a cell energy of at least
look-up tables binned in topo-cluster energy, the pseudotwo standard deviations above the noise thresholds arédzons
pidity ||, and the shower depth. Two sets of DM weightsred for this comparison. Similar results have been obthitse
for hadronic and electromagnetic showers are used. Ting cells inside jets built from calorimeter towers. The Men
weights are applied according to the classification prob&arlo simulation reproduces the generic features of tha dat
bility p defined above. over many orders of magnitude. However, the following para-
raphs discusses those differences, all of which are orrther o
f a few percent.
Figure53 shows the calorimeter cell energy density distri-
ons in data and Monte Carlo simulation for cells in repre
sentative longitudinal segments of the barrel and forward c
Yorimeters. Fewer cells with high energy density are observ
in data than predicted by Monte Carlo simulation in the Harre
presampler (a) and in the second layer of the barrel eleetgam
netic calorimeter (b). This behaviour is observed for otteg-
o ] _ _ ments of the barrel electromagnetic calorimeter, but notfe
13.3 Jet energy calibration for jets with calibrated second layer of th&ile barrel calorimeter (c). Here, a good
constituents agreement between data and Monte Carlo simulation is found
over the full energy density spectrum. Only for the lowest en
The simulated response to jets at the GCW and LCW energigy densities are slight differences found. Good agreémen
scales, i.e. after applying weights to the calorimetersdeljets is also present in the first layer of tiii1e extended barrel
or after the energy corrections to the topo-clusters, acvsh calorimeter, while the energy density is on average smédler
in Figure52 as a function ofqet for various jet energy bins. the second and third layer in the data than in the Monte Carlo
The inverse of the response shown in each bin is equal to Bigulation. Such a deficit of high energy density cells iredat
average jet energy scale correction. The final jet energecer also observed for the second and third layer of the scituitta
tion needed to restore the reconstructed jet energy to tiee tplaced in the gap between tligle barrel and extended barrel
jet energy is much smaller than in the case of the EM+JES calodules. Better agreement is found between data and Monte
ibration shown in Figuré0. Carlo simulation for the first layer of the scintillators.
The second layer of the endcap electromagnetic calorime-
ter (d) shows a similar behaviour to that observed in the bar-
14 Jet energy scale uncertainties for jet rel: fewer cells are found at high energy density in the data
calibrations based on cell weighting than in the Monte Carlo simulation. This eff_ect is p_resera_lln
three layers of the endcap electromagnetic calorimeteritye
. . . ._becomes more pronounced with increasing calorimeter depth
The jet energy scale uncertainty for jets based on cell We'gé similar effect, but of even larger magnitude has been ob-
Ing IS o_btalned using the sanresitu te_chmques as describedsgyeq for cells belonging to the endcap presampler. Thie firs
n Section10. '_I'he_results for _eactn Situ techmqu_e terther layer of the endcap hadronic calorimeter (e) shows a better
with _the combination of alin situ techniques are discussed "hgreementbetween data and Monte Carlo simulation. Théeagr
Sectionl4.3 ) ! . ._ment is also present for other layers of tHeC. In the first
In order to build up confidence in the Monte Carlo SiMpyer of the forward calorimeter more cells with energy dens
ulation the description of the variables used as inputs & th.q in the middle part of the spectrum are found in data than
cell \(veighting by the Monte Carlp Simulation is discu_ssed ih Monte Carlo simulation (f). This effect has been observed
Sectionl4.1for the global cell weighting scheme and in SeGy, gtherrcaL. layers, and it becomes slightly more pronounced

All corrections are defined with respect to the electromaa
netic scale energy of the topo-cluster. Since only calatiime
information is used, the LCW calibration does not account f%uti
low-energy particles which do not create a topo-clustehim t
calorimeter. This is, for instance, the case when the enisrg
absorbed entirely in inactive detector material or paggchre
bent outside of the calorimeter acceptance.

tion 14.2for the local cluster weighting scheme. with increasingFCAL depth.
14.1 Energy density as input to the global cell 14.2 Cluster properties inside jets as input to the
weighting calibration local cluster weighting calibration

The global cell energy density weighting calibration scbemTh‘? LCW weights are defined with respect to the electromag-
(see Sectiori3.) applies weights to the energy deposited iR€!C Scale energy of the topo-clusters and can therefoapbe
each calorimeter cell according to the calorimeter celirgpe Pli€d in any arbitrary order. This allows systematic cheoks
density €/V, whereV is the calorimeter cell volume definegthe order in which the corrections are applied. There are fou
before). This attempts to compensate for the differentiake- cluster properties used in the LCW calibration scheme:

ter response to hadronic and electromagnetic showerst butli The energy density in cells in topo-clusters.

also compensates for energy losses in the dead material. TheThe cluster energy fraction deposited in different dater
description of the calorimeter cell energy density in thertéo ter layers.

Carlo simulation is therefore studied to validate thislwa@tion 3. The isolation variable characterising the energy ardhed
scheme. cluster.
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each figure. Only statistical uncertainties are shown.

4. The depth of the cluster barycentre in the calorimeter.

In addition, the cluster energy after each correction step a
the cluster location can be compared in data and Monte Car

simulation.

14.2.1 Cluster isolation

log, [ [EIV/ (MeV / mm®) ]
() First layer of FCAL

and|y| < 2.8 for topo-clusters classified as electromagnetic (a)
and hadronic (b).

The cluster isolation variable is bounded between 0 and 1,

aWth higher values corresponding to higher isolation (see-S

tion 13.2.9. Most of the topo-clusters in lower energetic jets
have a high degree of isolation. The peaks.26005 and 075
are due to the topo-clusters in boundary regions which are ge
ometrically difficult to model or regions with a small number

of calorimeter cells. Such topo-clusters contain pred@mily
Figure54 shows the distributions of the cluster isolation vangap scintillator cells or are located at the boundary oftihe

able for all topo-clusters in calibrated jets wmﬁ > 20 GeV and theFCAL calorimeters.
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Topo-clusters associated to aktijets withR = 0.6 with pjTet > 20 GeV andy| < 2.8 calibrated with the LCW+JES scheme are

used.
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The features observed are similar for topo-clusters classi Figure 58 shows the mean value of the ratio of the cali-
fied as mostly electromagnetic and those classified as mosttated topo-cluster energy to the uncalibrated topo-etuest-
hadronic. A reasonable agreement between data and Moergy after each calibration step as a function the topotetus
Carlo simulation (see Fig4) is found. The agreement in theenergy and pseudorapidity. Only topo-clusters in LCW cali-
peaks corresponding to the transition region betweenicaéor prated jets withp™' > 20 GeV are considered. For the results
ters is not as good as in the rest of the distribution. shown as a function of topo-cluster energy the pseudorigpidi

Figure 55 shows the mean value of the topo-cluster isolaf the jets is, in addition, restricted fg| < 0.3.
tion variable as a function of the topo-cluster energy fdr al The agreement between data and Monte Carlo simulation
topo-clusters in jets Wiﬂ[DJTEt > 20 GeV andy| < 2.8 for topo- is within 5% for the full pseudorapidity range and is genlgral
clusters classified as electromagnetic (a) or as hadronic (better for lower topo-cluster energies where the correctio
The Monte Carlo simulation consistently predicts more isthe out-of-cluster energy dominates. As the topo-clustergy
lated topo-clusters than observed in the data, partigulrl increases the largest corrections become the hadroniomssp
topo-cluster energieE < 2 GeV and for both hadronic andand the dead material corrections.
electromagnetic cluster classifications. This featurerésent An agreement to about 1% is observed in a wide region
in all rapidity regions, except for very low energy topo-sfers in most of the barrel region after each correction. The agree
classified as mostly electromagnetic in very central jets. ment between data and Monte Carlo simulation is within 2%

for all topo-cluster pseudorapidities after the hadromid ¢he
out-of-cluster corrections. Larger differences are obséibe-
14.2.2 Longitudinal cluster barycentre tween data and Monte Carlo simulation in the transitionaegi

) o between the barrel and the endcap and in the forward region
Figure56 shows the cluster barycenthgentre distributions for  ;nce the dead material correction is applied.

all topo-clusters in LCW calibrated jets Wiﬂﬁ?t > 20 GeV and
ly] < 2.8 and for both cluster classifications. Most topo-clust-
ers classified as electromagnetic have their centre in #@ el14.3 Jet energy scale uncertainty from  in situ
tromagnetic calorimeter, as expected. Those topo-ckistas- techniques for jets based on cell weighting
sified as mostly hadronic are very often in the electromagnet
calorimeter, since these lowy jets do not penetrate far intoFor the jet calibration schemes based on cell weighting the
the hadronic calorimeter. However, a structure is obsemezd JES uncertainty is evaluated usiimgsitu techniques. The same
lated to the position of the different longitudinal layensthe techniques as described in Sectithare employed. The final
hadronic calorimeter. This structure is more prominent wheJES uncertainty is obtained from a combination ofialkitu
looking at individual rapidity regions, being smeared wttre  techniques following the prescription in Sectib®.5
geometry is not changing in this inclusive distribution.d@o
agreement is observed between data and Monte Carlo simula-
tion. 14.3.1 Comparison of transverse momentum balance

Figure 57 shows the mean value of distributionsgnre from calorimeter and tracking
as a function of the cluster energy for all topo-clusterseis j
with pJTet > 20 GeV andy| < 2.8, again for both types of topo- The result of the JES validation using the total transveree m
clusters. In this case, topo-clusters classified as modsty e mentum of the tracks associated to jets (see Sedtibf) is
tromagnetic have their barycentre deeper in the calorintete Shown in Figuré&9for jets calibrated with the GCW+JES scheme
average as the cluster energy increases. A different betnaviand in Figures0for jets calibrated with the LCW+JES scheme
is observed for clusters tagged as hadronic, for which thermédn various jet pseudorapidity regions within| < 2.1. The bin
depth in the calorimeter increases until approximatelyZ,@e || < 1.2 is obtained by combining the| < 0.3,03 < |n| <
which point the mean depth decreases again. The shape of&§eand 08 < |n| < 1.2 bins. .
mean depth as a function of energy is different for diffejent ~ Similar results as for the EM+JES scheme are obtained. In
rapidities due to the changing calorimeter geometry. Harevboth cases, the agreement between data and simulation is ex-
the qualitative features are similar, with a monotonic émze cellent and within the uncertainties of thesitu method. The
up to some topo-cluster energy, and a decrease therediter. Falibration schemes agree to within a few per cent, except fo
is likely due to an increased probability of a hadronic showe the bins with very low numbers of events.
be split into two or more clusters with increased clustergye

A good agreement is observed between data and Monte Carlo _
simulation. 14.3.2 Photon-jet transverse momentum balance

The response measured by the dirgebalance technique (see
14.2.3 Cluster energy after LCW corrections Section10.2.]) for the GCW+JES and LCW+JES calibrations

is shown in Figuré1l. The agreement of the Monte Carlo sim-
In this section the size of each of the three corrections ef thlation with data is similar for both calibration schemebeT
topo-cluster calibration is studied in data and Monte Csirlo- data to Monte Carlo agreement is 3 to 5%.
ulation. This provides a good measure of how the differences Figure62shows the comparison of the response determined
between data and Monte Carlo simulation observed in previdwy the MPF technique (see Secti®f.2.9, measured in data
sections impact the size of the corrections applied. and Monte Carlo simulation at the GCW and LCW jet energy
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function of the jetpr for various|n |-regions of the calorimeter. The jets are calibrated with@CW+JES (a) and the LCW+JES
(b) calibration schemes. Only statistical uncertaintiesstnown.

scales. To calculate the response using the MPF techniquésat Sectiorl4.3.9 and using the sum of track momenta (Sec-
these energy scales tB§"*is calculated using GCW or LCW tion 14.3.]).
calibrated topo-clusters as an inpltAll the JES calibrations ~ Figure65shows the resulting uncertainties as a function of
are found to be consistent between data and Monte Carlo siydf’-t for variousn-bins. The uncertainty is taken as the RMS
ulation to within 3 to 4%. spread of the relative response from the Monte Carlo predic-
The ratios of jet response in data to the response in Mottiens around the relative response measured in data (see Sec
Carlo simulation using the diregtr balance technique for thetion 9.6.6. The JES uncertainty introduced by the dijet bal-
GCWH+JES and LCW+JES jet calibration schemes as a fungyce is largest at |0We}nj_|(_at and smallest at highqpi?t_ For

t|on6%f _trhhe photon traPS}/((ajrste modml\?lml{cm grel sh_ownl I'? F'ﬁ‘et > 100 GeV the JES uncertainty for the GCW+JES scheme
ureé©s. 1 he agreement ol data and vionte Larlo simulation igless than 1% for 2 < |n| < 2.1 and about 5% for 28 <

within 5% and is compatible with unity within the statistica iet L 0
and systematic uncertainties. A similar result for the Meght || < 3-2. Forpf’ = 20 GeV the JES uncertainty is about 2%
2<|n| < 2.1 and about $% for 36 < |n| < 4.5.

nigue is shown in Figuré4. Good agreement between data angr 1 o S
Monte Carlo simulation is found. The JES uncertainties for the LCW+JES calibration sche-

me are slightly larger than those for GCW+JES scheme.

14.3.3 Intercalibration of forward jets using events with 14.3.4 Multijet transverse momentum balance
dijet topologies

The multijet balance (MJB) technique, described in Sectid
The transverse momentum balance in events with only two jétsused to evaluate the JES uncertainty in the high transvers
at high transverse energy can be used to determine the JESmamentum region for the GCW+JES and LCW+JES calibra-
certainty for jets in the forward detector region. The matrition schemes. The method and selection cuts used are the same
method, described in Secti¢h6, is used in order to test theas those for the EM+JES calibrated jets.
performance of the GCW+JES and LCW+JES calibrations for Figure66 shows the MJB for anti jets withR= 0.6 ob-
jets with|n| > 1.2 and to determine the JES uncertainty in thi&ined using the GCW+JES and LCW+JES calibrations in the
forward region based on the well calibrated jet in the céntrdata and Monte Carlo simulation as a function of the reppil
reference region. The agreement between the data and MC simulations, evalu-

The same selection and method as for the test of the EM+3&8 as the data to Monte Carlo simulation ratio, are very-sim

calibration is applied, with two exceptions: the referemee lar to those for the EM+JES calibration.
gion is defined byngef < 1.2 instead ofngef < 0.8, and a fit The systematic uncertainties on the MJB for these cell en-
is applied to smooth out statistical fluctuations. The JEGun ergy weighting calibration schemes are evaluated in theesam
tainty in the reference regions is obtained from fhjet results way as the EM+JES calibration, described in SectiorB.4
except for the component of the standard JES uncertainty on
34 For the GCW calibration scheme the cell energies in the top#hie recoil system. The JES uncertainty for jets in the recoil
clusters are multiplied by the cell energy weights descibeSec- System is obtained from thia situ y-jet balance discussed in
tion 13.1 Section14.3.2 In this case, the systematic uncertainty on the
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Fig. 70: Jet energy scale uncertainty (solid line) as a fonabf pij for antik; jets withR= 0.6 for || < 1.2 calibrated with
the GCW+JES (a) and the LCW+JES (b) calibration scheme. &ball line shows the JES uncertainty that could have been
achieved, ifin situtechniques had been used to recalibrate the jets.

MJB due to the recoil system JES uncertainty is then caledlatshown in Figure45. The contributions are also similar for the
by shifting thepr of recoil jets up and down by thgjet JES LCW+JES and the GCW+JES calibration schemes.
uncertainty. In order to apply thgjet JES uncertainty to the  Figure70shows the final JES uncertainty for the GCW+JES
recoil system, the MJB analysis is performed with jets gelbc (a) and the LCW+JES (b) calibration schemes|fgr< 1.2. At
within the rangeln| < 1.2, where the JES uncertainty basethe lowestpy the JES uncertainty is about 9% to 10% and de-

on y-jet events has been derived. The close-by jet and flavQyteases for increasir@?t. For p‘ft ~ 50 GeV it is about 2% and

composition systematic uncertainties are also re-evedifair jet o o e o
the GCW+JES and LCW+JES jets using the same method ( égT =250 Ge\/_ I |s_ab0ut 310 4%. For jets in the TeV-regime
€ JES uncertainty is 10 to 12%.

Sectionl7). . : . .
Figure 67 shows the total and individual JES systematic Flgure7(_) also shows the JES uncertainty a_ttamable, i the
L : , : a Ih situtechniques had been used to correct the jet energy. Using
uncertainties on the recoil system for aktiets withR = 0.6 hein situtechniques for jet calibration would have resulted in
calibrated by the GCW+JES and LCW+JES schemes. Theﬁn-. 9 1€ . Lo
: an improved JES uncertainty for both jet calibration scheme

crease of the JES uncertainty at higﬁt above 800 GeV is pased on cell energy weighting.

caused by a large JES systematic uncertainty due to limited ¢ jeg uncertainty obtained in the central reference re-

y-jet event statistics at higpr. _ , gion (n| < 1.2) is used to derive the JES uncertainty in the
The systematic uncertainties associated with the analygjsyard region using the dijet balance technique. The eéntr

method and event modelling are re-evaluated in the same wayion JES uncertainty is combined with the uncertaintiesif
as for the EM+JES calibration scheme and then added to m dijet balance shown in Figués.

recoil system JES systematic uncertainties. The summaaly of

systematic uncertainties and the total uncertainty obthioy

adding the statistical and systematic uncertainties inltatare )

is shown in Figureé8 for anti; jets withR= 0.6. 15 Summary of jet energy scale
uncertainties of various calibration

schemes
14.3.5 Cell weighting JES uncertainty from combination

of in situ techniques The EM+JES uncertainties are derived from single hadron re-
sponse measurements and from systematic variations of the

Figure69 shows the jet response ratio of data to Monte CarMonte Carlo simulation (see Sectih
simulation for the variousn situ techniques as a function of  The JES uncertainty for the GS jet calibration scheme is
the jet transverse momentum for the GCW+JES (a) and tfjigen by the sum in quadrature of the EM+JES uncertainty
LCW+JES (b) calibration schemes. Statistical and systemadnd the uncertainty associated to the GS corrections. The la
uncertainties are displayed. The average from the combimatter, derived in Sectiod2, is conservatively taken to bed¥
of all in situ techniques is overlaid. for 30 < pr < 800 GeV andn| < 2.1 and 1% forpr < 30 GeV

The weight of eacln situtechnique contributing to the av-and 21 < |n| < 2.8. These uncertainties are also supported by
erage is similar to the one for the EM+JES calibration scheriresitu techniques.
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Fig. 71: Fractional JES uncertainties as a functiop‘ﬁﬁor antik; jets withR = 0.6 for the varioug) regions for the LCW+JES
(full'line) and the GCW+JES (dashed line) schemes. Thesdereed from a combination of the situ techniques which are
limited in the number of available events at Iarp}%t. The fractional JES uncertainty for EM+JES derived frong#rhadron
response measurements and systematic Monte Carlo siorulariations is overlaid as shaded area for comparison.ijFhe
intercalibration uncertainty is shown as open symbols/fgr> 0.8 for the EM+JES and fom| > 1.2 for the LCW+JES and
GCWH+JES schemes.
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The JES uncertainties in the LCW+JES and GCW+JES B8.2 Efficiency in situ validation
calibration schemes are derived from a combination of séver
in situ techniques. The ability of the Monte Carlo simulation to correctly repro
Figure71 shows a comparison of the JES uncertainties fdtice the jet reconstruction in the data is tested using fetsk
the EM+JES, the LCW+JES and the GCW+JES jet calibrthat provide an independent reference.
tion schemes for varioug-regions. The uncertainties in the A tag-and-probe technique is used as described in the fol-
LCW+JES and GCW+JES schemes derived in Sectibare lowing steps:
§|mllgr, but the uncertainty for the GCW+Je|EtS calibratiohesme 1. Only track jets withpr > 5 GeV andin| < 1.9 are consid-
is a bit smaller for very low and very largg . ered.

Over a wide kinematic range, 49 p‘ft < 600 GeV, all 2. The track jet with the highegtr in the event is defined as

calibration schemes show a similar JES uncertaintypft~ the reference object. : 5
250 GeV the uncertainties based on thesitu techniques are S TEe reIerence OblelfF IS .requweﬁ tg hapse> |15.Ge\/3 "t wi
about 2% larger compared to the uncertainty results from tife 1€ reference track jet is matched to a calorimeter jeft wit

EM+JES calibration scheme. P> 7 Gev, if AR(tag caloje < 0.6%.

For pjft < 40 GeV andpjTet < 600 GeV the EM+JES cali- ©- The probe track jet must be back-to-back to the reference
bration scheme has a considerably smaller uncertaintythieor _ J€tin @ with [Ag| > 2.8 radian. .
high pr regions the JES calibration based ionsitu suffers 6. Events with additional track jets withid ¢| > 2.8 radian
from the limited number of events in the data samples. At low '€ rejected.

pr the systematic uncertainty on tiresitu methods leads to a /+ 1€ calorimeter reconstruction efficiency with respect t
larger JES uncertainty. track jets is then defined as the fraction of probe jets makche

to a calorimeter jet using R(probe caloje < R (with R=
0.4 or R= 0.6) with respect to all probe jets.

. o The jet reconstruction efficiency is measured in a sample
16 Jet reconstruction efficiency of minimum bias events and is compared to a minimum bias
Monte Carlo simulation. Due to the restriction|gf| < 1.9 on

. _— track jets, the measurement is only valid for calorimetés je
A tag-and-probe method is implemented to meagugitu the with || < 1.9+ R, whereR = 0.4 or R= 0.6.

jetreconstruction efficiency relative to track jets. Besatrack o, res72h-d show the measured calorimeter reconstruc-
Jets (see Sectiofi.2) and calorimeter jets (see Sectibri) are i, efficiency with respect to track jets as a function of the
reconstructed by independent ATLAS sub—d_etecto_rs, a go orimeter jet transverse momentum for atjets with R —
agreement between data and Monte Carlo simulation for tla% calibrated with the EM+JES. GCW+JES. and LCW+JES
mﬁ‘"ﬁ“‘Fh'”g eﬁ|C|§n<(:jy means ;cjhfat thehabs.olutle Jet reconsOICt .5jihration scheméé. The reconstruction efficiency reaches a
efficiency can be determined from the simulation. plateau close to 100% at a jet transverse calorimeter momen-

tum of about 25 GeV. The matching efficiency in dadgafs)

and in Monte Carlo simulationg(yc) shows a good overall

16.1 Efficiency in the Monte Carlo simulation agreement except at lowf" where the efficiency in data is
slightly lower than in the Monte Carlo simulation. Similagrp

formance is found for all calibration schemes.
The jet reconstruction efficiency is determined in the Monte The systematic uncertainties on the jet reconstruction ef-
Carlo simulation by counting in how many cases a calorimetiéciency measureth situ are obtained by varying the follow-
jet can be matched to a truth jet. Reconstructed jets ardmatcing event selection requirements for both data and Mont&Car
to truth jets, if their jet axes are withiAR < 0.4. simulation: the opening ang|é ¢| between the reference and
Figure72a shows the jet reconstruction efficiency for anti—; : ) _
ki jets with R = 0.6 calibrated with the EM+JES, GCW+JES, Reference track jets witht < 15 GeV are not used, since they

and LCW+JES calibration schemes as a function of the traffuld resultin a sample of biased probe track jets. In thsecenostly
gents where the probe track jet has fluctuated up in eneogi hat

Verse momentum of the 'Fruth jet. The efficiency reaches fipasses the 5 GeV threshold) would be kept. The 15 GeV cutbeas
maximum value for a truth jet transverse momentum of 20 Gey

) . - etermined by measuring the jet reconstruction efficiertative to
The lower part of the figure shows .the r.atlo of the efficiency i ack jets as g function (?f theJreference track fjet The Ilrﬂrﬂ\:ztasured
th? GCW+JES and LCW+JES calllc_)ra_tlon schemes to _that iciency for low probe track jepr was found to be dependent on the
tained from the EM+JES scheme. Similar performance is foupgerence track jepr when the latter is smaller than 15 GeV. The jet
for all calibration schemes. . reconstruction efficiency is stable for a reference tratkpjegreater

The small differences at Iovpﬂ?t might be caused by thethan 15 GeV.

slightly better jet energy resolution obtained with the GEYES 36 The less restrictive matching criterion with respect tovjpas
and the LCW+JES calibration schemes. Moreover, jets basedtions is motivated by the lowgt.
on the LCW+JES scheme are built from calibrated topo-clus#’ Technically, the efficiency is first measured as a functiorhef
ers while the jets calibrated with the EM+JES and the GCW+JB&k jet pr. Using the known relation between the average track jet
calibration schemes use topo-clusters at the electrontiagnend the average calorimeter jef, the track jetpr is then converted
scale. to the calorimeter jeplf".
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Fig. 72: Calorimeter jet reconstruction efficiency withpest to truth jets (a) and track jets (b,c,d) as a functiorhefttuth jet

(a) or the calorimeter jet (b,c,qhr for the three calibration schemes: EM+JES (b), GCW+JESH@)&LW+JES (d). The lower
part of the figure (a) shows ratio of the efficiency of the LC\WW$Jand the GCW+JES calibration schemes to that of the EM+JES
calibration scheme. The ratio of data to Monte Carlo sinmaiteis also shown in the lower part of the figure for (b), (c) ddyl

The hatched area correspond to the systematic uncertditained by variations in thia situ method.

the probe track jets, th&R requirement between the tag trackl6.3 Summary of jet reconstruction efficiency

jetand the calorimeter jet and the probe track jet and trericaé-

ter jet. The jet reconstruction efficiency is derived using the nahin
inclusive jet Monte Carlo simulation sample. The systemati
uncertainty is evaluated using a tag-and-probe technigungyu

The sensitivity in both data and Monte Carlo simulation t§ack jets in both data and Monte Carlo simulation.
the azimuthal opening angle as well as to f#i(tag, caloje The jet reconstruction efficiency is well described by the
variation is small. However, the efficiency shows a sensitiMonte Carlo simulation and is within the systematic uncer-
ity with respect to theAR(probe jetcalo je. The variation of tainty of th_e:n situmethod. A systematic uncertainty of 2% for
€pata/ Emc for these different parameters is shown in Figize jets with pr < 30 GeV is assigned and negligible for higher
At high pff' the statistical uncertainties after the cut variationgy .
lead to an enlarged uncertainty band.

17 Response uncertainty of non-isolated
The systematic uncertainty of the situ determination is jets
larger than the observed shift between data and Monte Carlo
simulation. Forp’Tet < 30 GeV a systematic uncertainty of 2%The standard ATLAS jet calibration and associated JES uncer
for jets is assigned. tainty is obtained using only isolated jets (see Sec8a3).
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Fig. 73: Average ratio of calorimeter jet (a) and the tradk(i® pr to the matched truth jgbr as a function of truth jepr for
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with respect to that of isolated jets, obtained as the aaletér or track jet response f&,i, < 1.0 divided by the jet response
for 1.4 < Rpmjin < 1.5.

Jets are, however, often produced with nearby jets in a buspmentum ptTraije‘)

environment such as found in multijet topologies or in egent

where top-quark pairs are produced. Therefore a sepatatg st pealo/track jet _ pJTet / ptTrackiet_ (49)
is needed to determine the additional JES uncertainty fer je
with nearby jet activity. This response is examined as a function of the jet transverse

Jets with pJT'at > 20 GeV andly| < 2.8 calibrated with the momenturrp‘Tet and for differeniRy,, values measured relative
EM+JES scheme are used. The close-by JES uncertaintyoishe closest calorimeter jet withy > 7 GeV at the EM en-
evaluated withirjy| < 2.0. ergy scalé®. The ratio of the calorimeter jet response for non-

isolated (i.e. smaRnin) to the response of isolated (larBgin)
jets, is given by

17.1 Bvaluation of close-by et effects rcalo/trackjet_ rcalo/trackjet calo/track jet (50)
non-iso/iso ~ ' non-iso / iso :

The effect due to close-by jets is evaluated in the MontedCarl o ,
simulation by using truth jets as a reference. Similarkgckr | NiS ratio is compared between data and Monte Carlo simula-

jets are used as a reference in both data and Monte Carlo sififfSs:
lation (see Section®.2and6.3for comparison). The calorime-

- - g . . | .calo/track jet calo/track jet 51
ter jet response relative to these reference jets is exahiare Aclose-by = non-iso/iso Data/ non-iso/iso | \ic (51)
different values oRnin, the distance from the calorimeter jet to
the closest jet im-¢@ space. The deviation 0fAcjose_by is assumed to represent the compo-

The relative calorimeter jet response to the truth jets proent of calorimeter JES uncertainty due to close-by jetss Th
vides an absolut@r scale for the calorimeter jets, while theuncertainty, convolved with the systematic uncertaintyhia
relative response to the track jets alloimssitu validation of track jet response due to a nearby jet, provides the total JES
the calorimeter jet response and the evaluation of the systesystematic uncertainty due to the close-by jet effect.
atic uncertainty. For this purpose, the track jet responskata
needs to be established for the non-isolated case and the ass
ciated systematic uncertainty has to be understood. 17.2 Non-isolated jet response

In the relative response measurement in the Monte Carlo

simulation, the truth jet is matched to the calorimeter jet gyents that contain at least two jets w'qlift ~ 20 GeV and
track jet inn-¢ space by requiring\R < 0.3. Similarly, the - apsojute rapidityly| < 2.8 are selected. The response of non-

tLaijIet is matched to ther]calorirl(r]_etgrjet WitlIiR < ?-3 when isolated jets is studied in the Monte Carlo simulation usfrey
the relative response to the track jet is examined. If two orem calorimeter et responsei* — pif/pii.

jets are matched within th&R range, the closest matched je

is taken. . L _ 38 Unless otherwise stated, calorimeter jets (selectedtasl lzlow)
The calorimeter response to the matched track jet is defingg nearby jets (selected witi > 7 GeV at the EM scale) are both
as the ratio of the calorimeterjq:ai;‘?t to the track jet transverseused in the jet response measurement, if a matched trackfimind.
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Fig. 74: Average track jepr as a function of calorimeter jgir for antik; jets withR= 0.6 in data (a) and MC simulations
(b) for differentRy, values. The lower part shows the relative response of nalated jets with respect to that of isolated jets,
obtained as the track jgtr for Ryin < 1.0 divided by that for 14 < Ry, < 1.5.

52 Ll e . R=0.6 R=04
¥% [ ATLAS 0.6 <R, <0.7 ] pr' [GeV] 20-30 >30|20-30 >30
£3 + , ——07<Ry,<08 0.4 <Rnin< 05 - - 2.7% 28%
Data 2010 (L dt =38 pb™ = min
< el _ J P = 08<R,,<09 0.5 < Ryin < 0.6 - - 17%  23%
1.05¢~ \s=7TeV ——0.9<R . <1.0
L anti-k, R=0.6 EM+JES : min = 0.6 <Rmnin < 0.7 3.9% 19% | 2.5% 27%
s 1 ] 0.7<Rmin<08| 51% 16% -
1—"’|‘=f=" = - . 08<Rmin<09| 25% 19% -
jjﬁ_ :$: 1 ] Table 15: Summary of jet energy scale systematic unceytaint
- R assigned for non-isolated jets accompanied by a closetby je
0.951 B within the denotedRy;, ranges. The second row in the table
r ] indicates thepr range of the non-isolated jets. Arki{ets with
F | | | | | | i R= 0.6 andR = 0.4 are used.
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_ ] ) ) The track jet response relative to the matched truth jet is
Fig. 75: Ratio of data to Monte Carlo simulation of the traclefined as

jet pP***for non-isolated jets divided by fhe track jgf2e ! Rurackjet_ plrackjet fnith, (53)
for isolated jets as a function of the jet". Only statistical _. i _ o
uncertaintieé are shown. iek y Figure73b showsR"ak et as a function opt™" for antik; jets

with R=0.6. The track jet response is more stable against the
presence of close-by jets and has a much weRkgy depen-
Figure73a shows the calorimeter jet response as a functi@§nce than the calorimeter jet response. This results frem t
of pii for anti; jets withR= 0.6. The jet response was measSMmaller ambiguity in the matching between the truth ancktrac
sured for nearby jets in bins &yin values. The lower part of jets that are both_ measured frpm the primary mterac_tlompm
the figure shows the ratio of the non-isolated jet response foreover, track jets are less influenced by magnetic field ef-
Rmin < 1.0 to the isolated responsetl< Rmin < 1.5, fects than calorimeter jets.

R Rl 52
ron-iso/ Rio (52) 17.3 Non-isolated jet energy scale uncertainty
The observed behaviour at smBJhin, values indicates that
the non-isolated jet response is lower by up to 15% relative tigure74 shows the average track jet transverse momentum as
the isolated jet response folf' > 20 GeV, if the two jets are a function of p' for anti4 jets withR = 0.6 in both data and
within Ryin < R+0.3. The magnitude of this effect depends oMonte Carlo simulations for variouBmi values. The lower
pift and is largest at Iovm‘TEt. part of the figure shows ther ratio of non-isolated to isolated
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Fig. 76: Ratio of calorimeterjeijet to the matched track jgtr as a function of calorimeterjqff'Tet for antik; jets withR= 0.6 in
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with respect to that of isolated jets, obtained as the jgtarse folRy,i, < 1.0 divided by the jet response fordl< Rpyin < 1.5.

used as the uncertainty for ZEOpiret < 30GeV, while forpiret >

2 1y T T T )
5 [ aTLAs TR 0T 30 GeV a standard deviation of t#3e<S is calculated and
< - Data2010 [Ldt=38pb? —B—O.8<R:::<O.9 ] assigned as the uncertainty. These uncertainties areatiypic
F Ns=7Tev —~—09<R_ <10 - 1.5% (20%) for antik; jets withR= 0.6 (0.4).

1.05— anti-k, R=0.6 EM+JES —

i i The calorimeter jelpjTet relative to the matched track jet
- + _(%_ E plracklet (ycalo/track ey s shown in Figure76 as a function of
al _ ! for anti jets withR = 0.6 in data and Monte Carlo simu-
— + - lations. The non-isolated jet response relative to thatsal jet
! i 1 responserﬁgmic/'gst, shown in the bottom part of Figufgs
0050 _‘T 1 reproduces within a few per cent the behaviour in the ratio

e e b L b b Ly ; :
50 100 150 200 250 300 350 400 R /R forthe Monte Carlo simulation response of calori-

ijt [GeV] meter to truth jetpr in Figure73.
. . . . . calo/track jet .
Fig. 77: Data to Monte Carlo simulation ratio of the relative Ther " c .. data to Monte Carlo ratid\ciose-by (se€
response of non-isolated jets with respect to that of isdlatEquation51) is shown in Figure/7. The Ry, dependence of
jets for antik; jets with R = 0.6 calibrated with the EM+JES the non-isolated jet response in the data is well descrilyed b

scheme. Only statistical uncertainties are shown. the Monte Carlo simulation.
Within the statistical uncertaintfiose_ny differs from unity
track jets defined as by at most~ 3% depending on thBy, value in the range of
. L iet .
(rackjet  _ rackjet ; trackjet (54) R < Rmin < R+0.3. No S|gn|f|cantp1? dependence is found
non-iso/iso pT,norHso pT,iso

over the measurepr range of 20< p‘ft < 400 GeV.

The data to MC ratio defined as The overall JES uncertainty due to nearby jets is taken as
plrackjet [ track jet } / [ track jet } (55) the track jet response systematic uncertainty added inrguad
close-by ™ [ non-iso/iso| paya /| non-iso/iso] ture with the deviation from one of the weighted average of
is compared between data and Monte Carlo simulations in Iﬁos&by over the entirgor range, but added separately for each
ure 75. This ratio can be used to assess the potential of trafdkin range. The final uncertainties are summarised in Table
jets to test close-by effects in the smBiin range. The agree- fOF the two jet distance parameters.
penbetven dla i ore Cato Sl U e gy it s i o achof
ry ot gntly close-by jets either with the lower or the hlghﬁf, and no
for 20 < pr’ < 30 GeV. apparent difference is observed with respect to the inedusi
Therefore, the track jet response systematic uncertaintychse shown in Figurg?. Therefore, both calorimeter jets which

assigned separately for the tvyszt regions:|1— Agizgegﬂ is are close to each other are subject to this uncertainty.
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17.4 Summary of close-by jet uncertainty required. The second-leading jet in the event is required to

S o have ap’" below 10% of thep’®" of the leading jet. Anti-
The uncertainty is estimated by comparing in data and Monte i jets with R = 0.6 are used.Antk jets withR = 0.6 are
Carlo simulation the track jet response. They are both exam- | ged. _
ined as function of the distand&nin between the jet and the 2 Multijet sample Jets withp’Tet > 60 GeV andn| < 2.8 are

closest jetin the calorimeter. . . selected and the number of selected jets defines the sample
The close-by jet systematic uncertainty on the jet energy of at least two, three or four jets.

scale is 25— 5.1% (17— 2.7%) and 16 — 1.9% (23 — 2.8%)

for R= 0.6 (R=0.4) jets with 20< p*' < 30 GeV andp’" > ,

30 GeV, respectively, in the range®&K Rmin < R+0.3and jet 18.2 Flavour dependence of the calorimeter
rapidity |y| < 2.0. When the two jets are separated in distané@sSponse

for the solated jet and hence no additonal systematienncl<1s idenified n the Monte Carlo simulation as light quts)
tainty is required. No significant jgir dependence is observe ave significantly different response from those identiied

jet . : : gluon jets (see Sectigh 3).
at pJT > 30 GeV for the close-by jet systematic uncertainty. The flavour-dependence of the jet response is in part a result

of the differences in particle level properties of the twpédg
) ) of jets. For a given jepr jets identified as gluon jets tend to
18 Light quark and gluon jet response and have more particles, and those particles tend to be sofaer th
sample characterisation in the case of light quark jets. Additionally, the gluon jead
to be wider (i.e. with lower energy density in the core of thi j
In the previous sections the JES uncertainty for incluséte j before interacting with the detector. The magnetic fieldnie t
was determined. However, details of the jet fragmentatiwh ainner detector amplifies the broadness of gluon jets, sineie t
showering properties can influence the jet response measlwe-pr charged particles tend to bend more than the higker
ment. In this section the JES uncertainties due to jet fragmeparticles in light quark jets. The harder particles in ligfoiark
tation which is correlated to the flavour of the parton iriitig  jets additionally tend to penetrate further into the catweter.
that jet (e.g. see Ref7{]) are investigated. An additional term  The difference in calorimeter response between gluon jets
in the JES uncertainty is derived for event samples that havand light quark jets in the Monte Carlo simulation is shown in
different flavour content than the nominal Monte Carlo siaaul Figure78. Jets in the barre|{| < 0.8) and in the endcap (2<
tion sample. |n| < 2.8) calorimeters are shown separately. For jets calibrated
The jet energy scale systematic uncertainty due to the dijith the EM+JES scheme light quark jets have-a®% higher

ference in response between gluon and light quark initiategsponse than gluon jets at Iqw". This difference decreases
jets (henceforth gluon jets and light quark jets) can be cedu to about 2% at hig'F)jTEI

by measuring the flavour composition of a sample of jets us- Since response differences are correlated with difference

ing template fits to certain jet properties th‘."‘t are seresito, in the jet properties, more complex jet calibration schethas
changes in fragmentation. Although these jet propertieg ma . . e

L o . are able to account for jet shower properties variations can
not have sufficient discrimination power to determine the pa

tonic origin of a specific jet, it is possible to determine the Partially compensate for the flavour dependence. At L
erage flavour composition of a sufficiently large sample tf je the difference in response between light quark jets andrgluo
The average flavour compositions can be determined usingifé iS reduced to 4 5% for the LCW+JES and GCW+JES
property templates built in the Monte Carlo simulation farg Sschemes and about 3% for the GS scheme pibr- 300 GeV
samples. the flavour dependence of the jet response is below 1% for the
Templates are constructed in dijet events, which are e&XcCW+JES and GCW+JES and the GS schemes.
pected to comprise mostly gluon jets at low transverse memen The closer two jets are to one another, the more ambiguous
tum and central rapidities. They are then applied to eveiits wthe flavour assignment becomes. The flavour assignment can
a highr photon balancing a higpr jet (y-jet events), which become particularly problematic when one truth jet is matth
are expected to comprise mostly light quark jets balandieg tto two reconstructed calorimeter jets (“splitting”) or twaith
photon. The application of this technique is further demoifts are matched to one reconstructed calorimeter jet @mer
strated with a sample of multijet events, wherein the jets dng”). Several different classes of close-by jets are exeui
initiated mostly by gluons from radiation. for changes in the flavour dependence of the jet response. No
significant deviation from the one of isolated jets is fouHRdere-
fore, the cases can be treated separately. The jet energy sca
18.1 Data samples for flavour dependence studies uncertainty specific to close-by jets is examined furthe3éc-
tion 17.
Two data samples in addition to the inclusive jet sample dis-

cussed before are used for the studies of the flavour depeaden ) .
of the jet response. 18.3 Systematic uncertainties due to flavour

. ) ) dependence
1. y-jet samplePhotons withpr > 45 GeV are selected in the

barrel calorimeter (with pseudorapidity| < 1.37) and a Each jet energy calibration schemes restore the averageqet
jet back-to-back4 ¢ > m— 0.2 radians) to the photon isergy to better than 2% with small uncertainties in a sample of
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The data sample used contains at least two jets pﬂﬁfh> 60 GeV andn| < 2.8. Only statistical uncertainties are shown.
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distributions are all normalised to unity. Uncertainties atatistical only.
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Fig. 81: Distribution of the number of tracks associatedjet,nyk (a) and the jet width (b) for isolated arkijets withR= 0.6
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distributions are all normalised to unity. The inclusive iMe Carlo distributions, including the heavy quark jet ciimitions (not
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18.3.2 Systematic uncertainty from average flavour

L L LN
,‘3 80 ATLAS  Data 2010 content
S
T 70 L dt=37.1 pb™ The flavour dependent uncertainty term depends on both the
E —h DataVs=7 Tev average flavour content of the sample and on how well the
Z 60 == Light qluarkjets flavour content is known, e.g. the uncertainty for a genegig n

b-/c-quark jets
60< p* <80 GeV

In|<0.8
anti-k; R=0.6 EM+JES

physics search with an unknown jet flavour composition is dif
ferent from the uncertainty on a new physics model in which
only light quark jets are produced. The response for any gamp
of jets, Rs, can be written &$:

N
o

Rs: ngRg+quRq+bebe+chRC:
1+ fgx (Rg—1)+ fgx (Rg—1)
+fox (Rp—1)+ fex (Re—1), (56)

o vl o b b b b b b

=

=3

=3
o

whereRy is the detector response to jets dRds the fraction of
jets forx = g (gluon jets) g (light quark jets) b (b-quark jets),
Fig. 82: The jet width template fit in gjet data sample using andc (c-quark jets) andy+ fq+ fp+ fc = 1. For simplicity, the
templates derived from the inclusive jet Monte Carlo simuldraction of heavy quark jets is taken to be known. This apjprox
tion sample created using therPHIA MC10 tune. Jets with mation will be dealt with in the systematic uncertainty gsa
In| < 0.8 and 60< PF' < 80 GeV are shown. The fraction offor heavy quarks in Sectioh8.4
heavy quark jets is taken directly from the MC simulation. Since variations in the flavour fractions and the jet flavour
response translate into variations of the jet response darem
sample, the uncertainty on the jet response can be approxi-
mately expressed as:

inclusive jets. However, subsamples of jets are not pdyfect ARs = Afgx (Rg— 1)+ Afgx (Rqg— 1)+
calibrated, as in the case of light quark jets and gluon Jets.

divergence from unity is flavour dependent and may be dif- fg x ARg+ o x ARq+ o x ARy + fo x AR, (57)
ferent in Monte Carlo simulation and data, particularlylitt whereA denotes the uncertainty on the individual variables.
flavour content in the data sample is not well-described by thincef, and f. are fixed here (i.e. without uncertainty) fg =
Monte Carlo simulation. This results in an additional term i_A f,. Also, the uncertainties on the response for the exclusive
the systematic uncertainty for any study using an eventtor fgyour samples (light quark, gluob, andc quarks) are ap-

selection different from that of the sample in which the jet e proximately the same as the inclusive jet response unogytai
ergy scale was derived. (AR)).

The expression can therefore be simplified:

ARs~ —Afgx (Rg—1)+Afgx (Rqg—1) +

ngAij—l—quAij—i—beAij—i—chAij =

Afgx (Rg—Rg) + (fg+ fq+ fo + fc) x AR
~Afgx (Rqg—Rg) +ARj.  (58)

18.3.1 Systematic uncertainty from MC variations

In order to test the response uncertainties of exclusiveptesn The second termiis the inclusive jet energy scale systematic

of either gluon or ||ght quark jetsi a |arge number of Systécna Certa!nty,. and the first term is the additional flavour demd

variations in the Monte Carlo simulation are investigatee( contribution. . o _

Ref. [1] for details on the variations). The response difference Dropping the inclusive jet energy scale systematic uncer-

of quark and gluon jets to that of the inclusive jets is foumbe tainty and rewriting Equatiob8as a fractional uncertainty, the

very similar for each of the systematic Monte Carlo variasio flavour dependent contribution becomes:

Therefore the additional uncertainty on the response afrglu AR Ro_ R

iets i s q— g

jets is neglected. = Afg x < = > , (59)
These conclusions are in good agreement with the stud- N s

ies which derive the calorimeter jet response using thelsing he uncertainty on the flavour contedt ;) and the inclusive

hadron response in Refs1q, 58], where the uncertainties of response of the sampl&¢) depends on the specific analy-

the quark and gluon response are similar withisoo. sis. The difference in response between light quark andngluo

The results are found to be stable under variations of tif&S depends only on the calibration used, as discusseccin Se

Monte Carlo simulation samples including soft physics efe tion18.2

like colour reconnections. With more data, a variety of finap® The following equations are strictly speaking only valid f
states may be tested to investigate more details of the ligten bin inpr andn or in other variables that influence the flavour
quark and gluon jet response. composition.
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Fig. 83: Fitted values of the average light quark and gluadrirgction in events with three or more jets as a functiorpﬁf
calculated using the number of tragks templates (a) and the jet width templates (b). Non-isolatetk; jets (08 < Rpin < 1.0)
with R= 0.6 and with|n| < 0.8 calibrated with the EM+JES scheme are shown. The fracfitleavy quark jets is fixed to that
of the Monte Carlo simulation. The flavour fractions obtaiie data are shown with closed markers, while the valuesiodéda
from the Monte Carlo simulation are shown with open markéne error bars indicate the statistical uncertainty of théglow
each figure the impact of the different systematic effectshiswn with markers and the combined systematic uncerténty
indicated by a shaded band.

18.4 Average jet flavour determination exactly one reconstructed primary vertex enter the jet lwidt

distributiong®.

The number of tracks associated to a jet is defined by count-

ing the tracks withpt > 1 GeV coming from the primary hard
One way of investigating the flavour composition of a sanscattering vertex with an opening angle between the jetlaad t
ple is to use different MC generators that cover a reasonabigck momentum directiodR < 0.6. Figure79 shows the jet
range of flavour compositions. However, these different-samvidth andnyy distributions for isolated light quark and gluon
ples may suffer from under- or overcoverage of the uncetairjets with || < 0.8 and 80< py < 110 GeV in the inclusive jet
or from changes in other sample characteristics, e.gpjet Monte Carlo simulation sample. The gluon jets are broadér an
spectra, which may result in a poor estimate of the true uncbave more tracks than light quark jets. For this study kyjets
tainty. Another approach, pursued in this section, is tovete  with R= 0.6 calibrated with the EM+JES scheme are used.
the flavour composition of the samples by using experimental Templates are built from the inclusive jet Monte Carlo sam-
observables that are sensitive to different jet flavours. ple for the jet width anahy of light quark and gluon jets sep-

As described in Sectiod8.2 gluon jets tend to have aarately‘l using the flavour tagging algorithm of Sectié.

wider transverse profile and have more particles than ligatk; The templates are constructed in binspt, 17, and isolation
jets with the sam@r. The jet width, as defined in Equati&,
and the number of tracks associated to therjgt)(are thus ex- 40 Techniques to correct for these additional interactiomskaing
pected to be sensitive to the difference between light gjedsk developed and are discussed in Secoh4

and gluon jets. The jet width may have contributions frorepil 41 Theny and jet width templates are dealt with independently, and
up interactions. In the following discussion only eventshwi the results of their estimates of flavour fraction are not oiorad.
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Fig. 84: Fitted values of the average light quark and gluorfirgetion in events with four or more jets as a functiomd;ﬁi for
isolated antik jets withR= 0.6 and with|n| < 0.8 calibrated with the EM+JES scheme. The fraction of heawarkjjets is fixed
from the Monte Carlo simulation. The number of traclg (a) and the jet width (b) template distributions are usednfits.
The flavour fractions obtained in data are shown with closadkers, while the values obtained from the Monte Carlo satioih
are shown with open markers. The error bars indicate thésstat uncertainty of the fit. Below each figure the systamat
uncertainty is shown as a shaded band.

(ARto the nearest jeRmin). Fits to the data are performed with18.5 Systematic uncertainties of average flavour
these templates to extract the flavour composition. composition

Comparisons of the inclusive jet width angk distributions . e
in Monte Carlo simulation and data are shown in Figgee Uncertainties on the MC-based templates used in fits to ttae da

for isolated jets withR = 0.6. The jet width in Monte Carlo result in a systematic uncertainty on the extracted flavour
simulation is narrower than in the data for the®ia samples, Position. Systematic effects from the Monte Carlo modgllin
in agreement with other ATLAS analyse [ of the jet fragmentation, the jet energy scale and resaiud®
The inclusiveny and jet width Monte Carlo simulation dis well as the flavour composition of the sample used to extract
tri -

. ¢ . . . . the templates are discussed in the following. Since thene is
o e o ey, STedominat uncetaiy, ach s il conatior
: . . - .the extraction of the flavour composition of a sample of jets.
the data and Monte Carlo simulation. The same reweighting
is applied to the light quark jet and gluon jet distributions
The reweighte_chtrk a_nd jet width distributions for the variou318_5.1 Monte Carlo modelling of jet width and nux
Monte Carlo simulation samples are shown in FigteSince yistributions
the reweighting is applied to all flavours equally the averag
flavour content of the sample does not change. Monte Carlo simulation samples generated withrRiA with
After reweighting, the flavour composition of the dijet samthe MC10 and the BrRUGIA2010 tunes and ERwIG++ all
ple extracted from the data is consistent with that of the tdonshow reasonable agreement with data (see Fi§QyeThere-
Carlo simulation. The extracted values for two represérdat fore, two separate fits with templates obtained from the lat-
jet bins are shown in Tabl&6. This result is an important clo- ter two alternative Monte Carlo simulation samples are per-
sure test and provides some validation of the templates.  formed. Reweighting of these alternate samples is perfdrme
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Fig. 85: Fitted values of the average light quark and gludrfrgction as a function of inclusive jet multiplicity withotal
uncertainties on the fit as obtained using the number of &ragk(a) and the jet width (b) distributions. The fraction of hgav
quark jets is fixed from the Monte Carlo simulation. The flavfvactions obtained in data are shown with closed markendew
the values obtained from the Monte Carlo simulation are shaith open markers. Antik jets with R = 0.6 calibrated with
the EM+JES scheme are used. The error bars indicate thstist@tuncertainty of the fit. Below each figure the impacttod t
different systematic effects is indicated by markers. drgdcombined systematic uncertainty is shown at the bottaimedfigure
as a shaded band.

in the same manner as for the nominadmiA MC10 sam- 18.5.3 Flavour composition of the MC simulation

ple. The largest of the differences in the flavour fractiorithw ) S )

respect to the nominal fits is taken as the uncertainty duekBe fraction of heavy quark jets in the data is assumed to be
Monte Carlo modelling. This estimate should cover physfes éhe same as that predicted by thetiA MC10 Monte Carlo

fects that may impact light quark and gluon jets differently ~Simulation in the template fits. The uncertainty associatiéa
this assumption is estimated by increasing and decredsigsig t

Monte Carlo simulation based fraction of heavy quark jets in
the template fits by a factor of two and repeating the fits with
the light quark and gluon jet templates. The factor of two is

18.5.2 The jet energy scale uncertainty and finite taken in order to be conservative in thiget and multijet sam-
detector resolution ples, due to the lack of knowledge of gluon splitting frantto
bb.

The PrTHIA Monte Carlo simulation was produced using
the modified LO parton distribution functions, which may not

The uncertainties in the jet measurement combined with taecurately reproduce the true flavour composition. Paeitu
rapidly falling jet pr spectrum, lead tet bin migrations that in the more forward pseudorapidity bins, this could produce
affect the templates. Therefore, the templates are relitlit some inherent biases in the fits. In order to estimate this un-
all jet momenta scaled up and down according to the inclusigertainty, the light quark and gluon jet templates from ttaes

jet energy scale systematic uncertainty. The differencéaén dard MC sample are combined according to the flavour content
flavour content estimated with the modified templates isrtakef a jet sample generated using. AGEN. This Monte Carlo

as a systematic uncertainty. generator also uses a leading order PDF, but produces more
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hard partons via multiparton matrix elements. This new com- The extracted light quark and gluon jet fractions, with the

bination is then reweighted to match the inclusive distidou total systematic uncertainty from the width angk fits, are

in data, and the reweighted templates are used to extract shenmarised in Figur85 as a function of inclusive jet multi-

flavour composition of the samples. The difference betweelicity. The fractions differ by 10% between the data and the

the flavour composition derived in this manner and the flavolonte Carlo simulation, but are consistent within uncertai

composition derived using the nomina¥PH1A Monte Carlo ties. The total systematic uncertainty is around 10% foheac

simulation is taken as a systematic uncertainty. multiplicity bin. Thus, for the four-jet bin, the flavour dep-
dent jet energy scale systematic uncertainty can be reduced
a factor of~ 10, from about 6% obtained assuming a 100%

18.6 Flavour composition in a photon-jet sample flavour composition uncertainty to less than 1% after having
determined the flavour composition with a 10% accuracy. A

The validity of the MC-based templates and fitting method gimmary of the flavour fit results using the jet width tempdate

tested by applying the method to thget data sample and for the different samples is provided in Tallé.

comparing the extracted flavour compositions with {hget

Monte Carlo simulation predictions. This sample should-con

tain a considerably higher fraction of light quark jets thha 18.8 Summary of jet response flavour dependence

inclusive dijet sample. Figurg2 shows the fit to the jet width

in the y-jet data for jets withn | < 0.8 and 60< pf' < 80 GeV. The flavour dependence of the jet response has been studied,
The heavy quark jet fractions are fixed to those obtained fraad an additional term to the jet energy scale systematierunc
the y-jet Monte Carlo simulation. The extracted light quarkainty has been derived.
and gluon jet fractions are consistent with the true frawio A generic template fit method has been developed to reduce
in Monte Carlo simulation, though with large uncertaintias this uncertainty significantly for any given sample of ewent
shown in Tablel6. Templates derived in dijet events were applied to bejét and
multijet events, demonstrating the potential of the mettwd
reduce the systematic uncertainty. The flavour dependént je
18.7 Flavour composition in a multijet sample energy scale systematic uncertainty can be reducedfr&¥
to below 1%.
The template fit method is also useful for fits to multijet egen
for various jet multiplicities. These events contain aidaial
jets that mainly result fro_m gluon radiatior) and hence idelu 19 Global sequential calibrated jet response
a larger fraction of gluon jets than does thet sample.
For this particular analysis, the templates built from the i for a quark sample
clusive jet sample are used to determine the flavour confent o
then-jet bin. However, thepr spectrum of the sub-leading jetsin this section, the performance of the GS calibration (s S
is more steeply falling than the leading jet. An additional tion 11) is tested for ay-jet sample. The jet energy scale af-
systematic uncertainty is estimated to account for theediff ter each GS correction can be verified using itheitu tech-
ence inpr spectra. This uncertainty is determined by rederiwiques such as the direp¢ balance technique igjet events
ing templates built with a flapr distribution and a significantly (see Sectio0.2, where mainly quark induced jets are tested.
steeperpr distribution than that of the dijet sample. The slopé&he flavour dependence of the GS calibration is tested fer jet
of the steeply falling distribution is taken from the of the Wwith |n] < 1.2.
sixth leading jet in Monte Carlo events with six jets, gemeda The measurement is first made with jets calibrated with
using ALPGEN. The fits are repeated with these modified tenthe EM+JES calibration and is repeated after the applinatio
plates, and the largest difference is assigned p apectrum ©Of each of the corrections that form the GS calibration. To
shape systematic uncertainty. maximise the available statistics one pseudo_rapldltyimse_d
Figure83 compares the fractions of light quark and gluoHﬂ < 1.2. The Monte Carlo based GS corrections are applied to
jets obtained with a fit of the jet width ang distributions in POth data and Monte Carlo simulation. The systematic uncer-
events with three or more jets in data and Monte Carlo sim{@inty associated with the GS calibration is evaluated by-co

: : ' ; ting the data to Monte Carlo simulation ratio of the reg@on
lation as a function of)lft for non-isolated (B < Ryin < 1.0) pu - . . .
jets with |n| < 0.8. The higher gluon jet fractions predicted b fter the GS calibration relative to that for the EM+JES <ali

. ; ! ation.
the Monte Carlo simulation are reproduced by the fit, and t & et
data and the Monte Carlo simulation are consistent. Thé tota For 25< pJT < 45 GeV, the agreement between the re-

systematic uncertainty on the measurement is below 10% ovBPNse in data and Mgnte (_:arlo SimUIaﬂQQ'B’% after EM+JES
the measure@jet range and 42% after GS calibration. For 210 p‘T < 260 GeV, the
- .

The average flavour fractions obtained from fitting the j@Jréementis 5% after EM+JES an&% after GS calibration.
width andny distributions in events with four or more jets are '6'¢f0r€ systematic uncertainties derived from the agese
shown in FigureB4. In both cases, the extracted fractions ar®f data and Monte Carlo simulation vary from 1% @’ =
consistent with the Monte Carlo predictions within the syst 25 GeV to 25% for p‘et = 260 GeV. These results are com-

atic uncertainties, and the total systematic uncertagsjmilar patible within the statistical uncertainty with the unegénty
to the one for the three-jet bin. evaluated using inclusive jet events (see Sectidi.3.
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Gluon / light / heavy quark jet fraction

Sample | Selection Data | MC

Dijet 80< pr <110 GeV,|n| < 0.8, 73122 15% 72123 15%
1LO0<Rymin<15 +2(stat) +9(syst)%

Dijet 80< pr<110GeV,21<|n| <28, | 45/52/3% 39/58 /3%
10<Ryin< 15 +3(stat) +12(syst )%

y-jet 60< pt < 80 GeV,|n| < 0.8, 16 /65/19% 6/74119%
Isolated +10(stat) 4+ 19(syst)%

Multijet | 3-jet, 80< pr < 110 GeV,|n| < 0.8, | 83/13/4% 84/12/4%
0.8 <Rpin< 1.0 +2(stat) +7(syst)%

Multijet | 4-jet, 80< pr < 110 GeV,|n| < 0.8, | 89/3/8% 81/11/8%
1.0 < ARmin< 15 +6(stat) +8(syst)%

Table 16: The results of flavour fits using jet width templatethree data samples: dijet evengget events, and multijet events.
The Monte Carlo simulation flavour predictions are takemfrALPGEN for the dijet and multijet samples and'PH1A for the
y-jet sample. The first uncertainty listed is statistical #&mel second uncertainty is systematic, and both apply to #sored
gluon and light quark jet fractions. The heavy quark jet fiiats in the data are constrained to be the same as those MiGhe
simulation.

The obtained results indicate that the uncertainty in a safaetors” [7]] is applied to the simulation and systematic uncer-
ple with a high fraction of light quark jets is about the sarse dainties for the calibration are evaluated. For Monte Catlml-
in the inclusive jet sample. ies, a sample df-jets is selected using a geometrical matching
of the jet AR < 0.4) to atrue B-hadron.

20 JES uncertainties for jets with identified 20.2 Calorimeter response uncertainty

heavy quark components _ _ . g
The uncertainty of the calorimeter response to identifigelts

Y fl . h as iets induced by b K has been evaluated using single hadron response meastsemen
eavy allvour Jets such as IJet.S induce h Yy ottdn):o(uar S insituandin test-beamglp]. The same method as described in
(b-jets) play an important role in many physics analyses.  gectiong.3is used to estimate thejet response uncertainty in

The cglorimeterjet response uncertaintiesfgets is gval' events with top-quark pairs with respect to the one of ingkis
uated using single hadron response measurements in samplas

of inclusive dijet andb dijet events. The JES uncertainty aris- For jets within|n| < 0.8 and 20< pJTet < 250 GeV the ex-

ing from the modelling of thé-quark production mechanism ected difference in the calorimeter response uncertaifity

and theb-quark fragmentation can be determined from S’ys'[e'f(%jentifiedb-jets with respect to the one of inclusive jets is less
atics variations of the Monte Carlo simulation.

: : than 05%. It is assumed that this uncertainty extends up to
Finally, the calonmetep‘{Et measurement can be compare <2 50 y P

to the one from tracks associated to the jets for inclusite j
and identifiedb-jets. From the comparison of data to Monte

Carlo simulation théd-jet energy scale uncertainty relative to Parameter] Nominal | Professor] Bowler-Lund
the inclusive jet sample is estimated. MSTJ(11) 4 5 4
MSTJ(22) 2 2 2
PARJ(41) 0.3 0.49 0.85
20.1 Selection of identified heavy quark jets PARJ(42)| 058 12 1.03
PARJ(46) 0.75 10 0.85
Jets are reconstructed using the datiet algorithm withR = Eﬁ?&jgg; :8 ’(?076
0.4 and calibrated with the EM+JES scheme. Jets \wih>
20 GeV andn| < 2.5 are selected. Table 17: FTHIA steering parameters for the considered vari-

A representative sample of identifibeets is selected by a ations of theb-quark fragmentation functions.
track-basedb-tagging algorithm, called the SVO taggé& 71].

This algorithm iteratively reconstructs a secondary veite

jets and calculates the decay length with respect to thegoyim

vertex. The decay length significance is assigned to eaelsjet

a tagging weight. A jet is identified aslajet if this weight 0 3 yncertainties due to Monte Carlo modelling

exceeds a threshold of& as explained in Ref7[l]. To ad-

just the Monte Carlo simulation to thetagging performance The following uncertainties fdo-jets are studied using system-
in data, a dedicateb-tagging calibration consisting of “scaleatic variations of the Monte Carlo simulation:
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Fig. 86: Average response fbfjets as a function oﬂ?t obtained with the Monte Carlo event generatorg RIA with the MC10
and FERUGIA2010 tunes and ERwIG++ (a) and RTHIA simulations with additional dead detector material. Agereesponse
for b-jets using the PTHIA Professor tune and therPHIA modified Bowler-Lund fragmentation function evaluatedwispect
to the nominal PTHIA inclusive jet sample (b). Only statistical uncertainties shown.

1. Fragmentation and hadronisation modelling uncertaibty in Tablel17. A more detailed discussion of uncertainties in the
tained by comparing the Monte Carlo generatoerM/IG  b-quark fragmentation function can be found in Re#&] [
VS PYTHIA. The choice of the fragmentation function for this study is
2. Soft physics modelling uncertainty obtained by comgarirbased on comparisons to LEP experimental data, mostly from
the PrTHIA MC10 to the B THIA PERUGIA2010 tune. ALEPH [75] and OPAL [72], as well as from the SLD experi-
3. Modelling uncertainty of the detector material in frontda ment [73] included in a phenomenological study of txejuark
in between the calorimeters. fragmentation in top-quark decayq.
4. Modelling uncertainty of the fragmentationlequarks. To assess the impact of theguark fragmentation, the nom-
inal parameters of theYAHIA fragmentation function are re-
dplaced by the values from a recent tune using the Professor
framework [77]. In addition, the nominal fragmentation func-
tion is replaced by the modified Bowler-Lund fragmentation
function [78].
For each effect listed above tlhgjet response uncertainty
valuated from the ratio between the respongdejefs in the

. " .Monte Carlo samples with systematic variations to the namin
IA PERUGIA2010 tune. The impact of additional dead maten%lYTHIA MC10 b-jet sample. The deviation from unity of this

is tested following the prescription detailed in Sect@bn o L
. o . ratio is taken as uncertainty:

The fragmentation function is used to estimate the momen-
tum carried by thé-hadron with respect to that of thequark brjet
after quark fragmentation. The contribution of trguark frag- Uncertainty= 1 — [ —Yariation | (60)
mentation to the JES uncertainty is estimated using MontleCa %;tmal
samples generated with different sets of tuning paramefers
two fragmentation functions (see Taldl@). The b-jet response obtained withyPHIA for the MC10

The fragmentation function included as default imTR- andthe BRRUGIA2010 tunes, the ERwIG++ Monte Carlo event
IA originates from a detailed study of thequark fragmen- generator and using a simulation with additional dead riedter
tation function in comparison with OPAL7P] and SLD [73] is shown in Figure86a. Figure86b shows the variation with
data. The data are better described using the symmetricdBowlarious fragmentation functions, i.e. the standard onehe t
fragmentation function withrg = 0.75 (PvyTHIA PARJ(46)), nominal FrTHIA sample versus the ones in theTIA Profes-
assuming the same modification for and c-quarks. Thea sor tune sample and theriPHIA modified Bowler-Lund frag-
(PyTHIA PARJ(41)) and (PYTHIA PARJ(42)) parameters of mentation function sample. The response variations aré wel
the symmetric Lund function were left with the values showwithin about 2%.

The event generatorsyPHIA and HERwIG++ are used to
evaluate the influence of different hadronisation modeils,
ferent parton showers, as well as differences in the uniteyly
event model (see Sectidi. Variations in proton parton density
functions are also included.

The influence of the soft physics modelling is estimatelge
by replacing the standardyPHiA MC10 tune by the PTH-
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> 0.06[ —— —— 1 20.5.1 Method
.(E“ r Anti-k, R=0.4 b-jets, EM+JES, |n| < 2.5 1
g 005=c  piettragmentation o HERWIGH ] The double ratio of charged-to-total momentum observed in
c C . . . N . . . . . .
5 00ab Aaaonaldead maiere - 777 Calorimeterresponsey data to that obtained in Monte Carlo simulation defined indzqu
W o Addtionalractonal b-JES uncertainty ] tion 23 will be referred to agy,, inclusive 1N analogy this ratio
= 0 03 E is studied fob-tagged jets:
s ATLAS simulation 7
= —— B i
8 0.02F 3 ~_ [(rek brjet]para 61
g oozt : R brjet = 7 Data, (61)
L T 3 [(ruk bjed]yc
S 001~ - o .
£ Ee A 3 Theryk distributions for allpr bins are calculated and the
g 0*_@. PRI T S o T mean values ofy, for data and Monte Carlo simulation are
30 40 107 2x10° 1101 derived. The relative responseligets relative to inclusive jets,
rus . .
P [Gev] R, is defined as
. . . . . R = thrkab'jEt (62)
Fig. 87: Additional fractionab-jet JES uncertainty as a func- ~ R inclusive.
trks

tion of the truth jet transverse momentum for aktjets with
R = 0.4 calibrated with the EM+JES scheme far| < 2.5.
Shown are systematic Monte Carlo variations using differe . o
modelling of %/heb-quark fragmentation and physics gffects agO'S'Z Systematic uncertainties
well as variations in the detector geometry and the uncestai
in the calorimeter response tpjets as evaluated from single
hadron response measurements. Uncertainties on thedndi
ual points are statistical only.

The systematic uncertainties arise from the modelling ef th
-fragmentationb-tagging calibration, jet resolution and track-
ing efficiency. They are assumed to be uncorrelated. Thétresu
ing fractional systematic uncertainties are shown on tgbtri

part of Figure88 and are determined as follows:

20.4 Final bottom quark JES uncertainty 1. MC generator: Thergy distribution is also calculated from
HERWIG++ samples. The shift in the distribution is fitted
Theb-jet JES uncertainty is obtained adding the calorimeter re- by a constant function. The variations in the data to Monte
sponse uncertainty (see Sect@B2for generator details) and  Carlo simulation ratio are taken as a systematic unceytaint
the uncertainties from the systematic Monte Carlo vamatio 2. b-tagging calibration: The scale factors are varied corre-

(see Sectio20.3 in quadrature. lated within their systematic uncertainty in the Monte Garl
To avoid double counting when combining thget uncer- simulation and the ratio is re-evaluated. The resultingshi
tainty with the JES uncertainty of inclusive jets the foliogy are added in quadrature to the systematic uncertainty.
effects need to be considered: 3. Material description: The knowledge of the tracking effi-
. ciency modelling in Monte Carlo simulation was evaluated
1. The uncertainty component due to therRG1A2010 tune in detail in Ref. p4]. The systematic uncertainty on the
is not added, since the effect brjets is similar to the one  yacking efficiency for isolated tracks increases from 2%
on inclusive jets where it is already accounted for. (lntrack| <1.3)t0 7% (23 < |ntrack| < 2.5) for tracks with

2. The average uncertainty for inclusive jets due to addiitio pr > 500 MeV. The resulting effect ony is 2% for|y| <
dead detector material is subtracted from the correspond- 1 5 3104 for 1.2 < ly| < 2.1 and 55% for 21 < |y| < 2.5.

ing b-jet uncertainty component. The JES uncertainty dug Tyacking in jet core: High track densities in the jet core
to dead material is smaller for inclusive jets, sinoesitu influence the tracking efficiency due to shared hits between
measurements are used. tracks, fake tracks and lost tracks. The number of shared
The resulting additional JES uncertainty fefets is shown  hits is well-described in Monte Carlo simulation. Tpe

- . 0 jet o carried by fake tracks is negligible.
in Figure8?. Itis about 2% up g’ ~ 100 GeV and below 1% A relative systematic uncertainty of 50% on the loss of ef-

. iet . . . .
for higher pft". To obtain the overalb-jet uncertainty this un- ficiency is assigned. The shift ofi due to this uncertainty
certainty needs to be added in quadrature to the JES unagrtai  on the loss of efficiency is evaluated in Monte Carlo simu-
for inclusive jets described in Sectién lation on generated charged particles. Monte Carlo pseudo-

experiments are generated according to the varied ineffi-

ciency. For each jet the ratio of thg sum of the associ-
20.5 Validation of the heavy quark energy scale ated generated particles (truth tracks) W}ifﬁ"c" >1 GeV
using tracks to the pr sum of those associated truth tracks with >

1 GeV which also have a matched reconstructed track with
The validation of the identifiet-jet JES uncertainty uses the P > 1 GeV, is calculated. In this latter sample a truth
tracks associated to thejet as reference object and closely track without or with a reconstructed track Wiﬂjﬂl""ck >
follows the method described in Secti@0.1 The transverse 1 GeV is added or respectively discarded according to the
momentum of a jet is compared to the total transverse momen- inefficiency uncertainty. The relative shift in the ratig is
tum measured in tracks associated to the jet (see Equzi)on added in quadrature to the systematic uncertainty.
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5. Jet resolution: The jet energy resolution in Monte Carlo21.1 Event selection for punch-through analysis
simulation is degraded. A random energy that corresponds

to a resolution smearing of 10% is added to each jet. Thgi-k jets withR= 0.4 calibrated with the EM+JES scheme
resulting shift of the ratiayy is evaluated and added inare used in this study. Jets in the barrel of THae calorime-
quadrature to the overall systematic uncertainty. ter with || < 1.2 are used. Events with at least two jets are

The two biggest contributions to the systematic uncenaintetained, if the highegpr jet Satisfiesp%l ~ 120 GeV and the

are due to the material description and the difference betwe,,.ong highespr jet satisfiesp‘TZ > 80 GeV. The two leading
thery distribution for HERWIG++ and FrTHIA. jets are required to be back-to-back requirihg > 170.

20.5.3 Results
21.2 Energy depositions in the hadronic calorimeter
Figure88 (left) shows the ratio of data to Monte Carlo simula-

tion. An agreement of the calorimeter to track gt measure- The energy deposits in the outermost layer of the barrel@f th
ments is found within 2% in the bify| < 1.2, within 4% for 137, calorimeter are a good indicator of the jet energy depo-
1.2<ly| < 2.1and within 6% for 21 < |y| < 2.5. . sitions beyond the calorimeter. These are shown in Figdre
The relative responsR’ between identified-jets and in- o the leading and the sub-leading jet. Most jets depodit on
clusive jets is shown in Figur@9 for all y-bins indicating the 446yt 3to 7 GeV energy in the outermost calorimeter layee. Th
resulting relativeb-jet energy scale uncertainty with respect tonte Carlo simulation gives a good description of the data
the inclusive jets sample. The uncertaintylfgets is estimated for $t <80 GeV. For highep‘ft the data distribution is below

to be 2%, 25% and 6% in the rangly| < 1.2, 12<|y| < 2.1 . 2 - .
and 21 < |y| < 2.5, respectively. For the calculation of the Syslt_gf: g/lonte Carlo simulation, but the statistical unceriamare
tematic uncertainty irR it is assumed that at first order the gFiQure92 shows the dependence of the energy deposition
uncertainty in the denominator and numeratoiRbfrom the . .

: : e ; L in the outermost layer of theile calorimeter measured at the
tracking, namely tracking efflc_letncy, material descriptiare EM scale for the Ie)allding and sub-leadingget The energy in

e . . .

fully correlated and cancel. Thg" resolution for inclusive and o hirg layer of the'ile calorimeter increases with rising jet

identifiedb-jets is considered to be similar. Both assumptiorET. The data are well described by the Monte Carlo simulation
are exactly valid for highpr jets; for low pr jets the second . -

. : in the low p‘ft region. Starting from about 400 GeV the data
Ord%ier\]/q'ggf ;Zr?irf?cgri??y?ti%gtieuizgﬁ?hti eddare due tend to be 5- 10% above the Monte Carlo simulation. For high

to the choice of the Monte Carlo generator and biagging 7' the statistical uncertainties are large.
calibration. Those independent uncertainties are addgadra-
ture. The Monte Carlo generator uncertainties from theuncl
sive sample and from the-tagged sample are also added in
quadrature.

20.5.4 Summary

The jet energy scale for identifiddljets relative to that of in-
clusive jets is evaluated for ari-jets with R = 0.4 for the
EM+JES calibration scheme. The resulting relativget en-
ergy scale with respect to the inclusive jets sample is ddriv
within 2%, 25% and 6% intherangg| < 1.2,12<|y| < 2.1
and 21 <|y| < 2.5, respectively.

21 Study of jet punch-through

For jets at very high transverse momentum it is possible that

part of the energy is not deposited in the calorimeter, baktde

out to the detector components beyond the calorimeter. This

leads to a systematic reduction in the measured jet energy. Fia. 90 Graphical tation i . f
Jets that deposit energy beyond the hadrBhie: calorime- 'g. 9 r_aP |ca_ representation in a zoomeylview of an

ter and in the muon system are callpdnch-throughjets. A €ventcandidate with one large transverse momenturpifé&(

graphical representation of a candidate for a punch-tHigetg 176 GeV) having a large activity in _the laBile calorimeter

in data is shown in Figur@o. layer (82 Ge\_/ at the EM scale) and in the r_nuon_detectors._The
In this section the Monte Carlo simulation of energy défacks in the inner detector are shown as lines in the tof,righ

posits in the outermost calorimeter layer is tested. Qtetive (e €nergy deposits in théir andTi1e calorimeters are shown

estimates of the energy lost beyond the calorimeter arér@ata 2S lightboxes. The hits in the muon system are shown as points
using a tag-and-probe technique. There are 128 hits measured in the muon system.
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are used. The leading jet is required to be abdﬁte> 120 GeV the subleading jet is required to be abp§b> 80 GeV. Only
statistical uncertainties are shown.
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the EM+JES scheme are used. The leading jet is required tbdmeepjTGt > 120 GeV the subleading jet is required to be above
pJTEt > 80 GeV. Only statistical uncertainties are shown.

21.3 Dijet balance as an indication of punch-through be made. Jet punch-through can occur in any detector pseudo-
rapidity region. Fluctuations in the particle compositianin

The relative calorimeter response between the two jets in a {fi¢ hadronic shower occur with equal probability for botts je
jet event can be measured using the dijetbalance method. and it is not possible to know priori which of the jets will be

In Section9.6 the reference jet is chosen as a well-measuréffected.

object in the central detector region that is used to as$ess t A different approach is therefore employed. The energy lost
JES uncertainty of the probe jet in the forward region. Howbeyond the calorimeter will create a component of the mgssin
ever, in the context of punch-through such a distinctiomeodn transverse energlgf"*® in the direction of the punch-through
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Fig. 93: Average relative jet response as a function of tlegggndeposited in the outermost layer of thid e barrel calorimeter
at the EM-scale divided by the total jet energy. In (a) thedéad event selection is employed, whilst in (b) an extraimement
in placed upon the missing transverse momentum in the edatitk jets with R = 0.4 within || < 1.2 and calibrated with

the EM+JES scheme are used. The leading jet is required tb(h&*epjTet > 120 GeV the subleading jet is required to be above
pJTet > 80 GeV. Only statistical uncertainties are shown (errors iar data, shaded band for Monte Carlo simulation).

jet. The punch-through jet can therefore be defined as the gnach-through no additional uncertainty due to punch+fgio
that is closest to thE{"*® g-direction. The asymmetry betweereffects is assigned.

the transverse momentum of the reference p&{e"y away

from the E{sS direction and the punch-through jet, acting as

probe jet EPU" 10U | can then be measured as a function &2 Summary

the energy deposition of the jet that is the candidate fochun The jet energy scale (JES) and its systematic uncertainty fo
throu_gh. . various jet calibration schemes are determined for jets-mea
Figure 93a show the average ratio of the transverse mgyeq with the ATLAS detector in the 2010 data set correspond
mentum of the punch-through jet to the one of the referenggy 1o an integrated luminosity of 38 pb. Jets produced in
jet as a function of the energy depositions in the [BEle 1 rot0n-proton collisions at the LHC with a centre-of-mass e
calorimeter layer measured at the EM-scale with respect dRyy of /5= 7 TeV are reconstructed with the agialgorithm
the total jet energy. FigurB3b show the average jet responsgim distance parameteR= 0.4 or R = 0.6. The energy and
whereET"®*> 40 GeV is required. This selection enhances pogse girection of the jets are calibrated with simple factdes
sible punch-through effects. The transverse momentumedf tfy,e from Monte Carlo simulations for transverse jet moitaen
punch-through jet is lower than that of the reference jetsTh et > 20 GeV and pseudorapiditiés| < 4.5 using various jet
a bias due to the selection of the punch-through jet as the e tion schemeps P ) 9 J
pointing to the direction of the missing transverse momentu In the simplest c,:alibration scheme (EM+JES), where the
There is no dependence on the energy fraction in the outerm S correction factor is directly applied to the calori’rmebea—

layer, |nd|cat[ng that energy losses due to punch-through gurement at the electromagnetic scale, the JES systenmatic u

Certainty is estimated using the single hadron response mea
suredin situand in test-beams and by studying systematic vari-

ations in Monte Carlo simulations. The transverse momentum
balance between central and forward jets in dijet eventsésiu

to derive the JES uncertainty for forward jets.

21.4 Summary of the jet punch-through study In the central regiony7| < 0.8, the EM+JES uncertainty is

lower than 46% for all jets with p‘TEt > 20 GeV and less than

The energy deposition in the outer layer of thile calorime- 2.5% for jets with 60< p‘Tet < 800 GeV. Jets with transverse
ter and its dependence on the transverse jet energy is bedcrimnomenta in the TeV-regime have a JES uncertainty of 3 to 4%.
by the Monte Carlo simulation. This indicates that the Monfeowards the forward region the EM+JES uncertainty increase
Carlo simulation is able to describe energy deposited béyomainly because of differences between the Monte Carlo event
the calorimeter. For the few jets that are potentially afddy generators PTHIA and HERwIG when deriving the relative

Carlo simulation describes the data within the statisticaler-
tainties.
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n-intercalibration uncertainty. The largest JES uncetiaof similar, except at very low and very higi;*ﬁt where the uncer-
about 14% is found for lowpr jets with 20< piﬁt <30 GeV at tainty from thein situtechniques are larger. The LCW+JES and
3.6 < |n| < 4.5. The jet energy scale uncertainty is found to béie GCW+JES scheme show similar performance.
similar for jets reconstructed with both jet distance pagters For all jet calibration methods additional uncertainties a
studied:'R= 0.4 andR= 0.6. derived for close-by jet topologies and for response diffices
The additional energy induced by superimposed events frigfjets induced by quarks, gluons or heavy flavour quarks. A
multiple proton-proton collisions in the same bunch cmogsi method to reduce the uncertainty due to uncertainties on the
(pile-up) is determined to be.® GeV per additional recon- quark and gluon composition in a given event sample is shown.
structed vertex. The JES uncertainty after applying the-pilThe uncertainty due to close-by jets is largest for lpwijets,
up correction is estimated as a function of the number of pAut is at most below 2 to 3%. The JES uncertainty of jets con-
mary vertices. In the case of two primary vertices per evetginingB-hadrons is about 2% for loyer jets and smaller than

the uncertainty due to pile-up for jets with' ~ 20 GeV and 1% for jets withpf' > 200 GeV.

0.3 < |n| < 0.8 is about 1%, while it amounts to about 2% for  The jet reconstruction efficiency is derived using the Monte

jets with 21 < |n| < 2.8. For jets with transverse momentuntCarlo simulation and the systematic uncertainty evaluaitu

above 200 GeV, the uncertainty due to pile-up is negligible fa tag-and-probe technique using track jets. The jet renacst

all jets. tion efficiency is well-described by the Monte Carlo simula-
The JES and its uncertainty are validated udfbg 1 Tev tion. The associated systematic uncertainty is below 2%eter

to the level of a few per cent using seveimlsitu techniques with p’Tet < 30 GeV and negligible for highquet.

by comparing the higlpr jet to a well known reference recoil-  The Monte Carlo simulation gives a good description of

ing against it. These reference objects include the sumeof tihe main aspects of the data. Detailed studies show that the

transverse track momenta associated to the jet, a systeswof talorimeter cell energy densities in jets, the calorimetesrgy

pr jets or the photorpy. The track-based method covers théopology induced by jets and track related properties aié we

full p' range and has the highest statistical precision. Hoflescribed. This includes the amount of energy depositefsin t

ever, the systematic uncertainty of the method is as largé@s outermost calorimeter layers from which it is inferred thtze

for very low pr jets and about 3-4% for 4@ pjTet <800 Gev JES uncertainty due to energy leaking beyond the calorimete

q hat hiaher for i id t Theri is small and well-described by the Monte Carlo simulatioa. N
and somewhat higher for jets outsi etm% range. They-jet ditional uncertainty for punch-through effects is assigjfor
method has a systematic uncertainty of about 1%, but is s

H h-pr jets.

statistically limited and reaches Onm?t < 300 GeV. Balanc- | symmary, the precision of the jet energy measurement
ing very highpr jets against a recoil system of lowpf jetS  yjth the ATLAS detector has been established using various
allows the validation of the higr jets within 5% upto 1 TeV. tachniques in the first year of proton-proton collisions e t

In this range the statistical uncertainty is roughly eqléwato, | Hc. In the central detector the jet energy can be measured
or smaller than, the systematic uncertainty. with a precision of about 2 to 3% over a wide transverse mo-

The JES uncertainty derived from a combinationro$itu  mentum range.
techniques is compatible to the one derived from the single s excellent performance would not have been possible

hadron response measurements over a wide kinematic rangéout a very detailed understanding of the detector and so
but it is larger for very low and very largg;', where the un- phisticated calorimeter calibration procedures as welthes
certainties of then situmethods are large. good description of the ATLAS detector in the Monte Carlo
More sophisticated jet energy calibration schemes bassiehulation.
on cell energy density weighting or jet properties are stud-
ied. These provide a better jet energy resolution and a extiuc
flavour dependence of the jet response.
The global sequential jet calibration (GS) based on globACknowledgement
properties of the internal jet structure improves the eneeg-
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