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Abstract

The CMS Silicon Strip Tracker is the largest silicon detector ever built. The high precision mea-
surement of track hit position, over a large radius range, determine the unprecedented performance
of CMS tracking. The operational experience matured on this very complex detector up to the first
half of 2011 and the current status are described here, including the powering system, cooling and the
back-end electronics. The commissioning sequence to calibrate the detector is illustrated and results

on the detector performance are presented.
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1. Introduction

The CMS Tracker[]1] is the main tracking detector built for the CMS experiratthe CERN
Large Hadron Collider. It is a unique instrument in both size and complexitgoritains two
systems based on silicon sensor technology, one employing pixels an@émnsitg silicon mi-
crostrips. The Silicon Strip Tracker (referred to simply as SST in this notleisubject of this
paper, and surrounds the pixel system: it is the largest silicon deteeobeit, with 9.3 million
sensor channels covering a surface area of 798 m

The SST has been thoroughly tested already before and after the instahiatie experimen-
tal cavern, using cosmics rayg [2]. The first collisions at CMS wererdaz in December 2009 at
energies of/s = 900 GeV and 2.36 TeV and from 2010 onwards at an energysof 7 TeV.

In the first half of 2011 LHC has entered a new luminosity regime 6fdf s with an
inter-bunch spacing of 50 ns and a pile-up that is half of nominal. Thisrpapeporting on the
Silicon Strip Tracker status, operational experience and performanteetie first half of the 2011
data-taking period.

2. The CMS Silicon Strip Tracker

The SST covers a radius from 24 cm to 110 cm, providing a high precisionemium mea-
surement forn|<2.5. There are four major subsystems: in the barrel the Tracker Beneel
(TI1B) with four layers and the Tracker Outer Barrel (TOB) with six lagjdn the forward region
the Tracker Inner Disks (TID) and the Tracker End Caps (TEC) witegtamall and nine large
disks on each side respectively. Each TID and TEC disk is organizedda #nd four to seven
rings respectively, where each ring corresponds to a differefdlnshge and wedge module ge-
ometry. The layout of the detector is visible in F[§. 1. The fundamental buildiogk of the
detector is the silicon detector module, displayed in Fig. 2 for a TIB layer. Autes use single
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Figure 1. Rz view of one quadrant of the CMS Silicon Tracker.
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sided silicon sensors but the first two layers of TIB and TOB and ringy ¢f TID and (1,2,5) of
TEC use sandwiches of back to back modules with bagh(iR the barrel) or " (in disks) and
stereo measurement in order to provide a three dimensional measurertientratk hit element.

All silicon sensors are single sided p+ on n microstrip detectors, AC cowptagolysilicon
bias resistors of 1.5 KA. Different silicon microstrip geometries have been adopted, with increa-
sing strip pitch (80 to 20@im) and length (9 to 20 cm) moving from the lower to the higher radius
in order to optimize the occupancy. The increase of noise determined bygthmer lcapacitance
load of outer silicon sensors have been compensated with a larger sajleated in a thicker
substrate: 30@um for R<58 cm and 50Qum for R> 58 cm. Silicon resistivity has been chosen
according to expected radiation fluences: lower (1.823dwm) for thin and higher (3.5-7&kcm)
for thick silicons. There are in total 14 different sensor designs.

The silicon sensor is connected to the APV25 front-end dhip [3], which isteal on a hybrid
mechanically supported by a carbon fiber frame.

The analog signal from the silicon sensors is amplified, shaped and stoaet92 element
deep analogue pipeline every 25 ns. A subsequent stage can eitheélineatly the pipeline signal
(Peak mode) or form a weighted sum of three consecutive samplesiveffgeceducing the rise
time to 12.5 ns and containing the whole signal in 25 ns (Deconvolution mode).

The readout and the control chain are shown in [fig. 3. The signalsdaaim APV25 are then
converted to light by an Analog Opto Hybrid (AOH) which sent it via optichefs to the Front
End Driver board (FED)[]J4] where they are digitized and further pssed, prior to transmission
to the central DAQ system. Data can be taken in two different modes: Virgin(RR) or Zero
Suppressed (ZS). In VR mode, all channels are read out with the fulit$0ADC resolution.

In ZS mode, the FED applies pedestal subtraction, common mode rejectionfastdchustering
algorithm, using signal height with a reduced 8 bits resolution: only charioetsng a cluster
are output. Clock, trigger signals, and slow control communication with thg-&od electronics

APV25 readout chips Kapton Bias Circuit Silicon Sensor

Front-End Hybrid Pitch Adapter Carbon Fiber Frame

Figure 2: Silicon Strip module of the TIB.

are managed by the Front End Controller (FEC) boffds[5] and seaptiizal fibers to the Digital
Opto Hybrid (DOH) for each control ring of SST: signals are distributgdhe DOH to every

1The coordinates are refered to the centre of CMS, that is where collisikaglace. Z is the coordinate along the
beam axis, while R ang are the radial distance and the azimutal angle in the transverse plane.
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Communication Control Unit (CCU]]6] in a control ring. Finally each CCUdsesignals to SST
modules, in particular clock and trigger via a Phase Locked Loop (PLEtyition each module,
and receives monitoring data provided by each module from the DetectdroaCtnit (DCU)

chip [1].
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Figure 3: Readout and control chain of the Silicon Strip Tracker.

2.1 Cooling

The SST front end electronics is cooled via liquid cooling circulated thr@ahgiminum pipes
that are in contact with the silicon modules. The chosen liquidsisi£which is highly volatile
and can be used at low temperature.

There are two main cooling plants distributing liquid to the SST via 180 lines. D@@i®
two leaky lines were kept closed all the time on one cooling plant and nelestiibe leak rate had
increased along the year. During the 2010-2011 winter stop a detaileddaath was performed
and eventually three additional leaky lines were found and closed. Imprents on the cooling
system were done in order to consolidate the stability of the system, incredgfetime for pump
and motor and minimize potential stress for detector lines. A Variable Freguame (VFD)
was commissioned, the outgoing cooling plant pressure was reduce® from bars, and safety
pressure switches were installed. Finally, pressure delivered to delieet® was decreased by
almost 1 bar with no change on silicon module temperatures.

An acceptable low leak-rate ( 0.7 kg/day) has been reached and is $telelsix months. The
front end electronics without cooling show a higher temperature but easpbrated safely and
reliably, they only needed to be re-commissioned.

The coolant temperature used during 2010 and 2011°G which is compatible with the
low irradiation level received in this period. A map of the silicon sensor teatpes is visible
in Fig.[4. The SST will go to the coolant nominal temperature-@0°C after the first Long
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Shutdown on LHC (starting 2013) , when the machine will achieve the nomimahasity and the
low temperature will be needed to limit the radiation damage to the detector.
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Figure 4: Map of silicon temperatures inside SST as measured by the. D@Hite regions correspond to
parts excluded from the readout. Parts that are not cootedisible in TIB L3 (3 lines), TOB L3 (1 line),
TID- middle disk (1 line).

2.2 Power Supply System

The SST is consuming a power varying between 30 and almost 60 kW degewr the
operation conditions. A custom power supply system was developedf@SH [B].

The power to the modules is provided by 1000 floating power supply modkdeh,one hos-
ting two units. Each unit is connected via one 30-50m long cable to a part &3 and provides
low voltage lines for 2.5V and 1.25V and two high voltage bias lines for the sikemsors.

The power to the control rings is provided from 356 control power Buppits that are
grouped in modules of four units.

All power modules are arranged in 29 crates situated on balconies ofjiberental cavern
and are controlled by 8 CAEN mainframes situated in an accessible area ervimavern.

The level of failure during the year has been of the order of 1% du®i@ 2and has further de-
creased during 2011. The replacement of a power supply unit is nordally at first opportunity
of down time of the LHC but can also wait for the next period of technical sfahe machine.

2.3 DAQ

The SST DAQ is made out of 440 FED modules, each processing the datagcfsorim 96
fibers, and 48 FEC modules, each controlling 8 control rings. FED arRé@dules are arranged
in 35 VME 9U crates.

SST DAQ has been running stably. The only interventions required sb@®2ave been: the
early replacement of 5% of VME-PCI boards due to failures in the opteiver during the 2010;
the replacement of two FEDs and of a few VME crate power supplies.



CMS dlicon Srip Tracker Natale Demaria

Improved FED firmware was deployed to increase the robustness ofatieuteagainst spu-
rious extra frames coming from the detector. When a FED detects bad dgiasiinto Out-Of-
Sync status, waits for a resynchronization command (resync) that isusemhatically by the L1
trigger, and then cleans up the culprit data and restarts. The dead-tusegdday recoveries from
these events accounts for less than 0.1%.

The status of FEDs is monitored constantly during data taking, by accessi=th infor-
mation via VME bus. A modification of the firmware was needed to manage tigreeequest of
VME access contemporary to a request of FED resync.

During 2011 the reading of slow control data provided by the DCU at mdduét (tempera-
tures, leakage current, low voltage) was improved. This is an importarddiggt to understand
detector instabilities, working conditions and radiation damage.

3. Detector Operation: Running and Commissioning

The SST has demonstrated to be a very solid, reliable and stable deteleasrctillected high
guality physics data with an uptime greater than 98.5% during pp running in201Dand 99.7%
during the 2010 heavy ion running. Sources of downtime have been iddrdifid problems were
properly addressed. Important steps have been the commissioning adtéwtod and achieving
good stability of the detector systems.

3.1 Commissioning

In order to bring the SST detector into an operational state suitable fotalatey, several
commissioning procedures are required to configure, calibrate, astireyrize the various hard-
ware components of the control and readout systems. The full commissEeguience of the SST
is explained in[[R]. It is mostly based on calibrations done without an extaigger and consists
of the following sequence: internal synchronization of all analog siginais front end chips to
the FED; gain equalization of all AOHs transferring out the signal via olfiicars; optimization
of the average baseline at the FED; adjustesment of the pulse shapshafhga and finally the
measurement of the average baseline (pedestal) and of the noise aheactel. Some of these
steps are shown in Fif] 5. The measured pedestal and noise valuesrauplibaded to the FED
and used to perform the zero suppression of data. In absencealfsigral the SST is very quiet:
occupancy due to noise is of the other of ¥@h deconvolution and 1 in peak mode, to be com-
pared with about 1-4% occupancy during collisions at full luminosity. Gp&destal and noise
have been monitored by taking periodically timing and pedestal runs andakieyoken confirmed
to be very stable: updates where done only occasionally due to minor &@ dwerventions done
during LHC technical stops.

Detector parts that are malfunctioning are mainly detected during SST comnmsgsi@nly
good alive channels are selected to be readout and for the year 2810athstitute the 97.8% of
SST. This has to be compared with the 98.5% obtained after the installation cfThen&&MS
and first commissioning. The fraction of good channels in the severadlsigztors is as follow:
94.3% for TIB, 98.1% for TID, 98.2% for TOB and 98.9% for TEC. The miajontribution to the
bad channels comes from two control rings: the control cable has aatitie level of a patch
panel located outside the SST, but inside CMS. These two shorts aomsésp for 0.7% of bad
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channels and will be recovered at the next LHC shutdown in 2012. @tlssing parts are due to:
one control ring (0.35%) HV lines missing (0.1%); HV lines shorts (0.7% tiaers and other
problems (0.4%). It has to be underlined that the SST has been desighédtgh redundancy and
can accept a high level of dead channels before tracking perfoemsiaffected.

The signal in deconvolution mode is very fast and therefore a precise timiingespect to the
trigger is necessary. A preliminary scan with 20 steps of 2 ns each wasadi@ady during 2009
for one TOB layer and was repeated in early April 2010 scanning oree fsr sub-detector. Those
measurements take few hours since they require several run stopeiimrdconfigure modules
parameters. A new procedure, taking half an hour, was developeddeatector configuration is
created and uploaded once, setting a randomized delay withit ns across the nominal values
for each module, allowing an analysis at layer level. Results are showredeftiside of Fig[6
where the signal is plotted as function of the delay: the expected width sfdf2he deconvolution
signal is visible. From this measurement, the time position of the maximum signal wsgaatto
the nominal setting point, can be computed for each layer: results are shothe right side of
Fig.[6 and deviations are within 1.5 ns, determining a variation of 1% in sigigtihe

3.2 Operation with pp and Heavy lon collisions

The high voltage of the SST is raised once LHC has declared stable bedmafiearverifying
that background conditions measured by the CMS beam radiation moniténarehe turn on
takes 70 sec and has negligible impact on the data taking efficiency. Thedtigbe is turned off
again at beam dump handshake. During inter-fill periods, when theebgam in the machine,
the SST is turn on again to collect cosmic-ray data that, together with collisidasata crucial
ingredients for measuring the SST alignment. Periods with several hobeaof downtime were
also used to increase the statistics of cosmic rays.

During pp running the FEDs are readout in ZS at a L1 trigger rate ofaktens of kHz: the
SST event size is about 250 kbytes.

The FED firmware has an algorithm to estimate the baseline per event that is egitiimipp
collisions. The Heavy lon collisions are characterized by a much higlwmpancy and therefore
it was decided to readout the whole tracker data, without zero supprese. in VR mode: the
optimal baseline estimation is made by offline analysis and then applied eveavgrdr The
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Figure 5: Commissioning of SST. Gain equalization, Pulse shape ¢iaimoise profile for TIB layer 4



CMS dlicon Srip Tracker Natale Demaria

SST event size is of about 20 Mbyte and CMS DAQ needed an optimizatiomén to run with
large events at lower L1 rates. The required L1 rate of about 250 Hzawakieved, while the data
passing the High Level Trigger (HLT) were recorded at about 1Q@letermining a data rate above
1 Gbh/sec, that is about ten times higher than during pp running.

The offline zero suppression algorithm has been studied in detail andendipplied at HLT
level during 2011 heavy ion running: that will allow CMS to take data at adté of about 3 kHz.
Dry runs have been done already and were successful.

3.3 Radiation damage

As expected, silicon detector leakage currents have started to showrdritrease as a func-
tion of the integrated luminosity. This is due to well-studied radiation-damagetefieduced
by charged and neutral hadrons. Normalization of current to the silionme and sensor tem-
perature allows to determine the distribution of the radiation dose in the detéctoeliminary
analysis based on high-voltage currents in power supplies demonstitédsethadial dependency
and absolute values are compatible with expectations, more details can Herfdfh High vol-
tage scans were done to determine the depletion voltage: they have shtavmeahange with
respect to the initial values. More quantitative studies are in preparation.

3.4 Performance Studies

The signal-to-noise ratio is an important ingredient to guarantee high luihsecction ef-
ficiency and good spatial resolution. Values for deconvolution runnindenase very good and
fit with expectations: results normalized to an incident angle ¢ft@the silicon sensor for TIB
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Figure 6: On the left: results on measurements of signal time profitsugethe delay with respect to the
nominal trigger timing. On the right: time synchonizatioftlee maximum signal versus the layer/disk of
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Figure 7: Signal-to-noise ratio for TIB and TOB modules.

and TOB are shown in Fig] 7. The most probable value of the Landaue®asrbeasured to 18.5,
19.4, 23.9, 18.4 and 22.4 respectively for TID, TEC thin, TEC thick, Tl &0B sub-detector
modules.

The efficiency to detect and reconstruct a hit is measured counting how tin@es a good
track extrapolated to the layer determines a hit. Cuts have been appliedid@essing the layer
at the border of the acceptance region, given the extrapolation drtioe track, and known bad
modules have been excluded. The overall measured efficiency is 99@%earesults per SST
layer/disk is shown in Fid]8.
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Figure 8: Hit efficiency for all SST layers/disks: considering all nubes (black) and considering only
modules that are good (red).

The hit resolution has been measured using tracks crossing modulepaegyilens. The small
distance and amount of material between the overlapping modules makesrtparison of local
coordinates of the two modules a good estimate of the hit resolution. The repssiris almost
insensitive to local misalignment, except for uncertainties on the relatidesabgtween the two
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modules, which have a negligible contribution at first order. Results amersim Fig.[ for tracks
almost perpendicular to the silicon surface. The spatial resolution is weWlike binary resolu-
tion determined by the strip pitch.
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Figure 9: Detector hit resolutions measured using overlaps.

For each track the SST provides not only a measurement of momentum, dat migltiple
measurement of the ionization energy loss dE/dx and therefore prowichesarticle identification
capabilities. A barrel track can count on at least 10 independent megasnts from the SST. The
dE/dx distribution versus the momentum can be seen i Hg. 10: lines of kaotsns, deuterons
and tritium are visible. Red lines are Bethe-Bloch expectations extrapotatediffit to the proton
line: deviations at large dE/dx are due to saturation effects.
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Figure 10: Measurement of dE/dx in the Silicon Strip Tracker.
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3.5 Conclusions

The Silicon Strip Tracker of CMS has run very efficiently during 20102@ollisions, with
little downtime thanks to the stability of all detector systems, in particular coolingepsupply
and back end electronics. The detector shows excellent performameeria of signal-to-noise
ratio, cluster reconstruction efficiency, spatial resolution and dE/dx une@ent. This has been
achieved thanks to a solid detector commissioning and calibration procedime$arge increase
of instantaneous luminosity did not introduce any new issues in the detauidheafirst effects of
radiation damage do follow expectations.

These results are an excellent milestone for the long physics data takimg thefdirst long
shutdown of LHC, planned for 2013.
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