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Abstract

For large international High Energy Physics experiments, modern web technologies make the online
monitoring of detector status, data acquisition status, trigger rates, luminosity, etc., accessible for the
collaborators anywhere and anytime. This helps the collaborating experts monitor the status of the
experiment, identify the problems, and improve data-taking efficiency. We present the Web-Based
Monitoring project of the CMS experiment at the LHC of CERN. The data sources are relational
databases and various messaging systems. The project provides a vast amount of in-depth information
including real time data, historical trend, and correlations, in a user friendly way.
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Abstract

For large international High Energy Physics experiments, modern web technologies make the online monitoring of
detector status, data acquisition status, trigger rates, luminosity, etc., accessible for the collaborators anywhere and
anytime. This helps the collaborating experts monitor the status of the experiment, identify the problems and improve
data taking efficiency. We present the online Web-Based Monitoring project of the CMS experiment at the LHC at
CERN. The data sources are relational databases and various messaging systems. The project provides a vast amount of
in-depth information including real-time data, historical trends and correlations in a user-friendly way.
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1. Introduction

The Compact Muon Solenoid (CMS) [1] experiment is one of the high energy physics experiments at
the Large Hadron Collider (LHC) [2] at CERN [3]. Currently it has about 3000 collaborators from 172
institutes spread over 39 countries. For such a large international collaboration, it is important to timely
relay the status of the experiment to the collaborators around the world. For this purpose, the CMS online
Web-Based Monitoring (WBM) has been developed since early 2006.

The CMS online WBM server is accessible on web browsers for the collaborators locally and remotely,
anywhere and anytime. Fig. 1 shows the main page. A suite of user-friendly tools is used widely to monitor
the real-time and historical status of the experiment. The tools help the experts identify the problems with an
ultimate goal of improving data taking efficiency. WBM has become one of the most important collaborating
tools for the experiment.

*Corresponding author. Tel: +1-630-840-2956; fax: +1-630-840-6736
! E-mail address: zrwan@fnal.gov
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Fig. 1. CMS online Web-Based Monitoring main page.

2. Data sources

The data sources consist of the online Oracle database and various messaging system. The online Oracle
database has a wealth of information for the real-time and historical states of the experiment including
detector status, data acquisition status, trigger rates, luminosity, etc. The messaging systems include LHC
hardware serial line, LHC software messaging system, CMS online real-time information, text message
from shift leader, and others.

3. Software technologies

We aggregate multiple heterogeneous software and hardware data sources into one integrated user-
friendly web interface. Modern software technologies are used to do so.

On the server side, WBM runs on Scientific Linux [4] operating system and is based on the Apache/Tomcat
application container [5] and the Java Servlet technology. JDBC and PL/SQL are used to read data from
the database. A dedicated CERN java application called Data Interchange Protocol is used to receive data
from LHC accelerator systems. A dedicated CMS application XDAQ flashlist [6] is used to receive data
from CMS online systems. Plots for data visualization are mostly implemented by C++ and ROOT [7] with
output in the formats that high energy physicists are mostly familiar with: eps, png and root. JFreeChart [8]
is used to produce png plots directly in the Java Servlets in the case where other formats are not required.

On the client side, data is presented in web pages using HTML, CSS and JavaScript supported univer-
sally by all of the web browsers. Users are not required to install any plugin. AJAX and XML are used
to communicate with the server for the applications with an automatic refreshing feature. Recently, jQuery
and HTMLS5 canvas [9] are also used for data visualization on the client side.

For the collaborative code development, SVN [10] is used for version control, TWiki [11] is used for
documentation and Savannah [12] is used for task management. For code testing, we strive for one command
to get things done: one command to set up the configuration, one command to compile and one command
to install. Several development servers are used for testing. The services are unavailable for only a few
seconds when a new release is pushed to production, thereby minimizing the interruption.
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The controlled access from the outside world to the WBM server is via CERN Single Sign On [13]
authentication and the proxy to the private CMS domain, thus for the users of the CMS collaboration.

4. WBM products

In the following, we describe some of the examples of the WBM products including the applications for
real-time data, the applications for archival data and the applications for data taking efficiency.

4.1. Applications for real-time data

The applications for real-time data show the status of the experiment right now and they are automat-
ically refreshed. A high-level non-expert type of page for general CMS members called CMS page 1 is
shown in Fig. 2. It contains the information about the current LHC beam status, the current CMS data ac-
quisition status, a dynamic plot of how much data is delivered by LHC and how much data is recorded by
CMS during last 24 hours, the comments of the shift leader in the control room, etc. The page is made of a
picture of 800x600 pixels in png format. It fits and works on almost all kinds of computers and devices.
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Fig. 2. CMS page 1.

We have applications to monitor the current status of LHC. One example for the LHC status is shown in
Fig. 3. It displays the beam state in the context of possible states: beam preparations, stable beams, beam
dump, etc. Another example for the bunch pattern of the LHC beams is shown in Fig. 4. A beam consists
of bunches of particles with precisely configured gaps. The application displays the bunches of the beams
as seen at CMS.

We also have applications to monitor the current status of CMS. One example for the trigger rates is
shown in Fig. 5. The application displays trigger configuration, rates and alarm. The time trend of each
trigger path can be easily added or removed in the plot by toggling a check box. The plot is implemented by
the new HTMLS canvas technology and works on the web browsers of both computers and phone devices.
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Fig. 4. Bunch pattern of the LHC beams.

Another example for the status of luminosity sections is shown in Fig. 6. A luminosity section, which is
218 orbits around the LHC tunnel with a speed very close to the speed of light and totals about 23 seconds,
is the smallest quantized time range to define data quality. The application shows luminosity, beam status,
high voltage status of sub-detectors, etc., for each luminosity section. This is a very important application
for checking the online data quality. One more example is the slow control status shown in Fig. 7. It
shows voltage, current, temperature, etc. for each sub-detector, displayed by image map corresponding to
its geometry. A user can use a mouse to point to a component to display its values, click the component to
show its statistics during last 24 hours, select sub-channels and plot time trends to diagnose problems.
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4.2. Applications for archival data

The applications for archival data in the online database are for the historical states. One example is
called fill report, from which it is easy to drill down to the details. A fill is a period of time when beams
circulate in the LHC. At the front page, it shows a list of fills and summary information for each fill, shown
in Fig. 8. If a user clicks one of the fills, it drills down to the CMS run numbers of the fill. A runis a
period of time CMS takes data with a well defined configuration. If a user clicks one of the run numbers,
it shows the detailed information of the run, including luminosity delivered and recorded, configurations,
events, magnetic field, data acquisition components, level 1 and high level trigger rates, data file size, etc. If
one wants to find out e.g. high level trigger rates, one can drill down further. Everything is amazingly linked
together! In fact, this application is important for not only online monitoring but also offline data analysis.
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Fig. 8. Fill report

2.1

The instantaneous luminosity scenario for trigger design has changed from 10°! to 5 x 10** cm™2s7!, a
factor of 500, since last year. It is an enormous challenge for the trigger designers to deal with the rapidly
increasing instantaneous luminosity. We provide an application to monitor the trend of trigger cross sections
versus instantaneous luminosity, shown in Fig. 9 for one of the level 1 trigger paths. The parameter fitting
and the visualization for the linear and non-linear effects for all of the trigger paths have been a great help
for designing the trigger tables.

A large amount of data in the online database is in the form of values and time stamps. We provide a
generic application called condition browser to visualize such data. Time trends can be plotted in any given
time range. The implementation starts with meta data (where to find the values and the time stamps) and
automates the rest of the process. This design makes it very flexible to implement requests e.g. “I want this
and that during the last hour by one single click,” instead of writing any specific combinations from scratch.
There are thousands of variables in the condition browser. An example for two variables versus time put
together is shown in Fig. 10 (a). Furthermore, correlations between any two variables can be joined by
closest time difference. This is fondly called at CMS “anything vs. anything.” An example correlation for
the two variables in Fig. 10 (a) is shown in Fig. 10 (b). Again, work is reduced to tell the condition browser
where to find the two variables and the rest is automated. This design makes it extremely easy to correlate
two arbitrary asynchronous variables no matter where they are stored. The output is implemented in various
formats including png, eps, html, txt, csv, xml, sql, root file and root script.

4.3. Applications for data taking efficiency

The CMS experiment needs very high data taking efficiency in order to stay competitive. To help identify
problems and improve data taking efficiency, we provide an application called run time logger, shown in
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Fig. 11. The shift leader in the control room is required to categorize, and identify the reasons for, the
time lost and luminosity lost. To quantify data taking efficiency, we provide an application for data taking
efficiency versus fill, shown in Fig. 12. The red bars are for efficiency by time and the blue bars are for
efficiency by luminosity. These applications are very important for the operation of the CMS experiment.

5. Summary

The CMS online Web-Based Monitoring is accessible to the collaborators locally and remotely, any-
where and anytime. It provides a vast amount of in-depth information including real-time data, historical
trends and correlations in a user-friendly way. It is a key element for successful data taking operation of the
CMS experiment.
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Fig. 11. Run time logger.
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