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a b s t r a c t

The LHCb RICH1 detector uses hybrid photon detectors (HPDs) as its optical sensors. A calibration system
has been constructed to provide corrections for distortions that are primarily due to external magnetic
fields. We describe here the system design, construction, operation and performance.
& 2015 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under

the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The LHCb experiment [1] is dedicated to precision measure-
ments of CP violation and rare decays of B hadrons at the Large
Hadron Collider at CERN. Key measurements of the LHCb physics
program are outlined in Ref. [2]. Excellent discrimination among
different particle species is vital to study decays with similar
topologies and to suppress combinatorial backgrounds.

LHCb has two RICH detectors to provide hadron identification in the
momentum range 2–100 GeV/c. A schematic view of RICH1 is given in
Fig.1. Both RICH detectors use arrays of hybrid photon detectors (HPDs)
to detect the Cherenkov photons created in their radiators [1,3,4]. The
photon detectors need to provide accurate photon position measure-
ments. This is a critical component of the Cherenkov angle resolution,
which determines the separation power of different particle species,
particularly at high momentum. Indeed, at all momenta, good photon
position resolution is required by the likelihood function that is
typically used in particle identification algorithms.

The HPD used in the LHCb RICH detectors [5,6] is a cylindrical
optoelectronic imaging vacuum tube that has a quartz window of
spherical section, an S20 multi-alkali photocathode, and a silicon
pixel sensor. This is shown in Fig. 2. Its internal electrodes are

operated at 16–20 kV, setting up an electric field cage in which the
photoelectrons are cross-focused, and follow long ð � 125 mmÞ
drift trajectories from the photocathode to the pixel sensor. The
pixel sensor is bump-bonded to a custom binary readout chip.
There are 32 �32 effective pixels in the sensor, each of area 0.5
�0.5 mm2. However, each effective “LHCb” pixel actually consists
of eight physical “ALICE” pixels of area 0.5 �0.0625 mm2. The
eight ALICE pixels are grouped together in the readout to form a
single LHCb pixel (termed “pixel” herein). The nominal electro-
static demagnification factor of five gives a measurement granu-
larity of 2.5 �2.5 mm2 at the exterior of the quartz window.

HPDs are well known to be sensitive to external magnetic fields [7–
9]. The magnetic Lorentz force deflects photoelectrons from their
nominal trajectories causing pinwheel and shift distortions of the
entire image and hence a subsequent loss of accuracy in the detected
photon position. Depending on the angle of the magnetic field, this
distortion can be quite severe (up to several pixels), completely
compromising the photon position resolution. Consequently, they are
efficient only below 1.5 mTaxial fields, and less so if the field is off-axis.

Both LHCb RICH detectors are affected by the fringe magnetic
field of the spectrometer magnet, but it is most pronounced in the
RICH1 detector which is located immediately upstream of the
magnet. The field is reduced by an iron shield surrounding RICH1
(seen in Fig. 1), and further by cylindrical Ni–Fe alloy shields
around each HPD. Even so, initial estimates indicated up to 3.0 mT
fields at the HPDs. With possible inhomogeneities and saturation
effects, the resulting non-uniform fields could produce serious
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distortions which would be impossible to predict in an a priori
manner. The calibration system described in this paper is dedi-
cated to mapping and correcting these magnetic distortions in
RICH1 [10]. A different system is employed for this purpose in
RICH2 [11]. In addition to magnetic distortions, there are electro-
static distortions possible from variations in the applied HPD high
voltages, and optical distortions from the quartz window. Distor-
tions from all sources are combined, and this calibration system
will correct for these effects as well.

In the next section, the overall design of the magnetic distortion
calibration system (termed MDCS herein) is provided, followed by
a description of the relevant details of the system, its testing and
installation. Subsequently, the data-taking procedure and analysis

method are developed, then the main performance metrics and
results are presented. Concluding remarks follow.

2. System design

The basic requirement on the MDCS system is to remove the
potentially severe distortions from the array of HPDs. The cor-
rected photon position should contribute an error small in
comparison with the intrinsic spatial resolution of the HPD.

The strategy for the MDCS is implemented in two steps. First, a
light spot is projected at a precisely known position on the quartz
window of a given HPD in the array. The spot has a small size in
comparison to the pixel size, and is oriented front-on to minimize
refractive effects at the window and shadowing by the magnetic
shield surrounding each HPD. The spot is moved to scan the HPD
array in two dimensions, with small enough step sizes to map out
the distorted image of the pixels. The data taken from this scan
form a “direct” mapping of the distortion at a given magnetic field.
Second, an “inverse” mapping is created, assigning a given
distorted pixel hit to its real position on the entrance window.
This may be done by a parameterized functional fit to the data if
the distortion is sufficiently smooth to do so with a small enough
reconstruction error, or alternately by a look-up table if the
distortion is too severe or non-uniform. With proper survey
information, this strategy can provide an absolute positional
calibration of each pixel in the HPD array.

Implementing this strategy for the MDCS system required
consideration of the tight physical constraints on the system in
terms of overall area (1283 �540 mm2), form factor
ðo40 mm highÞ, and maintenance of a clear photon aperture for
the HPD array. Additional considerations were made due to
operation in a magnetic and radiation environment.

The basic system design is shown schematically in Fig. 3.
Instead of a single light spot moving in two dimensions, spatial
constraints on the system size forced a solution having a long bar
with many individual light sources (LEDs), termed a “light bar.”
Each LED in the light bar can be individually powered, and each is
collimated in order to project a small light spot onto the HPD focal
plane. The light bar is mounted as a gantry between two linear-
motion control stages. The movement of a given light spot in the
direction of the stages is very fine and nearly continuous, while
the positioning of the light spot in the direction along the light bar
is discrete, effected by powering adjacent LEDs in turn. This choice
is dictated by the spatial constraints on the system.

3. System description

Two identical and independent MDCS systems were designed
and constructed for RICH1, one for each of the upper and lower
HPD enclosures. In this section, the description pertains to only
one of the two systems.

3.1. Light bar

The light bar consists of two long carbon fiber side rails, on
which are mounted a series of 19 LED PCB units, custom designed
for this application.3 Due to spatial constraints, one of these units
was half-sized. The HPD active area was covered completely.

Each LED PCB unit consists of a six-layer PCB, on which are
mounted four LED arrays (two for the half-sized unit), an on-board

Fig. 1. Schematic view of the RICH1 detector. The MDCS system sits in the photon
funnel, which is located just outside the C4F10 gas enclosure. There are two MDCS
systems, one each for the upper and lower HPD arrays. Each HPD array has
7 columns of 14 HPDs.

Fig. 2. Schematic view of the LHCb RICH HPD. Photons impinge on the spherical
quartz input window and are converted to photoelectrons which are cross-focused
onto a silicon pixel array with custom readout. A typical photoelectron trajectory
that is distorted due to an external magnetic field is indicated.

3 Design and fabrication of these LED PCB units (and controller) were made in
conjunction with SenSyr LLC, 111 College Place, Syracuse, NY 13244, 〈www.sensyr.
com〉.
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addressable microcontroller, a driver circuit to control each LED,
and a collimator unit. This is shown in Figs. 4 and 5.

The LED arrays4 consist of a 5�7 matrix of green LEDs on
2.54 mm centers. The LEDs have dominant wavelength 569 nm
and half-width 30 nm. The four LED arrays are tilted as a unit at an
angle of sin �1ð0:5=2:54Þ ¼ 11:351, in order to provide a smaller
effective separation of light sources. This tilt gives a 0.5 mm
granularity of LED centers, as projected in the long dimension of
the light bar. During construction, the LED arrays were precisely
aligned to reference holes in the PCB, epoxied in place, then
soldered. The PCB was populated afterwards with the remaining
components.

The collimator unit is an array of individual collimators, one for
each LED in the LED array, shown in Fig. 5. Each collimator is
centered on its own LED, and consists of a length of open tube
machined in a block of Delrins acetyl homopolymer. The colli-
mator geometry has three segments: a 6.35 mm length of
0.343 mm diameter, a 12.7 mm length of 1.0 mm diameter, and a
final 6.35 mm length of 0.343 mm diameter. Extensive design
studies of the collimator geometry were carried out, with the
projected spot size as the figure of merit. The spot size was

designed to be 6.5 mm FWHM at the effective HPD focal plane,
85 mm from the collimator.

A practical consideration was the ability to reliably and pre-
cisely machine an array of 2590 identical collimator holes in a light
bar. This influenced the decision to use Delrins, which is suited for
CNC machining in its ability to cut without binding the tools, and
which has low moisture retention hence good dimensional stabi-
lity over time. The collimator unit was constructed as a stack-up of
two pieces, due to the limitations in the thickness of material
through which a small-bore hole can be drilled reliably. These two
pieces were visually inspected after manufacture, and re-worked
by hand as necessary to assure each small hole was free of any
residual obstructions.

Mechanically, the collimator unit is the precision reference
point for fabricating the light bar. The collimator unit was
assembled on the populated LED PCB using the same reference
holes used for the LED arrays. A precision jig was used to align all
19 completed LED PCBs for the light bar by positioning them using
these same PCB reference holes (now transferred to the face of the

Fig. 3. MDCS overall system drawing. In this view, HPDs are located above the
system, facing down (into page). Their projected positions are denoted by dotted
circles. The light bar movement is horizontal, stepping incrementally in front of the
HPDs, with a changing LED pattern at each step; it is shown here in its fully
retracted (parked) position. The entire system fits within the photon funnel.

Fig. 4. A close-up of the light bar, showing two full LED PCB units, as viewed from
the HPD array. The side rails are epoxied to the LED PCB, forming a U-channel in
which the LED arrays plus collimator units are positioned. The LED array is covered
by the collimator unit in this view. Dimensions are in mm.

Fig. 5. An exploded view of a single LED PCB unit. Light is emitted from a given LED
in the array into its collimator, encountering three segments of different lengths
and diameters (as indicated). If not absorbed, the light emerges upwards toward
the HPD array, which has its entrance window facing down at 85 mm distance (not
shown). Dimensions are in mm.

4 Lite-On LTP-757G LED arrays.
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collimator units), and by locating the collimator exit faces flat on a
reference plane. Similarly aligned were reference holes in the
carbon fiber side rails for locator pins. The PCBs were then bonded
to the side rails with epoxy and aluminum screws, forming a U-
channel in which the LED arrays and collimator units were
positioned. The result was a � 1200 mm long, planar, two-
dimensional array of 2590 collimator holes precisely located on
0.5-mm projected centers, across LED and PCB boundaries, with
reference marks for surveying into RICH1.

The microcontroller5 on each PCB is addressed individually and
downloaded with a pattern code via an SPI bus6 which runs along
the light bar. To power an LED, a microcontroller output line goes
high, sourcing the current for one or more selected rows of five
LEDs. Concurrently, the microcontroller fires one or more column
power MOSFETs7 to sink the current. The pattern code selects
which row(s) and column(s) are activated. All necessary LED array
patterns may be activated with this logic. Each LED PCB may be
programmed with a different pattern or all with the same pattern.

3.2. Motion control

Motion control was effected by two linear stepper motor
stages,8 with a long enough travel to cover the entire active area
of the HPDs. The stepper motors allow for precision movement of
the light bar. An optical position encoder gives feedback position
information for additional accuracy. Both stages are wired to a
single motor controller, synchronizing the movement of both
stages. Each stage was modified with a 901 helical gear box to fit
the tight spatial constraints. The gearbox also allows for manual
turning from outside of RICH1, should the stages fail.

Each stage is fitted with two limit switches which indicate the
home and end-of-travel positions. During movement, a swing
mechanism keeps the light bar cabling from binding. Mounting
pins allow the removal and replacement of the stages with
precision. Similarly, the light bar is mounted with locator pins
from one end for precision reference.

3.3. Master control board

The light bar and motion stages are both controlled by the
master control board, a custom PCB which has a master micro-
controller, internet interface, LVDS drivers, power drivers, and AC
relay. The master microcontroller9 was programmed with its own
small operating system to respond to specific commands arriving
from the internet port.10 This allows all commands to be issued via
TCP/IP. Depending on the command, the master control board will
either pass the command to the LED PCBs, pass it to the stepper
motor controller, or act on the command itself. Hence by synchro-
nizing the LED pattern and movement of the light bar, a cartesian
grid pattern (or other required pattern) may be projected on the
entire HPD array.

The light bar commands are transmitted to the LED PCBs over a
long cable using LVDS logic to reduce noise pickup, and received
by a transition board at the head of the light bar. Here the signals
are level-adapted to the TTL SPI bus which communicates to the
slave microcontroller on each LED PCB individually or collectively.

The master control board can also turn off the DC power to the
light bar and AC power to the motor controller. This function is
quite important, since even when idle but powered, these devices
may be a source of noise for the HPDs during operation.

4. Testing and installation

Both MDCS systems were tested extensively for mechanical and
optical performance.

The motion control stages have a position resolution of 50 μm
bidirectionally. However, a repeatability of � 10 μm is obtained
when traveling unidirectionally (i.e., when the movement includes
no backlash in the lead screw). So in operation, any such effect is
reduced by always approaching a new position for the light bar
from the same direction.

The light output of each spot was set via a current-limiting
resistor to have a 1 MHz count rate per pixel as measured by the
HPD at the center of the spot, which is equivalent to the highest
rate expected in actual operation. This intensity was chosen to
allow calibration data taking in a reasonable amount of time.

The mechanical stiffness of the light bar is provided by the
height of the carbon fiber side rails (32.6 mm), which admit
negligible sag under the lightweight load of the LED PCB units.
This was checked optically before installation and also cross-
checked with data. Additionally, the light bar is mounted onto
the stepper motor stages using slots at one end to avoid any
deformations due to potential misalignment in the parallelism of
the two stages.

Both MDCS systems were mounted on their respective photon
funnels before installation in RICH1, as shown in Fig. 6. The
positions of the light bar at several points along its travel were
surveyed with respect to the photon funnel. After installation, the
photon funnel was surveyed with respect to the RICH1, and thence
defined with respect to the LHCb spectrometer.

5. Operation in RICH1

Special data-taking runs (called MDCS scans) are taken peri-
odically for monitoring purposes, or in the event when a new
calibration is needed (e.g. HPD replacement). Data are taken with

Fig. 6. A photograph of one MDCS system, installed in a photon funnel prior to
installation in RICH1. The light bar is seen extended at � 1=3 of its full travel.
During RICH operation, it is folded away into its parked position.

5 Microchip microcontroller PIC 18F6622, with high current source/sink.
6 Serial Peripheral Interface (SPI) bus is a de facto standard for device

communication and control in master/slave mode, via synchronous serial data link.
7 International Rectifier IRLML2803 HEXFET Power MOSFET.
8 Parker/Daedel model LP28 linear-motion control stages.

9 Microchip microcontroller PIC 24FJ128GA006. This is the master to the slave
microcontrollers which are on the LED PCBs.

10 Lantronix XP1002001-03R XPort SE embedded ethernet server.
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both polarities of the spectrometer magnet (at 1.5 T nominal) and
with the magnet off.

The light bars are controlled interactively via TCP/IP using a
PVSS project,11 integrated into the RICH1 global control system.
The LEDs are synchronized with light bar movement to create a
grid pattern of light spots over the entire HPD array. A scan is
divided into “steps,” uniquely characterized by a fixed bar position
and a given configuration of LEDs. For simplicity, all LED PCB units
are configured identically, with only one LED per unit switched on.

During a scan, the light bar moves 42 times and illuminates
each HPD column, in turn, for � 5 s. Typically, the sparse LED
pattern results in an HPD being illuminated by a single LED at each
step. In this way, the pixel hits can be directly associated with a
specific LED position. For a given light spot, several pixels are hit.
The hit pixels are grouped together into a cluster, called herein a
“peak” (as illustrated in Fig. 7).

6. Calibration data analysis

The first tasks in analyzing calibration scan data are to identify
the peaks (clusters), and to clean the images in order to distin-
guish peaks corresponding to LED light spots from those due to
unwanted background processes.

6.1. Peak finding

The peak-finding algorithm forms peak candidates from the
photoelectron hits occurring during the 6000 triggers that are
recorded at each step. Pixels with more than 100 hits/step and
with one or more of the eight neighboring pixels having no hits
are flagged as noisy, and removed from the analysis.

Peak candidates are formed in a square window of 7 �7 LHCb
pixels where the central pixel contains at least 1% of the total hits
in the HPD (for that particular step) and the neighboring pixels
have fewer entries. Overlap between these matrices from different
peaks is not allowed. Selected peak candidates are then fitted
using a two-dimensional Gaussian function.

The distributions of the width of the peaks for magnet off and
on data are compared in Fig. 8, and show that the peak shapes are
not significantly distorted by the magnet. The average peak radius
ðsÞ is 0.84 pixels, which corresponds to a light spot of 5.5 mm
FWHM at the entrance window, to be compared to the expected
design value of 6.5 mm FWHM. This conversion uses the total
magnification factor, as determined below.

6.2. Sources of background

Three independent sources of background contribute fake
peaks in the scan data: ion feedback [12], total internal refraction
within the photocathode window, or noisy pixels in the
silicon chip.

Ion feedback occurs when a photoelectron ionizes residual gas
atoms in the HPD tube. The ion drifts to the photocathode
producing secondary electrons which are focused on the sensors
with a typical delay of 200–300 ns. Usually the fake peaks due to
ion feedback are located near the chip center. This background
occurs only in certain tubes in the HPD array.

Backgrounds from total internal reflection occur whenever an
LED illuminates the periphery of the quartz window. Light enter-
ing the tube may be reflected back into the quartz window by the
flat surface of the HPD dynode. It is then incident on the external
surface of the window at a sufficiently large angle for total internal
refraction to occur. The curvature of the window dictates the radii
at which the reflected-then-refracted light forms ancillary peaks.
This background occurs at a similar radius, regardless of azimuthal
angle, and produces the circular features visible in Fig. 9(a). This
background occurs in all HPDs.

HPDs with noisy pixels or those affected by ion feedback can be
easily identified since they always have hits, even when not
illuminated. These tubes usually have a total number of recon-
structed peaks that is well above the average of other tubes,
integrated over the entire scan.

6.3. Pattern cleaning

A pattern-cleaning algorithm is used to distinguish primary
signal peaks from background arising from the above sources [13].
Four variables are used to characterize the properties of the peaks
and to build a likelihood that optimally selects signal. These
variables are the following: (1) the height of the fitted 2D peak,
(2) the number of hits recorded across the HPD in which the peak
is found, (3) the proportion of these hits that contribute to the
peak, and (4) the displacement of the peak in the direction of the
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11 PVSS process control software, from ETM Professional Control GmbH,
Eisenstadt, Austria.
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light-bar's travel, compared to the average displacement of all the
peaks found in the other HPDs in the column.

An unbinned maximum likelihood fit is performed on these
four variable distributions and combined into a likelihood for the
signal and the background hypotheses. The logarithmic difference
between the two likelihoods (Delta Log Likelihood: DLL) is taken
as the discriminant variable for the peak selection. The DLL
distributions for single and non-single peaks is shown in Fig. 10.
As expected, HPDs which have a single fitted peak have a high
likelihood of being a primary signal peak. The cut in DLL can be
varied depending on the purity required, however usually a
DLL40 cut is applied. If more than one peak passes the DLL cut,
the one with the highest DLL is kept. With this technique, a large
fraction of useable peaks are retained from HPD images containing
multiple peaks by requiring DLL40 (HPD images with a single
peak are unambiguous and always retained). An example of the
cleaned pattern is shown in Fig. 9(b). The resulting set of cleaned
peaks is used to extract the final calibration parameters.

7. Calibration extraction

The distortion of the photoelectron image in the presence of
the magnetic field is observed to be modest and smoothly varying.
This allows an inverse mapping strategy, mentioned above, to be
implemented via a parameterization of the distortion rather than a

look-up table procedure. Parameters are obtained for each HPD
and stored in an LHCb database for use in the Cherenkov ring
reconstruction with collision data.

7.1. Parameterization

Due to design of the RICH and its shielding, the magnetic field
inside the HPDs is, to a good approximation, parallel to the tube
axis. The absence of a significant transverse field simplifies the
parameterization, as radial symmetry about the tube axis can be
assumed. The transformation of the position of a peak on the
silicon chip to that of the corresponding light spot at the exterior
of the HPD window involves both radial and axial components.
Any point on the pixel chip has coordinates ðRA;ϕAÞ, viz., the radius
and azimuthal angle with respect to the center of radial symmetry
on the chip (chip center). Similarly, the corresponding point on the
outer surface of the quartz window has coordinates ðRC ;ϕCÞ. The
transformation is parameterized as

RC ¼ ρ1RAþρ2R
2
Aþρ3R

3
A

ϕC ¼ϕAþθ0þθ1RAþθ2R
2
Aþθ3R

3
A; ð1Þ

where ρi and θi are the parameters to be extracted. The radial part
is a combination of the electrostatic magnification, the optical
refraction at the curved surfaces of the photocathode window, and
the magnetic distortion correction. The axial part describes the
characteristic “S-shaped” displacement, as is evident in Fig. 9.
These parameters are expected to depend only on the magnetic
field strength and to be stable in time. The whole photocathode
image (and so, the chip center) can move if small amounts of
charge build up on insulating surfaces within the tube. This is
measured periodically by fitting a circle to the uniformly illumi-
nated HPD disk image from proton–proton collision data. This
procedure automatically takes into account misalignment of the
chip with respect to the tube axis.

7.2. Fitting procedure

The calibration parameters are deduced by minimizing the
distance between the position of the selected peaks, suitably
transformed with Eq. (1), and the cartesian grid that is defined
by the geometry of the light bar and the logic of its movement.
Once cleaned, only one peak per HPD remains; so it is trivial to
associate it with the originating light spot, and hence it provides
strong constraints in the fit. As the LED unit is shorter than the
diameter of the HPD tube, an HPD is typically illuminated by two
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LED PCB units which result in two distinguishable grid patterns.
Depending on the step number within the LED illumination
sequence, the light may come from one unit or the other, but
not from both in the same step. Therefore these two distinct grids
are easily separated in the data, as seen in Fig. 11. The spacing
between light spots at the photocathode and the spacing between
two grids (inter-LED unit distance) are imposed using the design
specifications of the light bar. The absolute positions of the light
spot grids in the xy plane are not imposed but fitted together with
the distortion parameters to allow for a global misalignment of the
HPD tube.

Each peak position and corresponding grid point form a “pair”.
The pair is described by the parameters ΔR and Δϕ: orthogonal
distances between the two points when projected onto a 2D
surface perpendicular to the cylindrical axis of the HPD. Pairs
withΔR and/orΔϕRC greater than twice the spacing between two
consecutive LEDs are not considered in the fit, providing additional
protection from residual backgrounds. An example of the relation
of ΔR and Δϕ versus radius RC is shown in Fig. 12. These shapes
are parameterized by simple polynomial functions [7,8], and then
combined with a coefficient of magnification to arrive at the full
transformation, Eq. (1). The peak positions after the full transfor-
mation are shown in Fig. 11(b) and exemplify the validity of the
parameterization.

8. Performance on calibration data

8.1. Position resolution

The distribution of residuals between the distortion-corrected
peaks and the expected LED position is shown in Fig. 13. Clear
benefit is seen from application of the fitted parameterization. The
variance of the post-transformation data can be interpreted as the
residual uncertainty on the position of incident photons due to the
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Fig. 11. MDCS distortion correction applied to a typical HPD: (a) before distortion correction and (b) after distortion correction. The cleaned peak positions at the
photocathode before and after correction are shown as dots. The expected grid patterns from two LED units are superimposed.
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magnetic distortions. A simple Gaussian fit gives a width of
s� 0:49 mm (outside the HPD quartz window) which corresponds
to a factor of � 3:7 improvement with respect to the uncorrected
distribution. This remaining uncertainty compares well with that
due to the binary resolution of the LHCb pixels (0.81 mm). So it
can be concluded that the residual magnetic distortions inflate the
effective pixel contribution to the Cherenkov angle resolution by
just � 17%.

8.2. Magnification

The demagnification power of the HPDs is extracted from these
data and compared with the electrostatic design expectation of a
factor of five. In the absence of magnetic distortions (using data
taken whilst the spectrometer magnet is off) the effective demag-
nification of the HPDs, including the fish-eye refraction of the
curved photocathode window, is measured.

A second order polynomial is sufficient to parameterize the
magnification plus refraction effects. The total magnification
factor, averaged over all HPDs, is 5.6. The linear term dominates,
having an average value of 5.3, with the quadratic term becoming
significant at high RC, near the perimeter of the quartz window.

8.3. Correction stability

The stability of the MDCS corrections over time is related to
HPD behavior and long-term MDCS performance. Fig. 14 shows the
axial and radial magnetic distortion corrections (with magnifica-
tion constant) for a particular HPD at different times and high

voltage conditions over nearly a two year period. For the entire RC
range, the radial and axial corrections are stable and within the
resolution of the method. This legitimates the use of the same
calibration parameters during several months of experimental
operation. A new calibration is performed in the event of HPD
replacement or significant changes in operation (e.g., change of
high voltage).

9. Performance on collision data

The most important performance metric of the MDCS system is
its effect on the RICH1 Cherenkov angle resolution in proton–
proton collision data. For saturated ðβ¼ 1Þ Cherenkov rings in
collision events with hadrons in the final state, Fig. 15 shows the
per-photon Cherenkov angle resolution for the same data, with
and without the MDCS corrections applied. With the MDCS
corrections, a fit with a single Gaussian plus a second order
polynomial background gives a resolution of 1:59770:002 mrad.
This is close to the expected value of 1.55 mrad from simulation.
Without the MDCS corrections, the resolution is about a factor of
two worse, as determined by a comparison of the FWHM.

10. Conclusions

The LHCb RICH1 magnetic distortion calibration system
described here is dedicated to correcting the photon positions
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from the effects of magnetic fields and other distortions in the
HPD photons detectors. The MDCS system has been in operation
since the start of LHCb data-taking. An analysis method has been
developed to extract distortion correction coefficients from cali-
bration data. Applying these corrections to proton–proton collision
data, the per-photon Cherenkov resolution angle resolution is
improved by a factor of two, and now approaches the expectation
from simulation. This improvement greatly enhances the particle
identification performance of the LHCb experiment, and indicates
that the MDCS system has fulfilled its design requirements.
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