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Resolution limits of large dE/dx sampling detectors were studied systematically for pressures up to 5.5 atm in a variety of argon 
mixtures. The measurements were performed in a detector consisting of 64 pairs of 2 × 2 cm 2 proportional counters and a 50 cm drift 
space. Resolving power and linearity of response were measured for several quasi-simultaneous particles at higher pressures, extending 
the total detector depth to 41 m of NTP equivalent. The results show that resolution is consistently reduced with respect to predictions 
based on atmospheric pressure measurements for depths up to 7.7 m without drift (EPI detector). Influence of second-order effects 
and critical parameters affecting the resolution are analyzed with emphasis on compact detector design and relativistic rise region. 

1. Introduction 

The aim of this experiment was to determine the 
attainable resolution in d E / d x  sampling detectors, 
using a set-up with dimensions close to the limits im- 
posed by requirements for a compact colliding beam 
detector design. The present generation of already oper- 
ational full-scale colliding beam devices which include 
particle identification by ionization measurements has 
been designed to work at moments less than the mini- 
mum of ionization, i.e. up to only about 2 G e V / c ,  

reaching resolutions in d E / d x  of, on the average, about 
15% fwhm which is sufficient for this range. 

On the other hand, the extension of the detector 
performance to higher momenta and therefore into the 
relativistic rise region demands, inevitably, overall reso- 
lutions better than about 8% fwhm. So far, only a very 
limited amount of direct experimental data has been 
forthcoming from this extren~e range. If a limit of a 
"second generation" detector depth is set roughly at 
2 m, it is clear that the pressure of the gas filling must 
be increased [2-4] in order to have an atomospheric 
pressure depth equivalent of at least 5 m. Unfortunately,  
the slope of the relativistic rise is markedly reduced at 
high pressures, cancelling the potential gain in resolu- 
tion. The trade-off point should be investigated very 
carefully, bearing in mind problems related to scattering 
in thick-wall pressure vessels, mechanical rigidity and 
position precision, possible leaks, etc. 

In a final design, any particular detector will be 

* A shorter version of the first part of this paper was presented 
at the Int. Conf. on Experimentation at LEP, Uppsala, 
Sweden, 15-20 June 1980 [1]. 
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optimized for a given pressure. If technically possible, 
the sample size should be scaled as l /p ,  the practical 
limits being about 0.5-1 cm width, leading to several 
hundred samples in 2 m total depth. Note that at atmo- 
spheric pressure the optimum sample size is about 5 cm 
for argon. The signal wire diameter also scales as l /p.  
This optimization is clearly not feasible in a survey 
experiment where the main interest is in a comparison 
of performance of various gas mixtures within a wide 
range of working pressures. It is also very important to 
keep most of the "free" parameters (e.g. the reduced 
field strength E/p and therefore the drift velocity) 
approximately constant, if allowed for by operating 
conditions. Meaningful direct comparison of perfor- 
mance for various gas mixtures is then possible. A 
full-scale set-up allows detailed study and interpretation 
of second-order effects, which otherwise become ob- 
scured, and results are obtained without resorting to 
quite delicate extrapolations from reduced-scale proto- 
type measurements. 

2. Experimental set-up 

2.1. The detector 

The geometry of the detector was chosen with em- 
phasis on the possible direct comparison with our previ- 
ous measurements using the same sample number and 
size without drift, i.e., 64 × 4 cm [2] or 128 x 6 cm [5] at 
NTP. For  a wider range of pressures, however, a re- 
duced sample size is desirable so as to reduce the charge 
collection time across the sample. These considerations 
led to a design using 64 pairs of 2 × 2 cm 2 samples, 
giving a total active detector length of 2.56m. The 
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maximum working pressure was chosen to be 6 atm 
absolute with the possibility of operation below atmo- 
spheric pressure. Fig. I shows schematically the inner 
structure of the detector. The 64 pairs of 2 ~ 2 cm ~ 
proportional  counters with an additional pair at each 
edge are formed by parallel wires stretched with t c m  
spacing between Vetronite bars and crimped in copper 
pins. The signal wires (at ground potential) are of 25 
# m  diameter stainless steel (Stablohm 675), tensioned to 
40 g. The ht grid and field wires are of 100 #m diameter 
stainless steel, tensioned to 100g. The lower electrode 
(at a negative potential of a few kilovolts) is made of 
polished light alloy plate which is fixed together with 
the Vetronite wire supports to a rigid light alloy welded 
frame. A gating grid with identical spacing is stretched 
0.5 cm ~bove the ht grid. The field wires are connected 
to the lower electrode. Separated connections to all odd 
and all even wires of each of two grids allow for several 
potential distributions to be applied so as to vary the 
transparency of the grid system and to gate o n / o f f  the 
gas amplification. In the "open"  state the inner grid is 
connected to the lower electrode and field wires; the 
outer grid has higher negative potential. The data 
acquisition electronics was designed to have an input 
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Fig. I. Layout of the electrode structure. 

sensitivity such that the gas amplification factor coutd 
be kept at 3 /  103 at NTP to assure linear ionization 
response. 

For a most probable energy loss of about 1.5 kcV cm 
in argon (minimum ionization), 230 electrons are pro- 
duced in a 4 cm sample giving typically 7 × 105 elec- 
trons in the avalanche. (The A D C  saturation limit corre- 
sponds to tess than 2 × 106 electrons4 

The product of the d E / d x  deposit within the 4 c m  
sample and the gas gain was kept constant when va~ 'mg 
the operating pressure, so that the gas gain was chang- 
ing from 6 ~" 101 to 5 x  102 between 0.5 and 5a tm 
l amplifier and conversion gain were fixed~, 

The uniform electric field in the 50 cm of drift space 
is formed by a cage structure of 19 tubular stainless 
steel frames fixed with 2.5 cm interaxial spacing in five 
perpendicular Vetronite support frames. The tube diam- 
eter is 15 mm. the surface is polished and the corners of 
the frame are rounded with 3 cm radius, The beam entr~ 
and exit shorl frame sections have in~erts of stainless 
steel tubes of only 0.2 mm wall thickness to reduce the 
amount  of matter in the particle path. The drift space is 
closed bv a polished stainless steel ht electrode tmax. 
potential - 6 0  kV) with a stainless steel tube of 22 mm 
diameter fixed around the edge to avoid corona. Two of 
the insulating frame supports contain the ht distribution 
chain of resistors of 1 0 M £  per stage, encapsulated in 
Araldite. Polished "elbows" of 48 mm dianteterstainless 
steel tubes are fixed to the electrode corners to reduce 
the critical field gradient. The electrode system was 
showing no discharge problems at full ht. The "short"  
dimension of the frames is 29 cm between the tube axes. 
From the 25.5 cm of the signal wire length, the middle 
part of ~ 15 cm length shows response uniform to 
within a few percent. 

The measured electrostatic field maps for our grid 
configuration are shown in fig. 2. The drift field is 800 
V / c m .  the lower electrode is at 2kV and the signal 
wires are grounded. Starting from the left. the first 
distribution corresponds to "open"  state with maximum 
transmission through the grid structure In the second 
field map the first grid is 900 V lower t if we assume the 
field gradient orientation from high in the drift region 
into a pit around the signal wire) with respect to the 
open state potential of 2A kV, In the third field map the 
first grid is put 500 V below the original potential of 2.4 
kV and the second symmetrically higher by 500V from 
the original 2.0 kV. In both cases the potential barrier 
created in the grid region seems to be partially trans- 
parent. In the next two field maps the -~-500V bias was 
applied symmetrically in a zig-zag pattern in both avail- 
able combinations. The fourth distribution seems to be 
the most efficient for gating applicauons. In any case. a 
certain amount  of charge will leak through. Also, the 
gas amplification factor will be strongly affected, as 
could be seen from the field modificanons in the signal 
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wire region. Perfect balancing of the influence of two 
gating pulses of opposite polarity would be essential if 
pick-up by the amplifiers due to switching spikes is to 
be avoided. Fig. 3 shows, in the top part, the analogue 
signals from the wires, together with the switching spikes 
during the beam spill. The "open" gate pulse (corre- 
sponding to the second field map from fig. 2) was 800 V 
in amplitude and 90 ms long with rise and fall time 
constants of 500 ~s. The lower trace is a trigger signal 
from the beam scintillation counter telescope. In the 
lower part of fig. 3 the gate was opened during the spill. 
The resulting spike has driven the signal amplifiers 
deeply into saturation for almost 20 ms. This is obvi- 
ously the most unfavourable case and the symmetrical 
gating using balanced pulses will be much better, but all 
related problems are not yet solved. 

The complete detector assembly as described above 
is suspended on insulators from a 5 cm thick steel lid 
which is bolted with O-ring seal to a rectangular shaped 
steel pressure vessel, so that the drift is taking place in 
the horizontal direction. The inner surfaces of the vessel 
are painted with an Araldite based vacuum paint. The 
minimum distance of the upper ht electrode from the 
vessel walls is 14 cm. The 60 kV connection is made via 
external RC filter through one of the big support insula- 
tors, sealed by O-ring. The other ht connections are 
made via separated vacuum-tight connectors. The signal 
wires are connected to a row of vacuum tight BNC 
coaxial connectors fixed in the lid. 

Four 178 mm diameter l mm thick mylar windows Fig. 3. Example of a gating action. 
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with AI foil sandwiched between the mylar  sheets allow 
for a l ignment  of the beam in "small  drift".  "full dr if t"  
and  "d iagonal"  positions.  

Two windows at 90 ° to the previous set were pro- 
vided together with a reduced thickness in the upper  
electrode in the middle  of the detector  to enable  a 
cursory invest igation of the longi tudinal  drift  along the 
part icle trajectory. Fig. 4 shows an example of this 
longi tudinal  drift  for a single particle in Ar + 20~ CO 2 
at N T P  measured by a digital wave recorder. The drift  
velocity was close to 1 cm "~ts. The upper  par t  displays 
the full 50 cm of drif t  pa th  at 50 ns sampling rate. In 
the lower par t  of fig. 4 the sampl ing rate was 10 ns: one 
hor izonta l  division corresponds  to about  0.5 cm (500 nsl 
of drift. The signal wire amplifier  rise and  fall t imes 

were 10 ns, bu t  the t ime response was degraded by the 
50 cm long cables inside the pressurized box. On the 
average, only 5 c lu s t e r s / cm could be  dis t inguished.  The 
influence of diffusion in the gas is difficult to evaluate. 

For  moni tor ing  and  cal ibrat ion,  a col l imated ~ F e  
source equipped with a remotely control led shut ter  was 
a t tached  at one edge of the signal wire plane. A separate 
pair  of 2 x 2 cmz propor t iona l  counters  with a t tached 

Fig. 4, Longitudinal drift in 50 cm. Ar+20$ CO~: NTP. 

col l imated v~Sr source was si tuated reside the lower 
electrode suppor t  frame. 

The system was posi t ioned on rails fixed on. a heavy 
turntable ,  so that  the t ransla t ion and rotat ion a round  
the vertical ~-~is permit ted the beam k~ pass through the 
required parts  of the drift  volume. 

Invest igat ion of the influence of a magnetic field on 
the charge collection and l inearity of response were not 
possible in our  relatively thick and large steel pressure 

vessel. The necessary measurements  therefore had to be 
performed separately using a small test chamber  placed 
between the superconduct ing  coils of the 3.7 m bubb le  
chamber  BEBC at the beam entry, w indow A group of 
three independen t  propor t ional  counters  of 4 ~ 4. 2 ~ 2 
and  1 y I cm -~ section were exposed to a h igh energy 
negative plon beam and the most probable  value of 

ion izauon was measured in fields up m 35 kG by pulse 
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height analyser. At the same time the resolutions for 
1°9Cd 22 keV X-rays were determined. The signal wires, 
oriented parallel to the magnetic field direction, had 
diameters of 25 #m for the 4 X 4 and 2 X 2 cm 2 counters 
and 10 #m for the 1 X 1 cm 2 one. The gas filling was 
Ar + 5% CH 4 at NTP. The working conditions were 
optimized for maximum signal to noise ratio and linear- 
ity. The results are plotted in fig. 5, at the top for the 
width of the X-ray peak and at the bottom for the most 
probable ionization loss of the pions, normalized to zero 
field. As expected, the amplitude response in the latter 
case is immediately affected at low fields for 4 X 4 cm 2, 
the 2 × 2 cm 2 cell is significantly degraded from about 
5kG and the 1 X l c m  2 one seems to be operating 
correctly up to about 13 kG. For the X-ray resolution, 
by contrast, only the smallest cell shows significant 
degradation already at low fields. Therefore for a mod- 
erate field up to about 5 kG the 2 × 2 cm 2 cell seems to 
be the most reasonable choice. 

2.2. Electronics 

For a detailed study of the ionization amplitude 
response of the detector using gases having a wide range 
of drift velocities, it is preferable to use long time 
constants on the charge collection amplifier. This avoids 
an amplitude dependence upon drift velocity and small 
track angles, maintaining good measuring precision of 
the variations attributable to drift distance and gas 
characteristics. Also, measurements on quasi-simul- 
taneous particle tracks are possible, since the limit im- 
posed by double pulse resolution in fast electronics is 
avoided. Furthermore, a better signal to noise ratio is 
obtained, due to the longer integration of the ion cur- 
rent, which helps to increase resolution. Clearly, the 
particle rate must be limited accordingly. 

Sixty four channels of the original EPI system [6] 
were modified to suit this study. The amplifiers were 
re-designed to have differentiating time constants of 20 
tzs, which gave a base-line to crest time of 6/~s when 
loaded with the input connecting cable and the detector. 
Under these conditions, the onoi~ e was 6 X 103 electrons 
referred to the amplifier input which, when compared 
with the most probable signal value of 7 X 105 elec- 
trons, indicates a good signal to noise ratio. Resolution 
of the data acquisition electronics is 7 X 103 electrons 
and the ADC saturation limit 1.75 X 106 electrons. 

Each pair of sample wires was connected to its 
integrating amplifier, track and hold and ramp compari- 
son 8-bit ADC with shift register readout mounted 
directly on the detector. The ADC conversion time and 
readout into a local fast RAM buffer was about 450 ~s. 
This was overlapped by a 500 /~s re-triggerable veto 
gate, which defined the dead-time of the system and 
ensured that the data acquisition did not trigger again 
until the previous signals had well returned to the 
base-line. 

For strictly parallel drift of tracks with respect to the 
signal wire plane, the common hold trigger and start of 
data acquisition were derived from a fast discriminator 
connected to a central sample pair. The error in mea- 
sured amplitudes caused by errors and jitter in hold 
timing with respect to the pulse crest was about -+0.5% 
for l#s.  The jitter was typically within +0.2 t~s and the 
systematic part of this error was removed by individual 
sample corrections in the off-line data handling. 

For diagonal tracks at fixed angle (fig. 1) the first 
hold trigger, derived from the edge cell, started an 
adjustable frequency clock, which provided consecutive 
equidistant triggers for the subsequent samples. 

The string of 64 digitized pulse amplitudes corre- 
sponding to a given particle track was strobed first into 
the local fast RAM buffer which has a capacity for 16 
tracks. The blocks of accumulated data were then trans- 
ferred, between beam spills, via data link to a NORD-10 
computer and written onto magnetic tape. 

The arrival time of the signal from each particle was 
measured by a 20 ns resolution TDC as a difference 
between a beam tagging trigger and a stop pulse gener- 
ated by the hold trigger discriminator and the result was 
also recorded on the tape. The drift velocity was de- 
tern-fined over a 41 cm drift distance. 

2.3. Layout of the beam tests 

The detector was installed near the end of the $3 
beam line in the E2 hall. Two ejections per SPS cycle 
were available, either of --20-30 ms duration each, or 
fast spills of ~ 1 ~s. The latter were used for the multi- 
track resolution studies. Systematic measurements of 
gas, pressure and drift dependence were performed at 
15 GeV/c using a "natural" mixture of ~ 10% protons, 
--46% pions and --44% positrons; the muon con- 
tamination of the beam was negligible. The momentum 
bite was -+0.25% and the beam spot size was, at 15 
GeV/c, -- 4 cm fwhm in the horizontal (drift) plane and 
a little less in the vertical plane. The beam divergency 
was negligible inside the 2.56m of active detecting 
volume; particle flux was kept, on the average, at -- 10 
per burst. 

The detector was placed in front of the second of the 
beam tagging scintillation hodoscopes [7], so that the 
horizontal position of each particle was determined and 
registered with < 20 ns time resolution and within 0.5 
cm in space. Two threshold Cherenkov counters identi- 
fied positrons, pions and protons. An additional anti- 
halo large area scintillator with central hole for the 
beam was used for part of the run, covering most of the 
drift region exposed to the beam. Some of the electron 
showers generated near the end of the detector were 
eliminated in this way. 
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2.4. Gas system and choice o f  mixtures 

The quality of the mostly metallic surfaces exposed 
to the gas, the Araldite coating of the Vetronite and 
good quality seals allowed for pumping down to almost 
5 × 10 -3 Torr. This corresponds, for a detector volume 
of some 18501, to a level of 2-5 ppm of 02, improving 
with each consecutive pumping. A recirculation loop 
containing molecular sieve and "Oxisorb" purifier and 
membrane compressor was installed to be used for 
prolonged multiparticle resolution tests. The measured 
gas mixtures were filled into the detector in premixed 
form. Heating of the inlet tubes was necessary to speed 
up the stabilization of temperature during fast filling. 
The precision of the premixing was -+0.5% in volume. 

The gas purity for the Ar + 5% CH 4 mixture used in 
long runs was 99.995% for Ar with an 02 concentration 
< 5 ppm and 99.95% for CH 4 with 0 2 < 10 ppm. For 
other measurements the Ar purity was 99.998% with 
O z < 2 ppm, the CO 2 purity was similar and the organic 
quenching agents were 99.95% pure with O 2 < 10 ppm. 

The gas mixtures were selected so as to have close 
values of the drift velocity. The compilation of data 
from ref. 8 indicates that for a 1 kV/cm field strength 
the "common" point is near 4cm/t~s at NTP and, for 
the majority of the quenching agents, a t -  20% con- 
centration in argon. Mixtures of argon and 20% CH 4, 
C2H 4, C2H 6, C3H 8 and CO 2 were used. For iCaHjo the 
chosen concentration was 15%. 5% CH4 was used for 
comparison with the extensive data available for this 
mixture at NTP. One should note here that argon and 
up to 9% CH4 mixture is non-explosive (the explosive 
concentrations are on a few percent level for the other 
organic quenchers). Measurements were also performed 
for 5% C3H8, 50% C:,H 6 and for two more exotic 
mixtures with small amounts of xenon: Ar + 2% Xe + 
15% CH a and A r + 5 %  Xe+ 15% C2H 6. In order to 
improve the uncomfortably low drift velocity of CO 2, a 
mixture of A r +  10% CO 2 + t0% C2H 6 was used for 
some tests. 

2.5. Data processing 

Input of the particle data to the Nord-10 computer 
was through a common CAMAC direct memory access 
channel via independent real-time data streams for 
ionization values, drift time and tagging information, 
running under the SINTRAN III operating system, 
Separate logical records were written onto 1600 bpi 
magnetic tape from each of these data streams. Correla- 
tion of the streams was achieved via the absolute time, 
arbitration of resources was governed by semaphores, 
Furthermore, pressure and radioactive source informa- 
tion were periodically evaluated and summaries printed 
out. 

The intrinsically low flux rate allowed parallel analy- 

sis of full data for on-line displaying, which included 
the build-up of the energy-loss distribution over all 
samples, the individual sample responses, the drift time 
and the truncated mean distribution, thus allowing quick 
and reliable optimization of running conditions and 
their maintenance throughout the runs. 

The off-line analysis from data compressed onto 
high density tape (6250 bpi) was undertaken at the 
CERN computer centre. Due to the parallel triggering 
mode of operation no pattern recognition was needed. 
therebv reducing the cleaning to removing particles 
outside the beam regton in the horizontal plane with the 
help of the tagging hodoscopes and to excluding the few 
obvious non-tracks and. for stow extraction, multiple 
tracks by simple non-biasing criteria, The variations in 
response of the different samples (originally typically 
5%~ were corrected for by using the most probable 
values of the individual sample d E / d x  distributions 
predetermined from the same data. For the truncated 
mean distributions the mean vaues of the lowest 40% of 
ionization samples for each track were calculated to 
concord with the percentage used in EPI evaluations 
Correlated tagging information was available for a priori 
mass determination. 

2.& Measurements 

Each gas mixture was measured at 0.5. 1. 2 and 
3 5 atm. First. the beam was aligned on the gating ht 
grids and the grid transparency optimized for a given 
drift field. This has been done via on-line display using 
the truncated mean distributions for tagged pions. 

To illustrate this method an intermediate stage in the 
procedure is shown as an example in fig. 6 for Ar + 5% 
C~H~ at 2 arm. Three distinct regions defined by the 
beam hodoscope are plotted separately for particles 
passing through: (1) the signal wire region, (2) the 
inter-grid boundary region and (3) the adjacent drift 
region. The beam spread is sufficient to illuminate all of 
them without hitting the ht electrode. The higher ioniza- 
tion signals come. as expected, from the space nearest 
the signal wires, whilst the drift-region signals are at- 
tenuated due to transmission losses through the grids at 
these not yet optimized voltages. Nevertheless, the 
transmission efficienty is already at 94%. Not that due 
to the finite hodoscope resolution and the beam spread 
the "'wires" plot also displays hits in the boundary 
region. 

The aim of the exercise ~s now to adjust the grid 
potentials so as to merge the drift region peak with the 
direct peak from the wire region, reducing at the same 
time the prominance of the boundary peak and bringing 
it up towards the other two. In general this merging of 
the peaks can be achieved within two or three iterations. 
so that little data-taking time is los~. 

On the average, --5000 events were then ac- 
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Fig, 6. Example of a grid transparency optimization procedure. 

the gas pressure was constant to within a few millibars 
at 5 atm. 

3. Results 

3.1. Resolution and relativistic rise 

Fig. 7 shows an example of results obtained at 5 atm 
for a mixture of Ar + 5% CH 4 at full drift (raw data). 
The distributions in the top part were produced by 
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cumulated for each gas and pressure and in two parallel 
drift positions ("full drift", "small drift") spaced by 41 
cm, as indicated by arrows in fig. 1. Control measure- 
ments were also performed along the diagonal of the 
detector at an angle of -- 10 °. 

Generally, the applied drift fields in the drift region 
were in the range of 0.5-0.2 k V / c m  • atm for 0.5-5 atm 
absolute pressure. In spite of the wide range of gas 
amplification factors for the various gas mixtures and 
sometimes conflicting requirements for the three corre- 
lated potentials the grid attenuation, measured via the 
ionization peak ratio between "wires" and "small"  drift, 
was always well below 10%. 

The cosmic ray background producing -- 1-2 hits per 
spill was mostly vertical, influencing as a big signal only 
a few samples and thereby having little effect on the 
truncated mean. Most showers generated by electrons 
inside the detector were eliminated by the applied cuts. 
The beam was practically without halo. Protection 
against ejection spikes was provided by combined data 
acquisition veto and dead time defining gate. The data 
accumulation time was typically--  1 h for a given pres- 
sure and drift position. After temperature stabilization, 
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Table 1 

Results for 15 G e V / c  measurements on 64 × 4 samples (see text for details k 

Gas Pressure E / p  t, d Atten. 

mixture (atm) (kV/cm.a tm)  (cm//~s) (% in 41 cm) 

(% in Ar) 

s, fwhm 

LA c 40%~ 

e / p  
(409~) 

D/c~ 

5 CH 4 0.5 0.36 2.60 0 86 

1.0 0.28 2,88 0 70 

2.0 0.19 3.46 0.5 6 

4.0 a 0.14 3.76 0.7 49 

5.0 0.11 3.97 0.6 45 

5.5 0.11 

20 CH 4 0.5 0.54 6.14 0 84 

1.0 0.27 6.86 (/ 68 

2.0 0.28 6.81 0 59 

5.0 0.13 6.25 0.7 46 

5.5 0.19 

2 X e +  15 CH 4 0.5 0.27 5.73 0 g9 

1.0 0.27 5.68 0 68 

2.0 0.30 0 60 

3.3 0.23 5.78 t .7 52 

5.0 0.19 

20 C2H a 1.0 0.27 4.44 0 70 

2.0 0.28 4.48 1.7 59 

4.0 0.16 3.58 3.7 50 

5.0 0.15 3.40 6.0 

20 C2H 6 0.5 0.28 5.23 0 75 

1.0 0.37 4.65 0 64 

2.0 0.39 4.67 0.6 55 

5.0 0.17 4.28 6.6 43 

5.5 0.12 

50 C2H 6 0.5 0.54 5,01 2.0 77 

1.0 0.57 5.00 9.8 57 

2.0 0.38 4.71 13.1 49 

4.0 0.24 4.01 47.9 40 

5 X e +  15 C2H 6 1.0 0.27 3.97 0 74 
2.25 0.28 4.03 3.6 60 

5 C3H 8 0.5 0.16 3.30 0 85 
1.0 0.28 3.36 0 70 

2.0 0.29 3.36 2.5 59 

4,0 0.18 3.43 3.8 50 

20 C3H s 0.5 0.56 4.41 0 77 
1.0 0.27 3.88 5.1 63 

2.0 0.49 4.32 10.9 54 

4.5 0.24 3.69 24.6 43 

15 iCaHlo 0.5 0.44 5.10 (1 77 
1.0 0.27 3.74 1.0 62 
2.0 0,28 3.81 2.8 51 
3.6 0.24 3.46 9.5 44 

5.0 0.17 3.40 - 

20 CO 2 0.5 0.43 1.49 3.0 83 
1.0 0.27 0.90 5.2 67 

2.0 0.28 0.92 16.9 54 
3.5 0.24 0.78 35.8 48 

5.5 0.19 - - 

10 CO 2 + 10 C2H 6 1.0 0.27 1.75 5.5 67 
2.0 0.24 1.53 16.0 56 
4.0 0.21 1.33 42.7 46 
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12.0 

9.9 

14.5 
11.9 

9.7 
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8.4 
7.1 

15.2 
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10.7 
9.4 
9,0 

1.509 

1.443 

1,367 

1,287 

1,283 

1.488 

1.409 

1.341 

1.267 

1.267 

1.522 

1.420 
1.376 

1.314 

1.302 

1.405 
1.333 

1.281 

1.443 

1.392 

1.315 

1.250 
1.250 

1.345 

1.285 
1,231 

1 193 

1.4t 8 

1.339 

1.500 
1.427 

1.353 

1.298 

1.442 

1,355 
1.300 

1.240 

1.437 

1.356 
1.302 
1.248 

1.244 

1.457 
1.410 
1.343 
1.284 
1.213 

1.386 
1.331 
1.282 

2,96 

2.81 
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2.68 

2.71 
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2,62 

2,67 

2,85 
2,87 

2.53 

2.52 

2,31 

2.24 

2.66 
2,79 

2.35 

1.59 

[.84 

1,68 

1.60 

2,55 

2.80 

2,53 
2,73 

2.82 
2,76 

2.22 

2.52 

2.45 

2.37 

2.16 

2.51 
2.64 
2,43 

2.25 
2,87 
2.68 
2.41 

2.61 
2,81 
2,19 

4.84 

5.05 

5.18 

5,62 

4,08 

5,0~ J 

5.28 

5,18 

4.74 

4.9• 
5,38 

5.71 

4.90 

5.19 

4.89 

4,94 

5.16 

5.14 

5.13 

3.98 

4.35 
3.76 

3.48 

5.01 

4.87 

4.86 
5,05 
5.27 

5.73 

4,62 

5.20 

4.87 

4.70 

3,94 

5.02 

5.40 
5.42 

4,33 
5.29 
5,54 

5.23 

5.22 
5.03 
4,78 

a Measured at 70 GeV/c .  



I. Lehraus et al. / Particle identification by dE/dx sampling 369 

directly plotting the 64 samples for each tagged track. 
In the lower part the truncated mean distributions for 
protons, pions and electrons indicate the reduced rela- 
tivistic rise at 5 atm pressure. The resolution for data 
not corrected for sample response differences was ~ 8% 
fwhm. 

In table l we summarize the final results from 15 
GeV/c measurements on 64 × 4 cm samples. The first 
column contains the gas composition, the second the 
absolute operating pressure, followed by the reduced 
field strength, drift velocity and attenuation by attach- 
ment in the gas over the 41 cm drift difference ex- 
pressed in percent. In the next column there is the single 
4 cm sample Landau d E / d x  distribution width in per- 
cent fwhm for pions, followed by final resolution of 
mean of 40% smallest values from 64 samples, also for 
pions. Next column shows the relativistic rise in terms 
of the ratio of truncated mean peaks of electron and 
proton distributions. The last two columns contain the 
resolving power for e/~r and ~r/p expressed as the ratio 
of distance between the tagged peaks of truncated dis- 

tributions for 64 samples to the standard deviation of 
the distribution for pions. The errors in the resolution, 
relativistic rise and in the resolving power are essentially 
given by the precision of determination of the peak 
value of a given d E / d x  distribution, which, considering 
our adequate statistics, was rather pessimistically taken 
to be -+0.5 to -+ 1.0%. 

The resolving power D/o  is plotted in fig. 8 as a 
function of pressure. The top part of the plot shows ~r/p 
separation and bottom part the e/~r separation. This 
plot is valid for 15 GeV/c; the resolving power will 
generally be better at lower and worse at higher particle 
momenta. Clearly, for d E / d x  measurements there seems 
to be no "magic" gas which is considerably better than 
all others. The general tendency indicates that, with the 
exception of low percentages of CH 4 and C~H s, the 
gain by increased pressure becomes marginal already 
above 2 atm for ~r/p identification. Note that the e/~r 
identification does not surpass the 3o level and is slowly 
degrading for pressures above 2 atm. A low percentage 
of CH 4 or C3H 8 looks more efficient here also. The 
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Fig. 8. Pressure dependence of resolving power D/o for various 
gas mixtures at 15 GeV/c. Truncated mean of 64 × 4 cm sam- 
plea. Top: ~/p separation. Bottom: e/~r separation. 
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Table 2 
Summary of relativistic rise measurements. 

GeV/c  Particle B't I / 1, 

0.5 1.0 2.0 5.0 latm) 

5 ~ 35.8 1.260 
e 9785 1.600 

10 ~r 71.6 1.365 
e 19569 1.610 

15 p 16.0 1.127 1.125 
~r 107.5 1.450 1.410 
e 29 354 1.700 1.625 

20 p 21.3 1.170 
~r 143.3 1.435 
e 39 139 1.610 

30 p 32.0 1.235 
~r 214.9 1.465 
e 58 708 1.600 

70 ~r 501.5 1.525 

140 ~r 1003 1.570 

1.125 1.124 
1.370 1.325 
1.540 1.450 

influence of signal attenuation in the drift space was not 
taken into account. 

The decay of signal due to electron at tachment over 
41 cm of drift distance as a function of pressure is 
plotted in fig. 9 as an average ratio of truncated means 
for tagged pions. With the exception of CO2 and 50% 
C 2 H 6 mixtures, most other gas mixtures are acceptable 
up to -- 2 atm. The best results at higher pressures were 
obtained with 5% CH4. 

In principle, the electron at tachment could be re- 
duced by increasing E / p ,  but practical limitations 
caused by surface breakdown etc. will prevent any sub- 
stantial improvements. 

The relativistic rise measurements are summarized in 
table 2. The truncated mean ratios of  protons,  pions and 
electrons for Ar  + 5% CH 4 were determined at 5, 10. 15. 
20, 30, 70 and 140 G e V / c  momenta.  The errors are 
typically of the order of -4- 0.5%. The corresponding plot 
is in fig. 10, which contains also data from ref. 5, 
together with results for 10 and 20% CH4 from refs. 9. 
10. The reduction of the relativistic rise slope and 
plateau values with increasing pressure is clearly marked. 
Part  of the discrepancy visible at higher pressures could 
be explained by errors in the minimum ionization refer- 
ence value and by different methods of measurements 
(single sample only in ref. 10). 

In connection with theoretical predictions for proba- 
bilities of collisions with K,  L and M-shell electrons 
[11], it is interesting to investigate the frequency of 
high-energy transfers producing overflows in the ADC.  
Fig. 1 ! shows an example o f  distributions of number  of 
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Fig. 10. Relativistic rise of ionization in Ar + CH4 mixtures. 
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Fig. 1 I. Number of overflows in 64 samples for electrons, pions and protons. 

overflows per  electron, pion and  p ro ton  at 15 G e V / c ,  in 
64 × 4 c m  samples ( A r +  5% CH4,  NTP).  The corre- 
sponding  single sample Landau  peaks are at A D C  chan-  
nels 100, 88.5 and  69.5 respectively. The dots indicate 

Poisson dis t r ibut ions with mean  values of 4.8, 3.8 and 
3.1. The ratios of these values are 1.548 for e / p  and  
1.226 (~r/p),  which is to be compared  to corresponding 
values of 1.443 and  1.258 obta ined using the t runcated 

Table 3 
Overflow data. 

Particle 0.5 (atm) 1.0 (atm) 3.3 (atm) 

LA peak channel (8-bit ADC range) e 83.0 89.0 96.5 

Overflows in 64 samples (Poisson) 

Overflow ratio 

(40%) peak ratio 

dE/dx(keV) of overflow 

Expected number of K-shell coll. in 64X4 cm 

~r 70.5 78.5 88.0 
p 55.0 63.5 73.5 

e 4.6 4.0 3.5 
• r 3.5 3.2 3.0 
p 2.7 2.5 2.5 

e /p  1.7 1.6 1.4 
~ / p  1.3 1.3 1.2 

e /p  1.522 1.420 1.314 
~ /p  1.303 1.254 1.200 

~r >2.3 >4.3 > 13.1 

4 8-9 28 
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mean peaks. So even for these large energy transfers the 
relativistic rise is clearly present, but it is difficult to 
unfold the influence of changing shape of the Landau 
distributions and fixed position of the overflow limit or 
to overcome the problems caused by the widths of these 
distributions. Note  that the tail from the bremsstrah- 
lung in the electron distribution forms a general back- 
ground without significant effect on the Poisson distri- 
bution. 

In table 3 we list more complete overflow data from 
a mixture of A r +  2% Xe ~ 15% CH~ at 15 GeV , .  for 
0.5. 1.0 and 3.3 atm. The single-sample Landau peak 
position is indicated for e, ~r and p within the 8 bit A D C  
dynamic range. The mean of the Poisson distribution 
fitting each individual overflow distribution and the 
ratios of the means from these fits are shown and 
compared to the corresponding truncated mean rauos. 
For  e / p  they are systematically higher, as can be seen. 
while the ~r/p ratios seem to be in good agreement. The 
energy loss at the overflow channel is equivalent to 
more than 2.3, 4.3 and 13.1 keV loss for 0.5, 1.0 and 3.3 
atm respectively. The expected number of primary K- 
shell collisions is appended 

3.2. Mul t i t rack  resolution 

Linearity of response, space charge saturation and its 
influence on the reliability of the amplitude measure- 
ments as well as general effects of the asymmetry of the 
energy-loss distribution were investigated for summed 

signals from quasi-simultaneous particles. The measure- 
ments were made in the full drift posmon with negative 
pions at 70 G e V / c .  using a gas mixture of Ar f 5q~ 
Ct t~ at I and 4atm.  Up to ten particles per fast spill 
o f <  l ~ s  produced a beam spot o f <  2 c m  diameter. 
which was elongated horizontally bv the drift velocity ol 
2.9 and 3.8 c m , ~ s  at 1 and 4atm,  respectively, in the 
space- t ime reference frame. 

Fig. 12 shows the truncated mean distribution for 
multiple simultaneous particles at 4atm.  Whilst the 
abscissa is continuous (above 20), the ordinate scale has 
been changed repeatedly to allow a clearer display of 
the differently populated peaks for single, double, triple 
and quadruple particles. The clear separation between 
the different multiplicities furthermore allows to present 
the experimental single sample d E / d  x distributions for 
each of these separately, as is shown in fig. t3 for ! and 
4 atm The areas under the curves are normalized to the 
single particle distributions. The corresponding peak 
posiuons, in terms of ADC channel number, and the 
widths in percent fwhm are listed m the top half o1 
table 4 for I 4 simultaneous particles together with the 
ratio of the peak position of the truncated mean of n 
particles to single particles, renormalized as described 
below It should be underlined here that the overflow 
limit was sufficiently high to prevent anv overflows 
from introducing themselves into the truncated mean of 
the lowest 40%. 

The gas amplification for this se~ of data had been 
reduced to about 1.5 x 103 for 1 a tm and 0.4 ;, 10 ~ for 
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Fig. 12. Truncated mean distribution of 64 × 4 cm samples showing single, double, triple and quadruple partic[e.~. 70 GeV,,  plons m 
Ar+5% CHa, 4a tm 



L Lehraus et al. / Particle identification by dE /dx  sampling 373 

I 

0 ~, * • 

i ' 

() 5 i 

1 :3 ¸ 

0 5 

2 

z 

Ar + 5 %  CH 4 

4cm SAMPI E 

latm 

I 

."xl, 

4 atm 

, 2 

* 3 ', ¢ '~ 

~:, 40 80 120 160 200 

Fig. 13. Single 4 cm sample distributions for l, 2, 3 and 4 
particles in 1 and 4 arm of Ar+5% CH 4. 

4 a tm in order  to shift  the double  particle peak into the 

op t imum posi t ion within the A D C  range. To fur ther  

increase the range of multiplicities at bo th  pressures the 
gas amplif icat ion factors were reduced by another  factor 
of two leading to the results listed in the bo t tom half  of 
the table for up to eight s imultaneous particles. The 
shown ratio of mult iple to single particle peak posi t ion 
for the t runcated means  has  been renormalized to the 
centre of the particle range by choosing the 4 particle 
peak as reference and  setting its rat io to 5, which gives 
approximately  1 for the single particle ratio. 

Two interest ing points  s tand out  when regarding the 
figures and are corrobora ted  by  the listed data:  the 

t runcated mean  peak posit ion increases more rapidly 
than  the multiplicity, reaching e.g. about  5 × the single 

particle value for a multiplicity of 4, and the compos i te  
d E / d x  distr ibut ions do not  emanate  from the single 
particle dis t r ibut ion by simple appropriate ly  renormal-  
ized multiplicative t ransformat ion  of the form x, ~ ax i, 

or, for that  matter ,  a l though less clearly visible, by a 
l inear  t ransformat ion  of the type x,  ~ ax i + b, due to 
more pronounced  reduct ion of the width. It should be 
remarked that  this non- l inear  behaviour  with increasing 
ionizat ion deposi t  renders correct max imum likelihood 
fit t ing difficult. 

To look into these effects in more detail  the single 
particle distr ibutions,  which due to the low amplifica- 
t ion factors were well measured up to 5 times the peak 
values, were used as probabi l i ty  d is t r ibut ion references 
for extensive s imulat ion of multipart icle results. It was 
found that  the fake mult iple particles reproduce exactly 

Table 4 
Peak positions and their fwhm for multiple particles 

Number of 
particles 

1 atm 4 atm 

LA (40%) LA (40%) 

Peak Fwhm Peak Fwhm Ratio Peak Fwhm Peak Fwhm Ratio Fake 

1 45 72 39.0 12.2 1.01 42 52 39.5 7.9 1.08 0.99 
2 98 57 88.2 9.6 2.28 92 43 86.7 6.7 2.36 2.27 
3 154 54 139.5 8.3 3.61 144 37 134.7 6.5 3.67 3.61 
4 214 - 193.0 7.5 5 194 (32) 183.7 6.3 5 5 

1 21.8 12.5 0.98 20.7 10.5 1.06 0.99 
2 50.5 10.5 2.26 45.8 7.5 2.35 2.27 
3 80.5 9.1 3.61 71.5 7.3 3.66 3.61 
4 111.5 8.2 5 97.6 7.3 5 5 
5 142.3 8.0 6.38 125.2 7.1 6.41 6.41 
6 174.5 8.0 7.83 154.0 7.2 7.89 7.86 
7 206.5 (7.7) 9.26 182.5 6.8 9.35 9.30 
8 - - - 211.2 (6.3) 10.82 10.78 
9 . . . .  12.25 

10 . . . . .  13.72 
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the d E / d x  distributions found experimentally and that 
the peak position ratios for the truncated means coin- 
cide remarkably well. as shown in the column "Fake"  of 
table4, with the experimental data over the full range 
from 1 to 8 particles and for both of the regarded 
pressures. Thus. the found behaviour of multiple simul- 
taneous particles can be fully explained as the addition 
of ionization from single particles following a typical 
Landau d E / d x  distribution, and we may conclude that 
within the sensitivity limit of this method of about 1%. 
no anomalies in detector response due to clouds of 
migrating ions or saturauon effects provoked by drift 
and arrival of the first particle to the vicinity of the 
signal wire are detectable. 

It further follows that the described accentuated 
increase of the truncated mean peak position with in-- 
creasing multiplicity is simply due to the effect of the 
narrowing of the asymmetric d E / d x  distribution on the 
mean of its own lowest 40% of values. In fact while, for 
instance, the overall mean for 4 particles is 4 times the 
single particle mean, this value increases to 4.5 for a 
truncation cut at 80%, to 5.0 for 40% as already shown. 
and to 5.4 for lowest 20% of values taken. So the 
separation of  peaks is enhanced for reduced truncation 
percentage, but unfortunately this gain is offset by 
greater statistical fluctuations, as can be seen in fig. 14. 
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Fig. 14. Truncated mean response for multiple particles with 
the percentage taken for the truncation as a parameter, ex- 
pressed in ratios of peak values for up to 8 particles. 

which gives the resolving power between peaks of differ- 
ent multiplicities as a function of the truncation per- 
centage extracted from the simulated data. As can be 
seen. the resolving power forms a broad plateau be- 
tween 40 and 70c~ and the separauon cfficiencv is not 
affected by the choice of truncation percentage m this 
region. 

The change in asymmetry in the shape of the Landau 
distribution has been evaluated in table 5. again usmg 
the simulated data. The number of particles, the eqmva- 
lent sample size. the peak position of the Landau distri- 
bution and the ratio of the most probable value to the 
overall mean are listed. When extrapolated to I cm 
sample equivalent, the data are consistent with the rauo 
of 0.60 obtained from most probable t42) and mean ~70) 
number of primary electrons. 

The results in the first part o t  table4 are clean 
enough so we could use them to extend the resolution 
studies up to 41 m of total detector depth NTP equiva- 
lent. assuming the sample size to be a product of 
thickness × pressure × number of particles). 

Another  method was used to analyze the detector 
performance with more precision. A matrix of scintilla- 
tion counter hodoscopes with 0.5 cm channel width 
determined the horizontal and vertical positions of 2 
particle hits within the 2 cm diameter beam spot. l 'he 
drift time difference between the first and the second 
particle was measured by a TDC. Combining the posi- 
tion and drift time information, the real distance be- 
tween any pair of particles was obtained. Fig. 15 shows 
the truncated mean of 64 × 4 cm samples for all pairs of 
"simultaneous" (summed-up signals)particles, both hit- 
ting the same vertical horoscope strip, plotted against 
the particle distance :,,¢ in cm. The pressure of  the 
Ar  - 5~ CH4 gas mixture was 4 atm. the beam spill was 
below 1 p.s, the drift velocity was 3.76 cm/p.s,  the gas 
gain was about 400. the E/ p  was 0.14 k V / c m  arm. If a 
perturbation of the response for the second particle was 

Table 5 
Change m asymmetry_ m the shape of the Landau distribunon. 

Number of Sample size LA peak Rat,o 
particles ,cm.atm/N value LA mean 

1 4 45 0 72 

2 ,~ '4~; (J 78 

3 12 1 ~4 0 .82 

4 t6  214 0 86 

5 20 274  {).88 

t~ 24 333 ~} 89 

28 394 I).90 

x 32 457 0 .~l  

u 36 521 0 .92 

I 0 411 581 fL93 
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Fig. 15. Truncated mean for selected pairs of particles within 
the same 0.5 cm wide strip, plotted against their real distance 
during drift• Ar+5% CH 4, 4 atm. 

caused by space-charge and saturation from the first 
particle, one would expect the scatter plot in fig. 15 to 
show a tendency to decreased values of sum of two 
particles as a function of their distance. The scatter 
diagram looks perfectly symmetrical with respect to the 
mean value indicated by the straight line. In addition, 
there seems to be no difference for positive and negative 
Ax values, where negative Ax means cases when the 
second particle deposited its ionization loss in a "virgin" 
gas volume with no influence by the first ionizing track. 
The sensitivity of this method is of the order of one 
percent "non-linearity". There is no contamination of 
the double particle sample by accidental triple particles, 
since these clearly do not affect the double particle 
region. The fraction of truly simultaneous hits within 
the tagging resolution interval of 20 ns is negligible 
(these events will produce artificial coordinates in the 
Gray-coded horizontal hodoscope, leading to confused 
A x information)• 

4. Conclusion 

Fig. 6 shows the summarized data for resolution ob- 
tained in 64 X 4 cm samples in Ar + 5% C H  4 mixture as 
a function of pressure and number of simultaneous 
particles, expressed in terms of NTP equivalent of total 
detector depth of m.  atm of argon. The results attained 
so far in prototypes or full-scale devices of this type are 
also plotted: TPC [9] CRISIS 1[12], ISIS 1[13], JADE 
[14], CLEO [15]. The numbers in brackets in the figure 

indicate the number of samples used for a given total 
detector depth. 

As a curiosity, the single-sample detector [16] using a 
geometrical cut to remove the 8-ray influence is also 
included. 

The dashed curve represents the expected perfor- 
mance for 64 samples, based on the results for 62 X 4 cm 
(EPI test modules [2]) and 64 × 6 cm (1/2 EPI). Full 
128 sample EPI results [5] are also shown. 

Clearly, there is a descrepancy between the predict- 
ions derived from the EPI results obtained under very 
favourable conditions at low flux for true single par- 
ticles without background tracks and without drift, and 
our present data measured under more severe operating 
conditions (background and noise from the drift region). 
High pressure in itself cannot be the cause, because the 
resolution at 0.5 and l atm is already worse than the 
EPI atmospheric pressure data. The apparent discon- 
tinuity between the pressure dependence for single and 
multiple particles could be explained by better running 
conditions for multiple particles (fast ejection as for the 
EPI) combined with increasing influence of residual 
second-order effects which become more pronounced at 
higher total depths. This was verified for double particle 
4 atm data from fig. 15: Very carefully applied supple- 
mentary selection criteria lead to a resolution of 6.3% 
fwhm, as compared to the original value of 6.7% from 
table4. The additional data points measured in Ar ÷ 
20% C3H 8 and Ar + 15% iC4Hj0 show better perfor- 
mance, but it should be remembered that the gain in 
resolution is neutralized by reduced relativistic rise in 
those mixtures, as shown in figs. 8 and 9. 

In the following paragraphs we give a complete as 
possible compilation of systematic second-order effects 
which affect the resolution. Some of them are practi- 
cally undetectable in small-size prototypes of detectors. 
Obviously, it will be difficult to remove all of them; 
some could be attenuated by careful design or corrected 
for and some of them would have to be tolerated. 

a) The momentum definition of our beam was more 
than adequate• This could be a problem in some collid- 
ing beam detectors (1-2% precision required). 

b) Noise in the detector and electrical pick-up was in 
our case giving r.m.s, signal to noise ratio of 70: 1, 
which may possibly be improved even in a larger detec- 
tor set-up. 

c) The non-uniformity of response along the signal 
wires was measured to be within ÷ 2%, which will be 
difficult to realize for very long wires in presence of 
gravitational sag and electrostatic forces. 

d) Residuals from uncorrected differences of re- 
sponse of individual wires within pairs of 2 × 2 cm 2 cells 
were estimated to be at ±2% level [20], comparable to 
the residual level of the off-line sample corrections. The 
mechanical precision, wire diameter uniformity and 
positioning are such that the original differences in 
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response are concentrated mostly in the amplifier input 
circuits. 

e) Asymmetry of electrostatic field distribution within 
the samples caused by ht plate at one side and rather 
coarse grids at the other side of the signal wire are not 
important for charges drifting always from the same 
side and for low gas amplification factors. 

f) Jitter in common hold trigger for data acquisition 
caused by diffusion, angle and deformation of tracks by 
non-uniformities in the drift field near the electrode 
structure was, in our case of relatively slow integration, 
responsible for less than - 1% of amplitude changes. 

g) Background tracks, interactions and decays, ejec- 
tion spikes etc. were mostly removed by veto and dead- 
time defining gates. The already small beam halo could 
be taken care of by a veto scintillation counter. This 
type of background was also suppressed by the trun- 
cated mean method which rejects big ionization fluctua- 
tions. Relatively low flux and dc coupled electronics 
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Fig. 16. Present "state of the art" in the resolution range 
required for relativistic rise applications, as a function of total 
detection depth in cm-atm of argon 

avoid pile-up and baseline shifts. No difference has 
been found between first and second ejection when both 
the rate and spill length were different bv more than a 
factor of two. A detectable shift occurred only at un- 
vetoed flux of 60-70 particles per spill, whereas the 
normal running conditions were 10 particles or less. 

h) Residuals from corrections of pressure and tem- 
perature variations were small, No detectable change 
appeared during roughly I h intervals required for accu- 
mulation of typically 5000 events. In the worst case the 
degradation of pulse heights due to outgassing was 
-3% per day and was easily monitored. 

i) The cross-talk between adjacent samples caused bv 
diffusion during drift is to some extent inevitable, but it 
was quite small in our case for acre sample width 
compared to a typical value of diffusion of the order of 
100 um/ c m of drift. This effect will spoil the resolution 
by "averaging" the adjacent sample,~ 

j) The cross-lalk caused by direct coupling of adjac- 
ent samples through partially transparent field barrier 
was measured using longitudinal drifl It was found to 
be about 0.3% of integral charge penetrating into the 
next sample, and no influence was detected in more 
distant samples. 

k) To avoid saturation problems, the gas gain was 
kept sufficiently low (at 3 × l0 ~ for NTP) to assure 
perfect tineanty of response. Any saturation effects 
would superpose themselves on the true relativistic rise 
and resolution-erroneously reducing the slope of the 
former and the fwhm of the latter. 

1) The positive induced charge in the adjacent sam- 
ples causes a reduction of measured pulse amplitudes 
similar to the baseline shift influence, This is the most 
critical problem if a rather difficult compromise be- 
tween requirements for good decoupling of all ht grids 
and for gating operation conditions is to be  found, In 
our case the decoupling was sufficient to limit the 
absolute broadening of the resolution to about 0.7%. A 
matrix of necessary corrections could be determined 
and used off-line, but it would be difficult to correct 
inclined or curved tracks in presence of background. 

m) The influence of space-charge (positive ions) in 
the drift region was checked using multiple particles 
and was already discussed in detail. Deformation of 
tracks, due to diffusion, was fully accomodated by the 
long ume-constants of the current integrator. 

n) The space-charge in the avalanche near the signal 
wires and possible saturation was checked by comparing 
the response of the first particle in a given spill to all 
others. The result was showing reductions of the order 
of (1 + 0.2)% for the peak position of the rest of the 
spill: the resolution was not affeeted. This effect was 
confirmed in some cases by a slightly higher peak 
position (by about 0.5%) for full drift with respect to the 
small drift position, where the space-charge influence 
was reduced by diffusion occurring during longer drift 
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distance. These problems were already extensively 
treated for multiwire proportional chambers [17]. 

The influence of none of the individual efffects men- 
tioned above is by itself strong enough to be responsible 
for the observed broadening of the resolution. It is, of 
course, to be expected that a combination of these 
essentially second-order effects might appear on a suffi- 
ciently high level to be of influence. In our case, the 
most important contribution, estimated to account for 

1/3 of the "missing resolution", seems to stem from 
positive induced charges. 

Without trying to find a complete and exact explana- 
tion of the complex mechanism involved, we offer the 
following "rule of thumb" for realistic estimation of 
resolution of detectors of similar size: the experimental 
resolution of a detector will be roughly equal to the 
previously predicted resolution of a device having half 
its sample size. This includes a safety margin that is 
necessary for compensation of loss of samples due to 
background and some crossing tracks in a full-size 
detector. In that case, the detector design parameters 
could be determined from the correspondingly updated 
graph in ref. 2 or using modified semi-empirical for- 
mulas proposed in refs. 3 and 4. 

In fig. 17 the three above mentioned design guides 
are compared. The "original" resolutions of 5 and 10% 
fwhm are shown as a function of number of samples of 
a given thickness as a parameter. This resolution must 
be obtained for relativistic rise region applications. The 
5% limit will be very difficult to reach because of the 
influence of the second-order effects discussed in the 

previous paragraphs. Curves marked I, 2 and 3 are from 
refs. 2, 3 and 4 respectively. For sample sizes varying 
from 2 to 16 cm. atm of argon, the differences in 
predicted resolution are marginal. The curves 1 and 3 
are slowly rising with increasing number of smaller 
samples. This reflects the effect of faster broadening of 
resolution of smaller samples (worse signal/noise ratio), 
which is not fully compensated by gain in number. Our 
present results for I, 2 and 4 particles at 4 atm are also 
indicated, together with the EPI data. 

In table6 we present the results of joining subse- 
quent tracks from the experimental clean single particle 
distributions (l and 4atm, A r +  5% CH4) in order to 
compare gains in resolution which could be obtained by 
doubling the number of 4 cm samples. The net gain in 
resolution corresponding to an increase from 64 to 128 
and 256 samples is each time about 20%. The number in 
brackets indicate resolutions expected from extrapo- 
lated atmospheric pressure data without drift. 

When the total depth is kept constant, i.e. when the 
sample size is halved and the number doubled, the 
corresponding gain in resolution is only about 10%. 

The best performances were obtained for gas mix- 
tures containing relatively small percentage of CH 4 or 
C~H~. Methane showed smaller attenuation of signal 
during drift. The improvement of resolving power with 
pressure was rather marginal above 2 atm. 

The gas purity was found to be not too critical for 
0 2 concentrations up to about 10 ppm, so that a rather 
simple purification loop or, in case of argon, frequent 
refilling was sufficient. 
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Fig. 17. Comparison of 3 methods of determination of design parameters of d E/dx sampling detectors. 
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Table 6 
Results of joining subsequent tracks (see text for details). 

Pressure (40%) Fwhm (%) 
(atml 

64×4 cm 128×4 cm 256)<4 cm 

1 12.2 10,0 8.0 
0.0) (6.5~ (4.8~ 

4 7.9 6.1 4.9 
q 5.6)  (4.2~ t 3.2) 

Use of xenon at atmospheric pressure could replace 
argon at about 3 atm if the price of the order of 10 Frs 
per liter of xenon for large quantities is economically 
acceptable. The relativistic rise is higher than in argon. 
but there are some indications that the resolution per 
sample will be only slightly improved as compared to 
argon. This should be verified very carefully, together 
with studies of gas purity requirements. Another prob- 
lem is scattering in xenon, which has a radiation length 
about 8 × shorter than argon (this is preventing any 
reliable resolution studies using radioactive t3 - sources). 
For operation in magnetic fields xenon is better than 
argon, the Lorenz angle being smaller. 

Another possibility for limited total depth applica- 
tions will be to replace the required increase in pressure 
of argon by an increase of density of gas due to lower 
temperatures, so avoiding the pressure vessel and re- 
lated mechanical and other problems. Operation at tem- 
peratures near 100 K is probably possible, especially if 
the cooling plant for a superconducting solenoid sur- 
rounding the detector could be used and if the water 
condensation problems could be fully solved. 

The following suggestions could be made concerning 
the d E / d x  sampling in a colliding beam detector (more 
information concerning other aspects of the experimen- 
tal arrangements can be found in refs. 18 . 19): 

a) Because of a direct conflict between requirements 
for high gas amplification factor of typically about 
5 × 104 or more for track reconstruction by drift ume 
measurements (especially if charge-division method is 
used to determine the coordinate along the wires), and 
typically about 5 × 103 max. imposed by limits of lin- 
earity of charge response, it will be preferable to sep- 
arate the coordinate and amplitude measurements. A 
compromise in choice of gas mixture and operating 
conditions is possible. (The conflicting demands are due 
to different E / p  values and drift velocity saturation.) 

b) In connection with previously mentioned separa- 
tion of functions it might be considered worthwhile to 
make one more step and define the individual samples 
at 1 × I to 2 × 2 cm 2 level by field wires and abandon 
the drift. The two-track resolution obtained by fast 

multi-hit electronics in relatively large drift space will be 
practically of the same order. In the suggested solution 
the electronics could be much slower (reduced loss of 
signal by shaping), simpler and therefore cheaper, with 
single hit capacity. An interaction trigger could be used 
as a "common" start signal for the data acquisition for 
which there will for instance be about 20 Us time 
interval available before the next bunch crossing in the 
LEP machine. The granularity of the detector will still 
be adequate, and even the "coarse" hits from the d E / d x  
sampling will help in the track reconstruction. 

c) From several possible geometries of the detector. 
some variant of the solution used in the CLEO detector 
[15] seems to be most favourable for d E / d  x sampling, 
if the amount of matter at the boundaries between 
adjacent sectors could be kept at minimum. This solu- 
tion offers a modular construction which may be of 
interest in experimental areas with difficult access. The 
wires are much shorter compared to the geometry, using 
wires parallel to the beam axis. To avoid excessive 
numbers of electronics channels, several wires could be 
suitably grouped without considerable loss in granular- 
itv. 

d) A choice of the best suitable gas mixture and 
operating pressure should be made by optimizing for 
the required maximum momentum The safety aspects 
should be taken into consideration: explosive gas rmx- 
tures at high pressure in confined space are best avoided. 
Of course, a gas having mimmum diffusion is not al- 
ways a safe one. 

In general, there are still some open problems to be 
studied in detail, e.g. the exact definition of energy 
deposit per sample for strongly curved tracks, the in- 
fluence of build-up of space charge from positive ions in 
conditions similar to the realistic background conditions 
and bunch crossing rate, etc. 
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due to G. Linser and G. Schmidlin, to whom we wish to 
extend our appreciation. We acknowledge the contribu- 
uon of J.D. Capt in the design and assembly of the 
detector and we are indebted to the members of the 
Beam and Detector Group of the EF Division for their 
participation in the construction work and during the 
beam tests. Our thanks also go to E. Chiaveri for tuning 
and operation of the $3 beam. Continuous support and 
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