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Abstract

A description is given of multi-processor on-line systems, based on
MORD computers, for large physics experiments at CERN.

In complex experiments the data acquisition and control functions
may be performed by different CPU's in & dual 16-bit NORD-100 computer
system.

Some configurations include a 32-bit NORD-50 processor, allowing
large analysis programs to be implemented and executed in the on-line
systam.

Several examples from currently running CERN physics experiments
ara given,
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1.Introduction

In racent vears on~line computer systaems in large phvsics
experiments have avelvaed to benafit from: distributed processing:
16-bjt minicemputars linked to front-end microprocessors are usad for
axperimant control, monitoring and data acquisition; the addition of a
32-bit processor to the data acquisition computer provides tha on-line
system with data analysis power which was until now available only at
larger computer cantras.

The purpose of tha present paper is to discuss soma ways in which
NORD computers can be used to implamant such large data acquisition
and processing systems.

Sqction 2 dascribes briafly the NORD-100 16-bit computer, the
central componant of all NORD computer configurations at CERN, with
emphasis on tha real-tima aspacts of the hardware and of the cperating
system SINTRAN III.

Section 3 deals with tha CERN data acquisition packaga, which uses
tha real-time features of tha NORD-100 to provide an afficient and
modular data collection system adapted to a multi-procassor
environment.

A dual NORD-100 system, in which axperimant control and data
acquisition functions are performad by saparate CPU's, is described in
saction 6. The exampla given is tha European Hybrid Spactrometaer at
+ha CERN SPS. In this case the control computaer monitors tha complex
detector system via front-end microprocessors. Datector information is
collected and stored in a data basa system, aspecially optimisad for
real-time use.

Tha subject of section 5 is on-line configurations including a
NORD-50 32~bit processor. After a description of relevant hardware and
software aspects of this computer, several examples will be given of
its use in larga aexperiments. Applicatiens include complex on-line
calibration, avent filtering and complate event analysis in both on-
lina and off-line moda.

2.The NORD-100 computer system

The NORD-108 (or the older compatible model NORD-10S, also referred
to as NORD~100 balow) is a general purposa lé~-bit computar, supporting
large singla- or multi-port memories with a maximum aiza of 32 Mbytes.
It contains the paging hardware necessary for the implementation of a
virtual mamory system. The hardware basis for pfficient interrupt
handling and fast context switching is provided by a 16 level priority
interrupt scheme, wWhera ecach level has its own register file
including a program counter.

The operating system SINTRAN III is a multi-mode, multi-tasking,
virtual memory system . The basic program concept is the sagment, a
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contiguous virtual address area containing up to 64 pages, each 2
kbytes long. At program axacution +tima, the segments, usually disk
resident, are swapped batueen disk and memory on a page basis.

SINTRAN III supervises "standard" real-time programs, all running
at the same hardware interrupt level and scheduled according +to

software priorities. In addition, SINTRAM III allows for the
implementation of special, privileged tasks executing on higher
interrupt levels, even above that of the operating system. In

genaral, these so-called Direct Tasks have no access to the facilities
of the operating svstem. The SINTRAN III support is limited to a faw
basic operations : triggering of a Direct Task from external
interrupts and activation of "standard™ real-time programs from Direct
Tasks, and vice-versa. The data acquisition package described beleow
is an = exampla of a program system in which time critical components
ara implemented as Diract Tasks.

The term task is in the following usaed to mean either "standard™
real-time program or Direct Task.

3.The Datas Acaquisitien System

The CERN-develsped data acquisition package (DAS) is a modular
system, structured as 'a set of separate tasks which communicate via a
common data area. There is one special task:the supervisor or DAS
monitor.

DAS could be implemented to run under any multi-tasking
opaerating system which provides a few, fairly common facilities:

- the possibility to activate and suspend the execution
of a task from another task

- activation of a task by external interrupts
- communication using a common data ares.

DAS runs on any NORD-1(00 configuration which supports the SINTRAN-
III operating system. The use of Direct Tasks {sect.2) results in a
fast and efficient data acquisition system, whose speed is essentially
limited by the hardware.

Data is normally buffered in tha NORD~100 memory. DAS supports data
buffer sizes up to the NORD memory limits.

Multi-tasking makes DAS a very flexible system. Different functions
such as CAMAC data acquisition , data recording, data reductien, and
on-line (sample) apalysis may be implemented as separate tasks; more
tasks may be added as the need arises: up~-grading of detector systems
Wwill vsually require addition of new tasks rather than medification of
the existing software which greatly enhances the stability of large
systems.
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Multi-processor configurations may aasily be implementaed: the
function may be executed by anethaer procasser such as a microprocassor
for CAMAC data acquisition or a NORD-50 for data raeduction or on-line
analysis. Tha corresponding tasik on the NORD-100 will then simply be a
driver of tha axternal processor.

Tha DAS monitor contrcls tha flow of data through one or more
memory buffars and supervises data access by tasks, Data, originating
from data sources, is structurad into racords or events and put
saquentially into a buffar by one or mora tasks, called producars.
Data in any buffer may be accessed by one or mera tasiks which ara
called consumers. Consumers may act as data sinks, a.g. magnatic tape
recording and (sample) analysis, or they may put data into another
buffer. Savaral consumars may access the same data in a buffer.
Therefore, a consumar i3 not allowaed to modify the buffar contents.
If this is necessary, a task may copy tha data and write the processed
data into another buffer. Such a task acts as both a consumer and a
producer.

Ceonsumers do not have +to read all data. Several modes are
availabla:

a task takes all data e.g. magnetic tape recording

a task may take data on requast only @.g. an avent display

a task takes a fixad fraction of all data

a task takes a minimum fraction, or more, depanding on the
priocrity of the program
The latter modes are typically used for sample analysis.

Data sources and sinks are serviced by tasks, allowing a large
ranga of applications. Currently available as standard tasks are
general CAMAC input (which also may driva CAMAC data links); magnetic
tape input (te run the system with simulated data or for avent play-
back); magnetic tape recording in a CERN standard format; NORD-50 data
communication, as wall as skelaton programs for event displays and
sample analysis programs with histogramming.

The use of specialized bhardware resulting in multi-processor
configurations and links to other cemputers shifts a considerable
amount of the traditional workload away from the minicomputer. This
tends to reduce the work of DAS to supervising, co-ordinating and
synchronizing tha diffarent tasks., regulating data-flow and
controlling buffer access.

DAS systems that can be built may be complax. At prasent, each
task mav write data in up to five diffarent buffars and may consume
data from up to ten buffars. Each buffer can accomodate five producars
and ten consumers,. This is illustrated by fig. 1. Howaver, these
constraints ara arbitrary and depend only on the size of certain
tables. The total number of tasks and buffers is not limited. An
example of a simple DAS system is given in fig. 2. 1t consists of a
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CAMAC reading task (producer) and the consumer tasks: magnaetic tape
racording, an event displav and sample analysis. An example of a more
complex configuration with data preprocessing is given in fig. 3. 1t
should be noted that a DAS system can easily suppert several of thase
buffer/task subsystems, thus implementing multi-u=er data acquisition
systems.

4.A dusl NORD-100 configuration

In largae and complax experimaents, a single NORD~100 computer system
may be insufficient to parform all the required om-line functions; a
possibility is then to assign equipment control and menitoring %o a
sacond NORD-100, linked +to the data acquisition computer by the
manufacturer—-supplied NORDNET system.

An example of such a configuration is given by the European Hybrid
Spactrometer (EHS) at the CERN SPS {1]. This complex experimental
facility c¢omprises a bubbla chamber and a variety of alectronic
detectors used for measurament and idantification of secondary
particles. All detectors were developed by groups in external
laboratories.

On the data acquisition compu{er is implemented a multi-user,

multi-buffer DAS system of the type described ahove. The modularity
of DAS allows independent, concurrent development of code for - and
testing of - the various datectors, -

The PAS computer uses several E50P microprocessors for second level
trigger calculations and data reduction. A full description is given
in [21.

The complexity of the detectors, particularly of the bubble
chamber, imposes a high load en the control and monitoring system.
This is structured as a set of real-time tasks, all having accaess to a
data base which holds control and monitoring information on all the

detectors. The common data base wpermits task intercommunication and
allows access by different tasks to the information for esach piesce of
equipment. For example, set-points and measured values are available

not only to the relevant contreol tasks, but alseo to the tasks which
present or update status information.

The real-time requirement of fast data base access excludes the use
of existing file-based data base systems. Instead, another structure
has been developed, in which the standard file system is bvpassaed.
The data bhase access routines are resident in memory and shared by all
real-time tasks. The data base itself is stored as a set of up to 16
segments, each of 128 kbytes (zsee sect.2). Using s=segments takes
advantage of the virtual memory features of the NORD-100, resulting in
faster data access than can be obtained by using the standard file

system. The paging mechanism led to a tree structure crganisatien of
the data base which allows a data item to be retrieved with a maximum
of three page (disk) accesses. A task carries out a data base

transaction using two buffers resident in memory, one for specifying
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tha accass kays and tha other for the data itself.

Tha control computer is ralievaed of repaetitive tasks by front-aend
microprocassors linked to it via CAMAC. Soma examples ara: scanning
of switch positions, high pracision gas control for Carenkov countars
and jonisation measurement chambers, and HT supply contrel.

In discussing tha suppert of such microprocessors, two phasaes of
use must be distinguished: daevelcpment and productien. At EHS the
first phase is catered for using the normal NORD text aeditor and file
system for program source managament, a cross-assembler and a aystem

for downline loading of the migroprocessor. At this stage the
microprocassor operates with RAM and is connaectad to the NORD-100 by
an R$-232C taerminal lina. A simple program in tha microprocessor

conn- ks its terminal to this line in a transparent way, allowing the
user to log on to the NORD-100 system in tha usual manner. When
downlina loading is initiated, the microproceasor recoenisas the load
bleck headar and switchas function to load its own memory. In practica
this has only been used for tha 13080, but the necessary software
axists for tha M68G0 and the TMS9900.

For trouble-free usa in production, the program of the
micreprocessar is in ROM with automatic initialisatioen on power up.
Communication with the NORD-100 is then by exchanga of messages. At
EHS, +two standards have been adoptad. Tha first is used when tha
aquipment builders requira that the microprocessor be capable of
stand-alona operation using a terminal instgad of the NORD-100. In
this case, the NORD-100 simply replaces tha tarminal via a CAMAC
sarial interface. It simulates the commands typed on the terminal and
decodes the raeplies. Tha second standard is more efficient and usas
16-bit parallel transmission via a CAMAC I/0 ragister., Tha data is
=ent in binary form with a s=simple message format of identifier,
langth, data and checksum.

5.NORD-100/NORD=-50 configura ions‘

The processing power of a NORD on-line system may be inereasad by

adding a MNORD-50 computer to the configuration. The MORD-50 i= a
32-hit processor which is under completa control of a NORD-100
computer system. Actually the lattar controls tha operation of the

NORD-50 CPU by the use of I/0 instructions. The NORD-50 has no direct
control over peripherals; I/0 requests are passed to the NORD-100
whieh performs tha data tranafers ({including DMA). The NORD-100 and
NORD=50 have accass to a multiport, multibank memory which holds
programs for both procaessors and allows them to share data. Addressing
of tha multibank memory is arranged in harduware in such a way that the
HORD-50 is able to access a 32-bit word in one memory cvcle
(interleaved memory); this is of importance, since the NORD-50 has no
cache memory. The NORD-100/NORD-50 communication system - for control
and data - is shown schematically in fig.%.
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The performance of tha NORD-58 CPU is comparad to that of other
computers in table 1. The first column gives the total axecution time
of a representative sat of FORTRAN henchmark programs, while tha
sacond column shows the same information normalised to the performance
of the IBM 370/163. In the table, 168/E stands for tha IBM 370,148
emulator [31. Also given are preliminary results for the NORD-509.
the succassor of tha NORD-54.

Software available for the MNORD-50 is limited te assembler, FORTRAN
compiler, loader and moniteor, all of which execute on the NORD-100.
NORD-50 program images, prepared on the NORD-100, are loaded inte
shared memory and executed under suparvision of the moniter which
forms part of the SINTRAN III operating system. The NORD-50 i3 in
practice operated in a single~program mode, which facilitates
synchronisation and data exchange wWwith program= running on the
NORD-189. The synchronisation is readily implementad by algerithms
using flags in a fixed common area of shared memory.

The NORD-50 structurae has, in both harduare and support softwuare,
been kept simple, thus providing an analvsis toel with a minimal
system overhead.

5.1 Experiment NA4

The yse of MNORD-50 is illustrated by examples, the first being from
the experiment NA4 at the CERN SPS, & large spectrometer used to study
muon-induced reactions {41. The NORD-100/NORD-30 on-line system is in
this case linked +to another front-end minicomputer which is
responsible for data acquisition and thus relieves the NORD-100 of
providing large multi-event buffers. The lavout of physical memory is
depicted in fig.5. The upper part is occupied by =& data acquisitien
system as described in section 3 ., Producer tasks read data either
directly from the front—end computer via the link or - in replay mode
- from magnetic tape. A consumer task extracits avents from the DAS
buffar and copies them into a fixed memory area accessible to the
NDORD-50. A large part of memory, about 300 kbvtes, is occupied
permanently by a NORD-50 program. This is essentially a copy of the
full production off-line analysis program, which was developed on a
CDC 7600 hefore being implemented on the NORD-50. The program reads
data from a shared memory buffer (fig.5) and, when an avent has hsen
fully analysed, is5 suspended in a2 wait loop until new data are
available. The coupling between the NORD-100 and the NORD-50 is
loose, being limited to a one-way data transfer.

The system as dascribed has been used for two main purposes. First
far on~line tuning of the experiment; the information (tabkles,
statistics, histograms etc.) based on completely raconstructed avents
available on-line, provides the physicist with a powerful tool to set
experiment parameters, The second application is for off-line
production analysis. About 25% of the total amount of data analvsed
so far has been processed by the NORD-50 with an overall throughput
ratio of about 1/20 compared to the CDC 7600.
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5.2 Expaeriment WAL

Tha next exampla is from tha nautrine experimant WAl at the CERN SPS,
a larga spectrometar set-up consisting of modules of magnatised iron
interleaved with drift chambers and scintillator hodoscopes. the
latter baing equipped with a saveral thousand channal CAMAC ADC systaem
I51. Events ragisterad during the very short boam spill ( about 100
microsac.) ara buffered at the CAMAC harduare level. Baetusaen beam
bursts, cosmic ray eavents ara collectad for calibration purposes.

The evant flow through the NORD-100/NORD-50 systam is illustrated
in fig.6. Cosmic ray events are road from CAMAC by the NORD-100 and
copied to tha MORD-50 which parforms tracking and records information
for hit scintillators., This information is usad to build calibration
tablas which allow to follow tha hodoscore performanca as data
collection progresses, Beam avents are in a similar way made
available to tha NORD-50 which pre-procassas the avent by using the
calibration tables computed on-lina from tha cosmic-ray aevents. Tha
pre-procassad event is sent back to tha MORD-108 which, in parallel,
has analysed the sama aevent, and then written onto magnaetic tapa.

By perfarming tha calibration and avent pre-procassing on-line .,
the number of magnetic tapes written is greatly reduced (by a facter
of 3 +to 15 depending on beam conditions) implying a considerable
raduction of tha off-line analysis work.

5.3 Experiment NALO

In the previous examplas tha NORD-50 processor was of sacondary
importance in the on-lina system. In tha case of experiment NA4, the
NORD-50 program - usad in on-line moda - can be considered as a
powerful monitoring task executing in parallel with consumar tasks on
the NORD 100. However, data taking with some gquality control could
still proceed without tha NORD-50. Similarly, in the second example,
the on~-line systam with no NORD-50 could still perform the basic data
collaction, although the overall performance would be degraded.

Tha last exampla is a NORD~100/NORD~50 configuratien in which the
NORD-50 has been given a more central roele in tha on=-line system.

Tha experiment is NA1S, a spectrometer for studying multimuon
events produced in a pion beam at the CERN SPS [8]. Conceptually, the
experiment is simple, consisting of a large system of proportional
chambers and scintillator hodoscopes, placed in field-frea space in
front of and behind a\bending magnet.

The basic idea in the on-line system is to let the NORD-100 perform
I/0 tasks (data acquisitien, link handling, graphic displays etc.)
and allocate the NORD-50 to CPU hound analysis programs. The lavout

of physical memory is shown in fig.7. The MORD-100 has access to 512
kbytes of memory which contains a dota acguisition system and large
buffers for CAMAC input, histograms and magnetic tape writing. Tha

upper half of memory is occupied by a NORD-50 program, which is
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largely a copy of thae FORTRAN off-line production program with time
critical parts written in assembler language. The main task of the
NORD~50 program is event reconstruction and monitoring. During the
baam burst, data flows directly intc memory. When the first avents
are available, the MHORD-50 commences the event analysis - filtering
and track segment reconstruction - and writes the results into the
tapa buffar area from where they are transferred to magnetic tape by
the NORD-100. All events are thuys channelled through the HORD-50, the
processor speed of which ,therefore, is a critical parameter in the
on—-line system. If tha NORD-50 is not able +o0 process all the
incoming data, it limits the data flow through the svztem.

6. Future develepments

The previous sections illustrate the current trend in on-line
processing for physics experiments at <CERN towards multi-procassor
systems, in particular configurations including a2 32-bit precaessor.
For NORD computer based on-line systems this development will get
further momentum with tha introduction of <the NORD-500 32-bit
processor {see table l). Soon, two early models of this computer will
be integrated in CERN expariments, replacing existing HNORD-50
processors and operating in a similar single task mode as described
above. Later, the NORD-500 will be eauipped with a memory management
system, nacessary fer the support of an efficient multi-tasking
system. This will allow a further shift of compute bound tasks -
including some of those of the operating system - +o thea 32-bit
computer, leaving the MHNORD-100 +o perform I/0 oriented +tasks,
comprising the data acquisition, contrel and monitoring functions of
the on-line system.
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FIGURE CAPTIOHNS

fig. 1 DAS tasks/buffer structura
a) DAS consumer/producer task
b) DAS buffer with task input/output

fig. 2 Single-buffer DAS configuration with consumer tasks
in different sampling modes {see section 3)

fig. 3 Double-buffer DAS configuration with data preprocessing

fig. 4% Schematic diagram of NORD-100/NORD-50 communication
system for control and data

fig. 5 Lavout of (physical) memory in tha NORD-100/NORD-50
on-line system for experiment NA4

fig. b Schematic flow of beam avents and cosmic ray events
through the NORD-100/NORD-58 on-line system of experiment
WAL

fig. 7 Lavout of (physical) memory in the NORD-100/NORD=50

on—line system for axperiment NALD

TABLE CAPTIONS

Table 1 Performance of the NORD-50 and NQRD-500 32-bit proce=sors
comparead to that of other computers. 168/E stands for the
IBM 3707148 emulator [3].

*) based on execution of large FORTRAN
analysis programs [7]

¥*) preliminary result



CPU TIME

RELATIVE TO

COMPUTER ( secs) I8M 3707168
CDC 7600 37.5 0.3
COC 6500 579.9 5.1
I1BM 370 /168 113.4 ]
168 /E ~2.5 %)
NORD - 50 871 8
NORD - S0OO0C 323. 3 xw%)
DEC PODPI10 525 4. B
DEC VAX 444 3.9

table 1
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