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INTRODUCTION

The proton-proton total cross-section ¢ at the highest machine energies
available nowadays was first measured in two independent experimentsl’z), per—
formed at the CERN Intersecting Storage Rings (ISR) about three years ago by the
CERN-Rome (CR) and the Pisa-Stony Brook (PSB) groups. Although the methods used
by the two teams were different (the CR group in fact deduced the value of the
total cross—section, via the optical theorem, from the elastic scattering in the
forward region, while the PSB group directly measured the total interaction rate),
both experiments had to make use of the ISR luminosity L, measured by the
Van der Meer (VDM) methoda), in order to derive the absolute value of the cross-
section. The two experiments agreed in observing an unexpected remarkable rise
of 0 with increasing energy. At that time, however, repeated luminosity calibra-
tions were found to be consistent only within *27 and, moreover, it was assumed
that the luminosity measurements could be affected by an energy-independent error
up to *2%, due to the uncertainty of the calibration of the magnets which displace
the beams vertically in the ISR during the VDM procedure. Since a systematic
error on L alters the scale of the measured cross-sections in different ways in
the two experiments (the 0 scale depends on YL in the CR method and on L in the
PSB method), the good agreement between the results from the two groups indicated

that the VDM method was not subject to large errors. However, even a direct meas-—

" . .
urement ) of the beam displacement scale could not exclude systematic errors as

large as 2Z.

It was therefore felt desirable to perform new measurements of O using a
method which did not require the knowledge of L. Since the CR and the PSB methods
depend differently on L, a luminosity-independent measurement can be obtained if
the two experiments are performed under conditions guaranteeing that L is the
same for both (for example, in the same intersection region and at the same time).
In this case, in fact, the measurement of the value of L becomes superfluous and
the value of 0 can be determined by comparing the rate of elastic scattering in
the forward direction to the total interaction rate. These arguments induced the
PSB and the CR groups to join together to perform new combined o-measurements in
intersection area I8 of the ISR. It should be noted that during the last years
the ISR operation has considerably improved, and that the VDM luminosity calibra-
tion is now expecteds) to be reliable to #0.5%. In these conditions, also the
separate PSB and CR measurements are expected to give more precise determinations

of 0 and therefore deserve a renewed interest in them.

This article is a detailed report of the new measurements of 0, whose results
6 . . .
have already been presented elsewhere ). The final values differ slightly (less

than 0.1%) from the ones contained in the letter of Ref. 6, because recently
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measured values for the ratio p between the real and imaginary part of the forward
elastic amplitude7) have been used. In Section 1 of the present paper the VDM
procedure for the determination of the ISR luminosity is described. The measure-
ments of 0 by the PSB and CR methods are discussed in detail in Sections 2 and 3,
respectively. In Section 4 the results obtained by the luminosity-independent

method are discussed, and in Section 5 brief conclusions are drawn.

MEASUREMENT OF THE ISR LUMINOSITY
BY THE VAN DER MEER METHOD

Proton-proton collisions producing a given final state J with cross—section
GJ (cm?) occur in an ISR intersection at a rate

- -1
Ry=o0;L (sec™ ) . (1)

This expression defines the luminosity L (cm ? sec”!) of the colliding beams at
that intersection. The value of L depends only on the currents I, and I, of the
two beams and on their vertical (z-axis) overlap, because in the ISR the beams
cross, at a fixed angle a = 14.77°, in the horizontal plane. If z is the distance

from the centroid of each beam, and

+00
e = [ hh,a() dz, @)
then
[e2]
L(S) = %'./ i,(2)is(z + 8) dz . (3)
where
K = Bce? sin a/2 ~ Bce? tg‘% =B 0.9972 x 1072% (A% cm sec) ,

[1 - B% sin? (oc/2):|l/2

and § = z; - z, is the vertical displacement between the centroids z; and z, of

the two beams.

To determine the value of L, a monitor consisting of two telescopes of scin-
tillation counters placed symmetrically downstream from the intersection is em-
ployed. 1If the distance of the telescopes from the crossing point is large enough,
a left-right coincidence between the telescopes detects only events produced in
pp colliding beam interactions; the monitor coincidence rate is then, from

Eqs. (1) and (3),

M [ .
RM(G) =T i1(2)is(z + 8) dz , (4)

—00

where Oy denotes the inclusive cross-section for all events triggering the monitor.
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If § is now varied in small, precise steps (by steering the ISR beams verti-

3)

cally), the following integral can be measured, as suggested by Van der Meer °:
+e Ty Oy
/ RM((S) dd =Yj‘f il(Z)ig(Z + (S) dz d(S =—I‘<— 1112 . (5)
Lo

The beam currents are measured to better than 0.1%, so that this relation leads
to the determination of the monitor constant Oy When Oy is known, the ISR lumi-

nosity can be deduced at any time from the counting rate of the monitor, via

Eq. (1):

L = EM . (6)

During the experiment, VDM calibrations were repeated many times at each
ISR energy in different beam conditions, using simultaneously four independent

monitors with o,, ranging from v 0.3 to v 25 mb. Although all these monitors gave

M
consistent results, the most inclusive one (consisting in the coincidence of the
small-angle PSB hodoscopes H% HE H§ HE, with Oy > Lo, see Section 2) was the most
stable. Therefore only the calibrations obtained with this monitor were retained
in the final analysis. The statistical error of each calibration was of the order
of +0.2%. However, the dispersion of several measurements repeated for about five
months was well consistent with the expected statistical fluctuations at the three
lower energies only, while increasing to 0.7-0.87% at the two higher energies (see
Fig. 8, full circles). This finding is in any case consistent with the estimates)
made by ISR experts that the uncertainties in the magnet settings are such that VDM
calibrations can be reproduced only within #0.5%. In the final analysis the dispersion
of the available measurements at each energy was assumed as error on the monitor
calibration, with a lower limit of 0.5%Z. A summary of the values adopted for Oy

and their errors is found in Table 1. It is worth mentioning that such precisions

could only be attained when a number of precautions were adopted; for instance:

i) VDM calibrations in the intersection area of this experiment alone were
performed, in order to avoid perturbations in the vertical beam displace-

ments due to cross—talk between different areas;

ii) the VDM curve in each calibration was swept by constantly increasing (or

decreasing) the vertical displacement §, in order to avoid the effects of

magnet hysteresis;

iii) corrections were applied in order to compensate for the difference between
the actual values and the nominal values of the parameters (radial average

position and width) of each ISR stack;

iv) all calibrations were performed with low-current beams (< 4 A) in order to
minimize the number of accidental coincidences. These were subtracted from

the monitor rate using time-of-flight techniques.
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The above considerations refer to the relative fluctuations of separate
luminosity measurements (point-to-point error). On the other hand, the absolute
value of L depends linearly on the absolute value of the displacement §. Since
the energy-independent position error of the beams is estimateds) to be about
5 ym per millimetre of displacement, it is expected that the absolute value of L,
which determines the scale of the cross-section, be known within AL/L = #0,5%
(scale error). The measurements performed in this experiment have shown that

indeed the errors of L are of this order of magnitude (see Section 4).

MEASUREMENT OF ¢ BY THE PISA-STONY BROOK METHOD

2.1 Experimental apparatus

The apparatus, shown in Fig. 1, was essentially the one already used by the
PSB group for the previous measurement of the total cross-section. A summary
description of it is given here, and more details can be found in Ref. 2. The
angular region, included in two cones (referred to as "Left'" and "Right" arms)
of about 30° aperture around each beam downstream from the interaction region,
was covered in three steps by coincidences between pairs of circular hodoscopes
about one metre apart from each other. As first angular step, the coincidence
between hodoscopes H; and H,, set at 1.2 and 2.2 m respectively from the inter-
section region, detected particles produced at angles 4° < 6 g 30° with respect
to each beam. In a similar way, the coincidence between H; and H,, which were
set at 6.5 and 7.5 m respectively from the crossing point, covered angles between
" 0.8° and v 7°. Finally, the third angular step was covered by the coincidence
of two small hodoscopes TB; and TB,, positioned about 9 m from the intersection
region, where the cylindrical vacuum pipe had narrowed to an elliptical cross-
section. This last step was important to recover a large fraction of elastically
or quasi-elastically scattered protons, which are strongly collimated in the for-
ward direction. 1In the horizontal plane, in fact, particles scattered at angles
down to v 8 mrad could be detected, and in the vertical plane angles as small as
3 mrad were covered. A large-angle detector (L-box) surrounded the interaction
region and covered angles larger than 40° with respect to either beam. It con-
sisted of four planes of counters, each one used in coincidence with one of four
small counters LS (not shown in Fig. 1) mounted close to the wall of the beam

vacuum pipe in the intersection region.

Over the whole solid angle covered by the trigger hodoscopes, additional
hodoscopes finely split into bins of polar angle detected the multiplicity and

the angular distribution of the charged secondaries. This information was used

to estimate the fraction of inelastic events lost by the trigger (see Section 2.6).



2.2 Data taking

The great majority of pp interactions were detected by the coincidence be-
tween the Left and the Right arm. A small fraction of events, however, gave tracks
in only one of the two arms and in the region around 90°. 1In order to detect
these events (referred to as L-triggers in the following) use was made of the
coincidence between the four (L-LS) signals, OR-ed together, and the signal pro-
duced by the Left arm. Owing to the left-right symmetry of the apparatus, the
number of events which triggered this coincidence, but did not trigger the Left-
Right coincidence, had to be counted twice. The data acquisition was triggered

by the following logical signal:

T = {(H1‘H2) + (H3*Hy) + (TB1'TB2)}
Left

X {[(Hl ‘Hz) + (H3‘HQ) + (TBI'TBz)]Right + (L'Ls)} .

When a trigger occurred, all information pertinent to the event was transferred

to an on-line computer via a CAMAC system. This information included a pattern-—
unit bit (fired or not fired) for each counter of the hodoscopes, clock readings
of the live time of the experiment, and seven digitized time-of-flight (TOF)
differences between the triggering signal and the signals from each hodoscope.

The operating conditions of the apparatus and of the electronics were continuously
checked by the on-line computer during the data acquisition runs. A high-speed
light-emitting diode (LED) was stuck on each counter in order to be able to simu-
late the passage of a particle through the counter. The timing of the pulses
coming from the LEDs was frequently checked to be constant within *1 nsec, and

the driver pulses lighting the diodes were adjusted to give about the same pulse
height as for minimum ionizing particles. The firing of the LEDs was computer-—
controlled and allowed the simulation of any event configuration. With this tech-
nique the rate of trigger losses due to dead-time could be measured (see Section
2.5). Data were taken with low-current stacks (2 to 5 A in each ISR beam) yield-
ing beam~beam collision rates of a few thousand per second, about one hundred
times lower than the usual ones at the ISR. In these conditions the level of

accidentals was very low, while the beam-beam signal was still much higher than

the single-beam background.

2.3 Time-of-flight distributions

Events due to beam-beam collisions were recorded together with events due to
interactions of a single beam with the residual gas in the pipes or with the pipe

walls. Single-beam events produced upstream of the intersection region generated
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jets of secondary particles which could hit the hodoscope system. In this case,
however, hodoscopes in the two arms of the apparatus were not fired simultaneously
as they were for beam-beam events. The amount of time shift between the Left and
Right signals depended on the distance of the various hodoscopes from the inter-
section region: in some cases it was large enough to produce no trigger; other-
wise it could be distinguished in a time-of-flight distribution. The resolving
time of the trigger coincidence was kept rather wide, #30 nsec, and the background
events accepted by the trigger were rejected by an accurate off-line analysis of
the TOF distributions. Using the information of the timings of the signals from
each individual hodoscope with respect to the triggering signal, all 12 TOFs be-
tween hodoscopes in the Left arm and hodoscopes in the Right arm were computed

by difference.

Because of the high mean multiplicity of secondary particles, the great
majority of events appeared simultaneously in more than one TOF spectrum. To
avoid double counting, 'reduced'" TOF distributions were defined in such a way
that each event appeared only in one TOF: after having assigned priorities to
the 12 TOFs, each event was displayed only in the fired TOF with highest priority.
The TOF spectra involving only hodoscopes Hy and TB showed a beam-beam peak alone
and no single-beam background, these hodoscopes being far enough from the inter-
section region to allow rejecting single-beam events at the trigger level. The
IZ{]'. ght

TOFs between any hodoscope at Left and H showed an accumulation of events

due to beam—~1 interactions at shorter times than the beam-beam events. Analogously,

ft

the TOFs between H%e and any hodoscope at Right showed an accumulation of beam-2

events on.the right of the beam-beam peak. Owing to the particular configuration
of the trigger, the TOFs between any hodoscope of the Left arm and the L-box had

the peculiarity that the beam-1 background lay below the beam-beam peak; beam-2
background, instead, gave a bump on the right of the beam-beam peak in TOF H%Eft—

Left | ana uo®ftor,

L

and was outside the trigger acceptance in TOFs TB

2.4 Background subtraction

In addition to single-beam peaks, all TOFs showed a flat background, of the
order of 1% of the sample, due both to accidental left-right coincidences and to
good events whose TOF value had been randomly displaced by an out-of-time start
or stop in the TOF electronic chain. In the analysis the flat background was
first removed from the TOF distributions, as explained in detail below, and the
good events with time shift due to an accidental count were rescued in special
test runs ("echo runs') described in Section 2.5. The various TOFs were treated

in three different ways, according to their features:

. . . . . R R L
i) In the TOFs free from single-beam contamination (i.e. HE_HQ, HE-TB , TB -H,,

TBL-TBR, gathering from 607 to 907 of the events, depending on the energy)



the flat background was subtracted from the beam-beam peaks by extrapolating
the level observed in the region of the spectrum away from the peaks. The
events remaining inside some fiducial cuts after this subtraction were accep-

ted as good beam-beam events.

ii) For the TOFs showing single-beam peaks (i.e. HE—Hg, TBL—H§, H%—HE, H%-TBR,

H%-H?, gathering from 40% to 107 of the events) the shape of the background
peak, as obtained in separate runs with only one beam circulating in the
ISR, was added to a constant level with a free relative normalization, fitted
to the TOF distribution in the region outside the beam-beam peak, and then
subtracted from the spectrum. Here again, the events falling in the beam-
beam peak within some fiducial cuts were accepted as good events. Although
these fits were performed separately on each TOF, the normalization factors
between the single-beam runs and the beam-beam run obtained by the fit to
TOF H%-HE (where both single-beam peaks are present) were found to agree to
those obtained by the fits to TOFs H%—Hg and TBL—H§ (containing a beam-1
background peak only) and to TOFs H%—HE and H%—TBR (which contain a beam2

background peak only).

iii) 1In the TOFs involving the L-box (i.e. H%—L, TBL—L, H%—L, gathering from 47

to 1% of the events) the beam-1 background which lay below the beam-beam
peak was subtracted using the average normalization factor found by the
previous fits. This was done after having subtracted the flat background
from TOFs HE-L and TBL—L as in (i) and the beam-2 plus the flat background
from TOF H%-L as in (ii).

It may be noticed that, since each event might appear in several TOFs at
the same time, the population of events in each "reduced" TOF strongly depended
on the chosen sequence of priorities: the high-priority TOFs were the richest,
regardless of the hodoscopes involved, while very few events were left in the low-
priority TOFs. In order to minimize systematic errors which could have been com-
mitted in the fit and in the subtraction of single-beam background, in the final
analysis a lower priority was assigned to the TOFs more contaminated by single-
beam events. In particular, TOF H%—Hg, from which both beam-1 and beam—-2 back-
ground had to be subtracted, was given a low priority. It was followed only by
the TOFs involving the L-box, in which the subtraction of beam-1 background,
lying under the beam-beam peak, was indirect since it was based on a normalization

derived from the fits to the other TOF spectra.

In addition to accidental counts, there was another effect which caused some
good events to be observed with a time shift in some TOF distributions. This was
due to delayed tracks, correlated with the event itself. For example, it was

found that in a fraction of elastic events (up to 5% at the highest energy), one
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of the scattered protons after crossing the TB counters interacted with the iron
of the ISR magnet behind, yielding slow backward prongs which fired HE (HE) with
some variable delay with respect to TBR (IBL). Two TOFs were thus available,
TBL—TBR with the right value and TBL-HE (TBR—HE) with a displaced value. Such

an event would either be accepted or rejected according to which one of the two
TOFs had higher priority. In general, when delayed tracks are correlated to a
good event, this can be lost in the analysis with a probability which depends on
the particular choice of priorities. The amount of such a loss, reaching 17 in
the worst case, is illustrated by columns 3 and 4 of Table 2, which show the re-
sults obtained with two different sequences of priorities in a typical run at

/s = 62.7 GeV, where the effect is maximum. This difficulty was overcome in a
final analysis in which the sequence of TOF priorities was not fixed, in the sense
that a lower-priority TOF could prevail over a higher-priority TOF if the value

of the time-of-flight was inside some tight beam-beam cuts in the former and out-—
side the beam—beam peak in the latter*). With this method, identical final results
were obtained with two different sequences, as shown in columns 1 and 2 of Table 2.
The percentage of rescued events was found to be completely insensitive to the
features of the particular ISR stack. The energy-dependence of the partial con-

tributions of the various TOFs is illustrated in Table 3.

2.5 Estimate of randoms

The probability for good events to show a randomly displaced TOF value was
measured in special test runs. In these runs, taken immediately after the normal
beam-beam runs, the LED system was operated by the on-line computer in the follow-
ing way. When a trigger occurred, the configuration of the counters hit in the
event was read from the pattern units and recorded on magnetic tape with a flag
specifying that it was a "true" event. The same configuration was then written
on output registers and the corresponding LEDs were accordingly fired. If no
dead-time prevented the trigger from being fired, a new event resulted, with a
configuration identical to the previous one and with a good TOF value in the
absence of accidental counts. This "echo'" event was in turn read and recorded
on magnetic tape with another flag. The tape was subsequently analysed off-line,
retaining only the "echo" events associated with true events whose TOF fell inside
beam-beam cuts. The number of events to be rescued in the analysis was obtained

from the fraction of "echo" events rejected by the same computer program used to

*) Some restrictions were, however, imposed in order to avoid such changes of
priorities causing distortions in the shape of the single-beam background.
In fact, single-beam events with a TOF value falling near a cut could generate
an accumulation of background inside and a depletion outside the cut, in the
neighbourhood of the cut itself. Therefore, TOFs contaminated by single-beam
background were allowed to prevail only over TOFs free from single beams.
Moreover, the TOFs involving the L-box were left at fixed priorities. It was
checked that the final result was insensitive to the precise location of the
cuts.
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analyse the corresponding beam-beam run. In addition, the trigger losses due to
electronic dead-time were measured by the fraction of "echo'" events which failed
to fire the trigger and were rarely found to exceed 0.17Z. The fraction of rescued
events ranged from 0.1% to 0.4% of the total, depending on the quality of the
stack. It was checked over the whole running period of the experiment that the
trigger failures due to inefficiencies of the LED system were negligible. This
test was made immediately after each ISR stack, and consisted of "echoing" beam-

beam events, read from a magnetic tape, when no beams were circulating in the ISR.

2.6 Corrections

The slightly incomplete coverage of the solid angle made the rates measured
in the PSB detector smaller than the total interaction rate, and corrections had
to be introduced to compensate for the events not accepted by the trigger. Most
of the non-covered solid angle was concentrated in the two coronas between 6 = 30°
and 6 = 40°, i.e. in the gaps between hodoscopes H%’R and L. The probability of
an event in which all charged particles emitted in one hemisphere fell in such a
gap was evaluated by extrapolating the 6-dependence of the L-triggers. Such a
loss was found not to exceed 0.17 at all energies and it was neglected. The
probability that all charged particles of an event were emitted only at angles
larger than 30° in both hemispheres turned out to be negligible too. Also com-
pletely negligible was the effect of the upstream holes in hodoscopes H%’R. Im-
portant losses, on the contrary, were due to small-angle processes escaping the
trigger because of the beam exit holes in TB hodoscopes, at 6 < 5 mrad. In addi-

tion, a non-negligible fraction of events was lost by the trigger because of the

dead space between adjacent trigger counters.

2.6.1 Elastic loss at small angles

The loss of elastic events in which at least one proton was scattered within
the inner edge of the TB counters was computed by a Monte Carlo calculation simu-
lating the production of elastic events over the beam—beam overlap region accord-
ing to data previously measureda) at the ISR. The absolute value of this correc-—
tion was computed, while the other losses discussed below were evaluated as ratios
to the measured rate. A summary of the input data and of the elastic correction
computed at each energy is given in Table 4. The error of the input parameters
and the indetermination due to edge effects in the hole inside the TB counters
have about equal weight on the uncertainty of the correction. At the highest
energies, this uncertainty is not negligible with respect to the other sources of
error. It is worth mentioning that the losses listed in Table 4 include a negative
correction which compensates for Coulomb scattering, which was appreciable because
elastic events with protons scattered in the vertical plane at angles as small as

3 mrad could trigger the apparatus. The increase of measured cross-section due to
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this effect was also computed by a Monte Carlo method, using the known Coulomb
cross-section as an input. It amounted to 0.12 and 0.07 mb at Preg = 11 and

15 GeV/c, respectively, and was negligible at higher energies.

2.6.2 1Inelastic loss at small angles

The loss of inelastic events at small angles was evaluated in the following
way. All events triggering the coincidence between the Left and the Right arm
independently of the L-box (i.e. all events except the L-triggers, see Section 2.2)
were plotted in a two-dimensional graph, as sketched in Fig. 2, whose axes were
the maximum angle of the prongs emitted in the left and in the right hemisphere.
In such a plot, a narrow band 5 mrad wide, corresponding to the pipe exit holes,
is empty and its contribution must be evaluated by extrapolating the distribution
of the events plotted in the graph. The extrapolation of the L-triggers was ne-
glected owing to the smallness of the contribution of the L-triggers themselves.
Three classes of events could be distinguished, as shown in Fig. 2. Class I con-—
tained the events with no track in hodoscopes H%’R and L; Class II the events
with no track in the L-box and with at least one track in hodoscopes H% or HE;
Class III the events with tracks in the Left cone, in the Right cone, and in the
L-box. The extrapolation of Class III could only lead to the determination of a
fraction of "L-trigger" events: it was not performed, since the whole category
of L-triggers was directly measured by the complete trigger including the L-box
(see Section 2.2). Class I included many elastic events concentrated in a narrow
peak, along the diagonal of the matrix, superimposed on a smooth background. It
was found that the measured rate of Class I events exceeded only by < 47 the rate
of elastic events expected by a Monte Carlo calculation. This indicated that the
smooth background in this region was mostly due to elastic events in which one of
the scattered protons had undergone a secondary interaction in the pipe walls.
Indeed, the rate of these events was consistent with the computed probability of
interaction (v 157) for protons at these angles. Inelastic events in Class I were
therefore estimated not to exceed 0.3 mb and their extrapolation was neglected.

As a conclusion, only the extrapolation of Class II events had to be taken into
account. The maximum—-angle distribution (dN/dQ)(emax) for these events, shown
in Fig. 3, was well fitted by an exponential function of emax. The integration
of this curve over the missing solid angle allowed determination of the fraction
of inelastic events lost because of the TB holes. A summary of the corrections

computed at each energy is given in Table 5.

2.6.3 Dead-space loss

An additional loss of elastic or inelastic events was due to the dead space
in the cones covered by the trigger counters, each gap between adjacent counters

being responsible for some small inefficiency in particle detection. For the
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majority of inelastic events such inefficiency did not affect the trigger inclusive-
ness, because of the high mean multiplicity of secondary particles. A minority of
inelastic events, however, amounting to about 107 of the total cross—section detec-
ted by the apparatus, showed configurations with only one track in one of the two
arms, concentrated in a narrow cone of 4° aperture (i.e. in hodoscopes Hj,, and
TB,,, essentially), no track in the L-box, and some tracks in the other arm. Owing
to this category of events, if the coincidences (H3*H,) and (TB,*TBy) were affected
by an inefficiency of a%, a fraction 0.laZ of o would be lost by the trigger. In
addition, elastic events, which amount to ~ 157 of the detected cross-section,
would have a probability 20% to miss the trigger, implying an additional loss of
0.30% of 0. The total trigger inefficiency would thus be 0.4a%: realistic values
of a can therefore give rise to non-negligible losses of rate. 1In order to evalu-
ate the trigger inefficiency due to dead space, special runs were taken with the
coincidences (H3*H,) and (TB,*TB,) operating in singles in one of the two arms.

In these runs the trigger logic was thus modified as follows:

T/ = {(Hl *Hy) + (H3*Hy) + (TBl'TBz)}
Left

x {[(HI'HZ) + Hz + Hy + TB; + TBz] + (L’Ls)}

Right

or, alternatively, with the ORs at the Left side. Actually, one should have taken
data with the ORs in both sides at the same time, but this usually introduced too
high an amount of background. On the other hand, it was checked in some particu-
lar cases that the correction measured with the ORs in both sides exceeded by no
more than a few percent the sum of the corrections measured with the ORs in

either side. By making use of the information of the pattern unit bits, only the
events satisfying trigger T', but not trigger T, were selected off-line. These
events, displayed in TOF distributions, showed a clear peak at the same position
as the beam-beam peak in normal runs, as illustrated in Fig. 4. Most of the beam—

beam signal came from TOF TBL—TBR; less important but neat signals were present

in TOFs HE-TBR, TBL—H§, and H%-HE; no signal at all was observed in the other TOFs.
For each run taken with trigger T', it was checked that the pattern units were not
affected by any inefficiency which could simulate such a loss. This test was made
by applying the analysis described above to normal trigger runs taken immediately
after each T' run. It was also checked that such a loss was not due to electronic
dead-time. 1In fact the fraction of "echo" events (see Section 2.5) which failed

to fire the trigger was never found to exceed 0.15%. The losses measured at each

energy with this method (from 1.17 to 1.5%) are consistent with what can be expected

from the size of the gaps between adjacent counters, and are summarized in Table 6.
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2.7 Results

The total cross-section in the PSB method was obtained by the following ex-

pression:
R

“ oy

where the luminosity L has been expressed as the ratio of RM to Oy [Eq. (6)], R

g (L +¢) + Acel , (7)

is the rate of beam-beam events (corrected for randoms) measured by the PSB
apparatus, Aoel the small-angle loss of elastic cross-section listed in Table 4,
and € the global inefficiency of the trigger due to both inelastic loss at small
angles (Table 5) and dead-space losses (Table 6). Figure 8 shows all the measure-
ments of Oy and of the ratio RM/R performed during the period of data taking. The

values finally obtained for ¢ with the PSB method are summarized in Table 7.

MEASUREMENT OF ¢ BY THE CERN-ROME METHOD

3.1 The method

The total cross-section is related to the elastic hadronic cross—section in
the forward direction through the optical theorem. Neglecting spin effects we

can write:

4 1 dghadr
o= [J——f 1 (8)
P 1 + p% dQ
em =0

where p is the c.m. momentum and p is the ratio of the real to the imaginary part
of the forward elastic scattering amplitude. At ISR energies, p is positive and

7 . .
of the order of a few percent ). Since the detector of elastically scattered
protons is set at some angle with respect to the unscattered beam, the forward
cross-section appearing in Eq. (8) is obtained by extrapolating to t = O the one
measured at some momentum transfer t,. Assuming that the elastic differential
cross-section in the region 0 < |t]| < |to| is an exponential function of t with

slope b, Eq. (8) can be rewritten as

| hadr '
o4 1 bltg| ahadr) ©)
P/1 + p? dQ
C lt=t,

In order that the extrapolation to t = 0 be reliable, it is necessary that
the detector measures elastic scattering at very small angles, where both hadronic

and Coulomb amplitudes contribute to the elastic differential cross—-section:

meas
do

19)

hadr _ _Coul 2

= |f £ . (10)
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Assuming that the real and the imaginary part of the hadronic amplitude have the

same t-dependence (i.e. that p = Re £hadr p, ghadr 44 independent of t), 134T can
be written as:
h .
fadr =_p_.o‘ (p+1) exp [—P..'tl] . (11)
4 2
. Coul . . . 9)
The Coulomb amplitude £ can be parametrized in the following form “:
2 .
fCoul = —2ap GliT) e1a¢ , 12)

where o is the fine structure constant, G(t) is the proton electromagnetic form

factor

G(t) =~ 1 - 2.94 |t]| , (13)

0)

1
and ¢ is a phase factor

o 0.08 (GeV/c)?
|t]

- 0.577 . (14)

¢ =1

As a result, the elastic differential cross-section measured by the detector ex-
ceeds the hadronic cross-section by the fraction €c (due to Coulomb scattering)
and € (due to the interference between the Coulomb and the hadronic amplitudes)

defined by the following expressions:

dOmeas dc,hadr
= 1 +¢, + R 15
= a0 [ c EIJ (13)
2 2 GY(E) ebltl
€c = 64120, , (16)
[t]? 021 + p?)
2
e; = ~léma G() proab ., [%-ltl] . 17
[t] o@ + p?)

The elastic differential cross-section is measured by the rate Re1 of elastic

events in a detector covering a solid angle Aw:

meas el
do _R 1 (18)

dQ Aw L

Combining Eqs. (9), (15), and (18), the total cross—-section 0 can finally be ex-—

pressed in terms of the measured quantities as follows:

> el
oo Jrer_1 1 Hbltol REZL T (19)
p° 1+ p2 1+ € * €1 Aw L By M




_14_

where the last equation is the definition of the quantity F, and the luminosity

L has been expressed as the ratio of RM to OM [Eq. (6)3.

3.2 Apparatus

Elastic events were detected by two symmetric sets of hodoscopes A and B,
sketched in Fig. 1, covering angles from 3 to 9 mrad. Each hodoscope consisted
of two separate arrays of 12 horizontal and 11 vertical scintillation counters.
The horizontal scintillators (called 0;, ..., 6;,) were 4.5 mm wide and 90 mm long,
while the vertical scintillators (called ¢y, ..., ¢;1) were 8 mm wide and 80 mm
long. Each hodoscope was placed between two trigger counters (A’A” and B'B").
Hodoscope A (B) was held fixed at a distance of 28 mm above (below) the circulating
proton beams, situated in an indentation in the ISR vacuum pipe that permitted
the protons scattered in the vertical plane to reach the hodoscope after crossing

a stainless-steel wall no more than 1 mm thick.

The fourfold coincidence A’A”B’B” was used to initiate the data acquisition
system. For each event, the pulse heights of all counters in hodoscopes A and B
were measured, as well as the time-of-flight differences between the triggering
signal and the trigger counters (including the PSB hodoscopes). The status (fired
or not fired) of each counter was registered in pattern units. In addition, the
live time before each event was measured by a high-frequency clock. Each piece
of information was then transferred, via a CAMAC system, to an on-line computer
which also monitored the performances of the apparatus and wrote all information

on magnetic tape.

3.3 Data reduction

Elastic scattering events dominated the AB coincidence. Thus, choosing an
element wij (defined as the intersection of counter Gi with counter ¢j) in hodo-
scope B, the distribution of hits in hodoscope A showed (superimposed on a low ine-
lastic background) a sharp bi-dimensional almost Gaussian peak corresponding to the
shadow of the interaction diamond projected on A from the element chosen in B
(see Fig. 5a). 1In the analysis such an element was chosen out of the central
"window" of 4 x 5 elements in hodoscope B. In order to evaluate the volume of
the elastic peak, a fiducial region PK of 5 x 7 = 35 elements was defined in
hodoscope A, centred on the peak, as shown in Fig. 5b. Since the inelastic back-
ground did not show any evident ¢-dependence, its level was evaluated in the
regions L and M (4 elements for each 6-bin, 20 elements over-all, see Fig. 5b)
and interpolated into the region PK. Such an evaluation was effected, after having
fitted the shape of the elastic peak, by computing the difference between the num-
ber of events observed in L+M and the number of events expected by the fit. In
more detail, the number of coincidences Nij,kﬁ between the element (i,j) of hodo-
scope B and the element (k,2) of hodoscope A was expressed as the sum of a term E

fitted to the elastic peak and an inelastic contribution I in the following way:
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Nosoee T Eigke tigke (20

where

— 1 —
Lisxe =% ). [Nij,kx Eij,ka : (2D
AeL,M

The fit consisted in parametrizing the shape of the diamond by an analytical func-
tion. The transverse distributions of interaction points in the diamond, as well
in the vertical direction z as in the radial direction y, were parametrized by

means of properly normalized Breit-Wigner functions with variable exponent:

f(z) « [1 + [21/U - 1) [E_%;Ei]z]_u (22)

e « [ (2 -1 (22T 29

These functions have tails which are higher than for a Gaussian distribution, and
they tend to Gaussians for large values of the exponents. The elastic peak Eij KA
b

was then computed as a function of the density of the source (see Fig. 6):

N
_ do dy,dz, dy,dz,
=1 0 f(z) dz g(y) dy df di

Eij,kl S(ay = az) 6(By - B2) . (24)
n

In Eq. (24) L is the luminosity integrated over the time of data taking and do/dQ

is the cross-section of Eq. (10). The meaning of the other symbols is clarified

by inspection of Fig. 6. The factors &(a; - a,) and 8(B; - B,) express the condi-

tions of coplanarity and angular correlation satisfied by elastic events. Integra-

tion of Eq. (24) leads to

_Vdo wh - h - W
Eij,kl =1L a—Q-¢e=6 T—:——d':j [f(z) 5 g(¥) ol (25)
ij,ke [—‘———‘ 5 ]
where 6., is the scattering angle defined by the centres of the two elements

ij, k&
(i,37) and (k,%) and the direction of the initial protons.

A fit to 700 independent counting rates Nij K (i=1, ooy 4, 3 =1, «v., 5;
’
k=1, «.., 5, 2 =1, ..., 7) was then performed with the following six free para-

*
meters H

v
*) L has not to be regarded as a free parameter because of the normalization con-
dition
Z Nij,kz B Ntot ?
i,j,k,2

where Ntot is the total number of events.
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§ vertical half-width of the source

zg vertical displacement of the source
exponent of the vertical distribution
radial half-width of the source

yo radial displacement of the source

Vv  exponent of the radial distribution.

For each element (i,j) of hodoscope B, the fit allowed the determination of the
background-to-signal ratio BGij in the fiducial area PK of hodoscope A and the
fraction BD,. of elastic peak falling outside the border of area PK. The elastic

rate R;} detected by the element (i,j) was then expressed by

el

R,, = N.. (1 - BG,. 1 + BD,.) . (26
ij [k,g;PK 1J,k£] 13) ( ij 4 )

It should be stressed that the complicated fitting procedure described above is

only used to compute the small correction terms BGij and BDij'

Twenty independent rates of elastic events, detected by twenty different
elements of hodoscope B, were measured and, inserted in Eq. (19), led to twenty
independent evaluations of the total cross-section. These values were always
found to agree, within the statistical errors. As a check, the same data were
also treated in the symmetric way, i.e. choosing a window of 20 elements in hodo-
scope A and looking at the elastic peak in hodoscope B. No systematic discrepan-—
cies in the results of the two treatments were ever found. The values of the
border loss BD were kept small (from 0.4%7 to 4% according to the parameters of
the stack of the ISR beams) by taking all data with the ISR working in the
Terwilliger schemell). In these operating conditions, the transverse dimensions
of the diamond were particularly small (v 1.5 mm in the vertical and ™~ 3 mm in
the radial direction) and the width of the elastic peak was much smaller than the
dimension of the hodoscope (see Fig. 7). Typical values of the background BG
integrated on the area PK, ranged from 3% to 6%, depending on the energy, which
corresponds to a signal-to-background ratio at the peak of more than 200:1. In the
final analysis, the large hodoscopes of the PSB apparatus were used in anticoinci-
dence to veto inelastic events. In these conditions the background was always less

than 37, approximately constant at all energies.

A particularly delicate problem was presented by those events in which more
than one particle was detected in a hodoscope. One origin of multiple hits was
inelastic events yielding two or more charged secondaries in one of the hodoscopes.
Another origin, particularly important in these miniature scintillators, was the
presence of §-rays, created in the hodoscope itself, which could fire other coun-
ters in the neighbourhood of the main track and create ambiguities about the

location of the elastically scattered proton. Three different criteria to overcome
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this difficulty were tried and found to give equivalent results. In the final
analysis, multiple-hit events were handled by selecting in each hodoscope the one
f and the one ¢ counter that gave a pulse with amplitude nearest to the average
amplitude (best-pulse-height criterion). Alternative criteria consisted in
choosing the counter with largest amplitude (maximum-pulse-height criterion) or
in assigning a fraction of event to each fired counter (equal-weight criterion).
All criteria led to determinations of ¢ which were consistent within 0.3%. An
additional check consisted in ignoring the counters with pulse height less than
€% of the average, in order to cut off the majority of §-rays, which gave very
small pulse heights. The values of 0 derived in this way varied by less than
0.27 by varying € up to 20%. In the final analysis a cut at € = 107 was applied,

which gave a percentage of single-hit events in each hodoscope of " 807%.

3.4 Corrections, errors, and results

The uncertainties of the various factors appearing in expression (19) are

summarized in the following.

i) Measurement of luminosity L. Estimates of the errors of the monitor cali-

brations at each energy have been evaluated by studying the reproducibility
of several repeated measurements, using the method already discussed in
Section 1. An estimate of a possible energy-independent scale error will

be given in Section 5.

ii) Measurement of the elastic peak PK. Based on the tests discussed in

Section 3.3, it was estimated that the integral of the elastic peak PK might
be affected by a point-to-point error (i.e. applicable to each energy inde-
pendently) of #0.5%, and by a scale error (i.e. common to all energies) up

to +0.37.

iii) Subtraction of background BG. As discussed in Section 3.3, the integrated

background BG under the elastic peak PK amounted to less than 37 of PK. 1In
order to take into account some possible unexpected shape for the background
under the peak, a safe margin of error was adopted assuming a point—to-point

error of *#257 and a scale error of *107 on BG.

iv) Border loss BD. The values of the border loss BD depended on the particular

stack conditions, and a different correction was therefore applied for each
run. As a matter of fact, different stacks at the same energy were often
found to have similar parameters, so that this correction was empirically
found to be maximum at Pigr = 15 GeV/c (BD = 4.57) and minimum at Prgr = 22
and 26 GeV/c (BD = 0.5%). In order to take into account possible systematic
errors in the fit on which the determination of BD is based, a generous

point-to-point error of *257 was assumed on BD.
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v) Solid angle Aw. Since the width of each hodoscope strip was known with an

accuracy of #0.01 mm, the uncertainty on the solid angle Aw covered by a
single hodoscope element was A(Aw)/Aw = +0.35%. However, since in the ex-
periment the information from 40 different elements was used, the uncertainty
on the average solid angle was {[A(Aw)]/Aw}av. ~ 0.05%. This was much
smaller than the uncertainty of edge effects on each element. In fact,
adjacent strips in each hodoscope were separated by an aluminized mylar foil
0.025 mm thick, and particles going through the dead space between two
counters had a good chance of being detected by 8§-ray emission. We can con-
sider the two extreme possibilities in which the edge effect is zero or
maximum. Zero edge effect would imply a dead space of (0.87 * 0.1)% in each
hodoscope. This dead space would lower the sum of the rates of the elements
of indices k,4 EEq. (26)], and the corresponding elastic cross—section would
therefore be lower than the true one by 0.877. Maximum edge effect would
imply no dead space, but in this case the effective solid angle of the
element i,j would be increased by 0.877 with respect to the geometrical
value: the elastic cross-section derived in this way would be higher than
the true one by 0.877%. We can thus set an upper limit of +0.87% on the un-
certainty of Aw. On an experimental basis, the effective dead space could
be estimated by looking at the fraction of events with no hit in one of the
two planes of a hodoscope, which turned out to be 0.30 * 0.12%. This implied
that the edge effects made the effective solid angle higher than the geome-
trical one by (0.87 *# 0.1)% - (0.3 £ 0.12)% = (0.57 * 0.16)%Z. The elastic
cross-section computed with the geometrical solid angle should therefore be
increased by (0.57 * 0.16)7 owing to the holes on the opposite side of the
element i,j, and should be decreased by (0.30 + 0.12)% because of the under-
estimation of the solid angle of the same element. The elastic cross-section
should then be corrected by (0.27 * 0.26)% and the corresponding value of
the total cross-section by 0.13 * 0.13%. Owing to the smallness of the
effect and to the uncertainty attached to it, no correction was actually
applied to the data and an increased error was attributed to the value of
the solid angle: A(Aw)/Aw = *0.37%. This systematic error was of course
common at all energies, and it generated a scale error on the final values
of o.

vi) Extrapolation factor F = eb|t|. The adopted values of the slope b of the

differential elastic cross-section at each energy have been deduced from

)

. . 8 . . .
the available experimental data ° by means of a fit linear in 1n s. The
estimated uncertainty was Ab = 20.3 (GeV/c)~?. Several sources of error

affected the determination of the momentum transfer t:
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due to the uncertainty of the value of the mean

]

+
[e]
N
9

At/t

ISR momentum;
= +0.087 to 0.16%7 depending on the energy, due to the uncertainty of
the initial direction of the protons in the horizon-

tal plane;
= +0.7% to 1.07 same as above, in the vertical plane;

= +0.25% to 0.35%Z due to the uncertainty of the position of the hodo-

scopes.

As a whole, the global error on the momentum transfer ranged from 0.87 to
1.1%, depending on the energy. The uncertainty of the extrapolation factor

F was therefore between #0.22% at the lowest ISR energy and +0.857 at the

highest energy (see Table 8).

vii) Coulomb corrections €, and € These corrections amounted to v 77 at the
v
lowest ISR energy and were much smaller at higher energies. The uncertain-

ties of these corrections were due to the indeterminations on the momentum
transfer t and on the real part p. The uncertainty of t induced an error

of *27 on €c and of *17 on €r- Owing to the smallness of €c and €19 the
indetermination of t had a negligible effect. Another small source of

error is the uncertainty on the value of the real part p, which has recently
been measured by the CERN-Rome Collaboration7). The values appear in

Table 9. It should be noticed, moreover, that in the CR method the value

of the total cross-section is less sensitive on p at the higher energies.

In fact, the derivative of o, do/dp v const/t - po, which is positive at

the lowest ISR energies decreases with increasing energy because of the term
1/t, and can even cross zero for particular values of t and p. A summary

of the corrections and of the errors induced on 0 is given in Table 9.

A summary of all systematic errors affecting the determination of the total
cross—-section in the CR method is given in Table 10. The statistical error at
each energy was between 0.17 and 0.27. Figure 8 shows all the measurements of
F and Oy performed during the period of data taking. The values finally obtained

for 0 are summarized in Table 11.

LUMINOSITY-INDEPENDENT METHOD

As discussed in the Introduction, if both the elastic and the total rate
are measured at the same time in the same intersection, then the luminosity
L [= RM/OM, Eq. (6)] is identical in the two experiments and can be eliminated
from Eqs. (7) and (19). In this case the ratio of F [Eq. (19)] to R [Eq. (7)]

determines o without the need for any luminosity measurement:
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1
1 +¢

= |

1 R
= = + - =1.
0 =3 1 \//1 4Aoel 1+ ¢) F 27)
In order to guarantee the criterion of simultaneous measurements, the triggers
for the two experiments were alternatively enabled by the on-line computer at
each event. For each ISR run a value of 0 was derived using Eq. (27). The aver-

ages of the values obtained at each energy are listed in column 4 of Table 12.

The comparison between the values of 0 given in Table 12 is interesting in

many ways. For instance, the internal consistency of the results is monitored
by the ratio A between the values of 0 obtained in the luminosity-independent
method and in the PSB method:

A= OcEIEP;g?) ' (28)
In the ideal case (no error in any measurement) A would be equal to 1. Recalling
Eqs. (7) and (27) A can be written to a good approximation as A = FL/R?. There-
fore if a scale error affected the luminosity measurements, such as to influence
the 0 values in the PSB method in a significant manner, then A would deviate sig-
nificantly from unity in the same direction at all energies. The results obtained

for A are illustrated in Fig. 9. By averaging over all energies, we obtain
(X) = 0.9944 + 0.0093 , (29)

where the quoted error includes also the systematic uncertainty of *0.0052 affec—
ting the quantity F which has been discussed in Section 3.4. This result implies
that we can guarantee the reliability of the Van der Meer method to about 0.9%.

A scale error of *#0.9% on L has therefore been assumed in columns 2 and 3 of

Table 12.

Since the absolute scale of the displacements in the Van der Meer method
has been independently measureds), our result can be seen from a different point
of view. The consistency between the values of 0 obtained in the PSB and in the
CR methods can be considered as a proof that, neglecting spin effects, the optical
theorem holds true to *0.57 for proton-proton collisions at ISR energies. This

is the most accurate test obtained until now.

CONCLUSIONS

Since all methods described above gave consistent results, the three meas—
ured quantities R, F, and L were combined with the constraint A = 1 in a maximum-—
likelihood method to find the most probable value of R and F, and then of o
[Eq. (27)]. These maximum—-likelihood values of 0 are the final values of this
experiment and can be found in column 5 of Table 12. They are plotted in Fig. 10
together with previous ISR results (Refs. 1, 2 and 12). At each energy, the agree-

ment between old and new ISR values is as good as could be expected from the quoted
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1 . . .
errors. The consistency with the FNAL data 3), shown in Fig. 11 together with lower
energy results (Refs. 14 and 15), should also be considered as good, when one takes

into account the size of the scale errors attached to both measurements.

The decisive increase of 0 observed at ISR energies gives deeper significance
to the behaviour of the other hadron-proton total cross-sections, measured thus
far only up to the maximum energies available at FNAL (E1ab =~ 300 GeV). A pano-
rama emerges where it seems that all hadron-proton cross-sections will continue
to increase as Vs increases. Several years ago, Cheng and Wule) gave theoretical
reasons supporting the hypothesis that this high-energy behaviour should be a common
feature of all hadron-hadron total cross-sections. For hadron-proton reactions,
Lipkinl7) has recently proposed the following "universal" parametrization for

o(Hp), the total cross-section of any hadron against protons:

E’—Sgi) = 4.40 Nf: pS 1% 44.00 Nf: N:s Pl 20+ 7.83[Ng' + 2N§] 0%, (30)
where
NH = total number of quarks and antiquarks in H (= 2 for mesons and 3 for
§ baryons)
hs total number of non-strange quarks and antiquarks in H
Ng = number of d antiquarks in H
Ng = number of u antiquarks in H .

The o measurements presented here are in good agreement with Eq. (30), so we
feel justified in presenting in Fig. 11, together with the results of some recent
experiments (Refs. 13, 14 and 15), the predictions for the other hadron total

cross—-sections extended up to E1ab = 10 TeV.

The confidence with which one can believe that all hadron-proton cross-sections
will continue to grow well beyond /s = 60 GeV, stems also from considering the re-

)

sults of a recent experiment performed by some of us at the ISR 7 , where the

ratio p between the real and imaginary part of the forward amplitude in pp elastic
scattering was measured. It was found that p, after crossing zero at /s = 25 GeV,
continues to grow up to the maximum ISR energy (/s = 63 GeV) where it reaches a
value of =~ 0.10. Such a large and steady increase implies, through dispersion re-
lations, a vigorous increase of 0 well beyond the ISR range, up to at least

/s > 200 GeV corresponding to laboratory energies of v 20 TeV, where it is expected
to reach a value around 55 mb. It seems unlikely that a phenomenon such as this,

covering so great a span of energies, is peculiar to pp interactions.
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Table 1
VDM calibratiogstﬁrR
the monitor (HaHuﬂaHu)
Vs Oy
(GeV) (mb)
23.5 19.70 + 0.10
30.6 23.15 + 0.12
44.7 25.76 £ 0.13
52.8 26.15 + 0.20
62.7 25.74 + 0.21
Table 2

Comparison of the results obtained with variable and fixed priorities
in two TOF sequences, for a typical run at Vs = 62.7 GeV

Variable priorities

Fixed priorities

First Second First Second
TOF Contrib. TOF Contrib. TOF Contrib. TOF Contrib.
sequence sequence sequence sequence
(%) (% of (% of (% of
total 1) total 1) total 1)
Hy~Hy 65.4 TB-TB 21.9 Hy~Hy 65.0 TB-TB 21.8
TB-H, 4.4 H,~-TB 16.3 TB-H, 4.2 H,-TB 16.2
H,-TB 4.1 TB-H, 16.5 H,-TB 4.0 TB~H, 16.4
TB-TB 16.0 Hy-Hy 35.2 TB~TB 15.9 Hy-Hy 35.2
Hy-H;, 3.7 TB-H, 1.2 Hy-H, 3.6 TB-H, 1.2
TB-H, 0.3 H,-H, 2.7 TB-H, 0.3 Hy-H, 2.7
H,-Hy 3.8 H,-TB 1.2 Hy-H, 3.7 H,-TB 1.2
H,-TB 0.3 Hy-H, 2.8 H,-TB 0.3 Hy-Hy 2.8
H,-H, 0.2 H,-H, 0.2 Ho-Hp 0.2 H,-H, 0.2
Hy-L 1.6 Hy-L 1.8 Hy,-L 1.6 Hy-L 1.8
TB-L 0.1 TB-L 0.1 TB~-L 0.1 TB-L 0.1
H,-L 0.1 H,-L 0.1 H,-L 0.1 H,-L 0.1
Total 1 100.0 Total 2 100.0 Total 3 99.0 Total 4 99.7
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Table 3

Partial contributions of the various TOFs in typical runs
at three different energies

FINAL ANALYSTS /s = 23.5 GeV | Vs = 44.7 GeV | Vs = 62.7 GeV
Contribution | Contribution | Contribution
Variable priorities (%) ¢3) (%)
Hy-Hy 52.5 65.2 65.4
TB-H, 1.9 3.9 4
H,-TB 1.9 3.6 4.1
TB-TB 4.2 11.7 16.0
Hy-H, 14.0 6.2 3.7
TB-H, 0.5 0.4 0.3
Hyo-Hy 14.0 5.9 3.8
H,-TB 0.5 0.4 0.3
Hp-H; 6.4 0.7 0.2
H,-L 3.0 1.7 1.6
TB-L 0.1 0.1 0.1
H,-L 1.0 0.2 0.1
Table 4

Summary of the parameters used in the calculation of the
correction needed to compensate the loss of elastic events:

do

dil « ebt with b = b; for |t| < 0.12 (GeV/c)?
and b = b, for |t| > 0.12 (GeV/c)?

/s b, b, Oa1 Correction
(GeV) | (GeV/c)™2 | (GeV/c)™? (mb) (mb)
23.5 |11.8 + 0.2]10.3 0.2 |6.77 + 0.15 | 0.24 + 0.03 ¥
30.6 12.2 £+ 0.2 ]10.9 + 0.2 6.93 + 0.15] 0.51 + 0.04 b)
44,7 12.8 + 0.2 11.0 + 0.2 |7.20 + 0.15] 1.22 + 0.07
52.8 13.1 + 0.2 ]10.7 + 0.2 |7.43 + 0.15] 1.64 + 0.09
62.7 13.3 + 0.2 10.4 £+ 0.2 |7.57 + 0.15] 2.16 + 0.12
a) 0.12 mb have been subtracted to balance Coulomb scatter-

ing events.

b)
ing events.

0.07 mb have been subtracted to balance

Coulomb scatter-
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Table 5

Correction factors to
compensate the loss of
inelastic events at
small angles

Vs Correction
(GeV) (%)

23.5 0.27 + 0.05

30.6 0.50 £ 0.10

44,7 0.96 + 0.20

52.8 1.18 + 0.25

62.7 1.39 £+ 0.30
Table 6

Correction factors to
compensate for trigger
inefficiencies due to
dead space

/s Correction
(GeV) (%)
23.5 1.5 *

30.6 +
44.7 1.2 +
52.8 1.1 +
62.7 1.1 +

Table 7

Summary of the results obtained with the Pisa-Stony Brook method. The
symbols heading columns 3 to 6 are the same as those used in Eq. (7).

ISR Vs Obs = oM(R/RM) Aoel € o (PSB)
energles

(GeV) (GeV) (mb) (mb) 2) (mb)
11.8 + 11.8 | 23.5 37.89 + 0.23 0.24 + 0.03 [ 1.77 + 0.21 | 38.80 * 0.25
15.4 + 15.4 | 30.6 38.86 * 0.22 0.51 + 0.04]1.80 + 0.22 | 40.07 + 0.24
22.5 + 22.5 | 44.7 39.82 + 0.21 1.22 + 0.07 [ 2.16 + 0.22 |41.90 + 0.24
26.6 + 26.6 |52.8 40.16 + 0.31 1.64 + 0,09 | 2.27 + 0.27 |42.71 + 0.35
31.6 + 31.6 |[62.7 39.81 + 0.33 2.16 £ 0.12 | 2.49 + 0.32 [42.96 + 0.38
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Table 8

Extrapolation factors F and their errors

/s (9) (t) p F = (%) [aF/F
(GeV) | (mrad) | 1073 (GeV/c)? | (GeV/c)™? ()
23.5 7.2 7.1 11.8 +* 0.2 1.0875 0.15
30.6 6.6 10.4 12.2 + 0.2 1.135 0.23
44,7 18.9 12.8 * 0.2 1.274 0.44
52.8 5.6 22.1 13.1 £ 0.2 1.336 0.52
62.7 25.5 13.3 + 0.2 1.404 0.63

8)

a) Values deduced from the experimental data

a linear fit in 1n s.

Table 9

Coulomb corrections

by means of

Vs (t) 0 ec | £y |do/o
(GeV) |107% (Gev/c)?| 1072 1072 107%| 107°
23.5 7.1 2 +1.5|6.7|-0.8]0.45
30.6 10.4 +1.1]2.9|-1.5]0.15
44.7 18.9 + 0.8|-1.2]0.02
52.8 22.1 +1.0(0.6 |-1.20.002
62.7 25.5 9.5 + 1.1]0.4|-1.1]0.02
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Table 10

Summary of the systematic errors affecting the determination
of o in the CERN-Rome method

Point-to-point errors Ac/o (%)
at Vs (in GeV) = Scale
error
23.5 30.6 | 44.7 | 52.8 | 62.7 |Ac/o (%)
Luminosity L 0.25| 0.25| 0.25| 0.37 | 0.41 | 0.45 @
Elastic peak PK 0.25| 0.25| 0.25| 0.25| 0.25 0.15
Background BG 0.35| 0.35§f 0.35] 0.35{ 0.35 0.15
Border loss BD 0.20 0.55 0.05 0.07 0.15 -
Solid angle Aw - - - - - 0.15
Extrapolation * |t | 0.08| 0.12] 0.22| 0.26 | 0.31] -
Real part p 0.45 0.15| 0.02| 0.002[ 0.02 -
Total Ac/o (%) 0.70 | 0.77| 0.55| 0.63 | 0.69 | 0.52
Total Ao (mb) +0.27 | £0.31 | £0.23 | +0.27 | +0.30 | +0.22
a) Deduced from the results of Section 4
Table 11

Summary of the results

obtained by the CERN-Rome method

enéﬁﬁies /s (|t|) dz:l eb(ltl) e C * 8I o
t=(t)

(GeV) | (GeV) [107° (GeV/c)®| mb/(GeV/c)? 1072 107 (mb)
11.8 + 11.8 | 23.5 7.1 75.8 + 0.8 1.087 0.2 £ 1.5 +5.9 39.01 £ 0.27
15.4 + 15.4 | 30.6 10.4 74.3 £ 1.1 1.135 4.2 + 1.1 | +1.4 40.38 = 0.31
22.5 + 22.5 | 44.7 18.9 68.9 * 0.7 1.274 6.2 £ 1.1 -0.4 41.45 + 0.23
26.6 + 26.6 | 52.8 22.1 68.6 + 0.8 1.336 7.8 £+ 1.0 -0.6 42,38 + 0.27
31.6 + 31.6 | 62.7 25.5 67.4 £ 0.8 1.404 9.5 1.1 =0.7 43.07 + 0.30
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Table 12

Total proton-proton cross-—sections as a function of the total c.m. energy V/s.
The maximum-likelihood values of the last column are plotted in Fig. 10.

Vs o (PSB) o(CR) o(L-ind) o (maximum-1likelihood)

(GeV) (mb) (mb) (mb) (mb)

23.5 | 38.80 + 0.25]39.01 + 0.27 | 39.22 + 0.55 38.89 + 0.21

30.6 | 40.07 + 0.24 | 40.38 + 0.31 | 40.55 + 0.62 40.17 + 0.21
44.7 | 41.90 + 0.24 | 41.45 + 0.23 | 41.00 * 0.43 41.66 * 0.19
52.8 | 42.71 + 0.35 | 42.38 + 0.27 | 42.02 * 0.47 42.46 * 0.26
62.7 |42.96 + 0.38 | 43.07 + 0.30 |43.20 * 0.54 43.04 + 0.29
Scale +0.36 +0.22 +0.25 +0.28
error
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Figure captions

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

1

5a

5b

6

7

8

General layout of the experiment. Hodoscopes H;, H,, Hs, Hy, TB;,
TB, in the Left and in the Right arm and hodoscope L detect pp inter-—
actions, while hodoscopes A and B measure elastic scattering in the

vertical plane.

Sketch of the maximum-angle plot used to evaluate the loss of in-

elastic events at small angles.

Inelastic loss at small angles: fits to the maximum-angle distribu-

tions in typical runs at three different energies.

Time-of-flight distributions of the events satisfying trigger T’,
but not trigger T (see Section 2.6.3) in a typical run at /s =

= 44.7 GeV. The events plotted in the figure correspond to about
2% of the total number of events, since in this rum 142 x 10° beam—

beam events satisfying trigger T were recorded.

Distribution of hits in hodoscope A when an element of solid angle

AQ is selected in hodoscope B.

Front view of hodoscope A. The volume of the elastic peak is deter-
mined in a fiducial region PK of 7 X 5 = 35 elements, centred on the
peak itself. The level of inelastic background is evaluated in the
regions M and N, which cover about the same 6-interval as the region

PK.

Illustration of the symbols used in the calculation of the expected
number of coincidences between the element (i,j) of hodoscope A and

the element (k,%) of hodoscope B.

Distribution of the hits in hodoscope A which are in coincidence with
hits of the element (7,7) of hodoscope B in a typical run at

Vs = 52.8 GeV.

Directly measured quantities during the whole period of data taking

at all energies:

x Ratio of the monitor rate to the quantity F measured in the
q y

CERN-Rome method. According to Eq. (19), 0 = VOMF/RM.

o Ratio of the monitor rate RM to the total interaction rate R

measured in the Pisa-Stony Brook method.

e Partial cross—-section Oy detected by the monitor (H3’H4)L(H3’H4)R-



Fig. 9

Fig. 10

Fig. 11
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Results obtained for the variable A used to monitor a possible .energy-
independent scale error in the values of the total cross-section.
The quoted errors include the statistical (thin bars) as well as the

systematic (thick bars) errors.

Results of this experiment shown together with all previous meas-

urements of o obtained at the ISR (Refs. 1, 2 and 12).

Total cross-section data for collisions of p, D, ﬂ+, T, K" and X
against protons at laboratory momenta Piab between 10 and 2000 GeV/c.

The curves are computed according to Eq. (30).
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