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Abstract

Measurements are presented from proton-proton collisainsentre-of-mass energies
of v/s= 0.9, 2.36 and 7 TeV recorded with the ATLAS detector at the LHGerlEs were
collected using a single-arm minimume-bias trigger. Therged-particle multiplicity, its
dependence on transverse momentum and pseudorapidithamelationship between the
mean transverse momentum and charged-particle multipbce measured. Measurements
in different regions of phase-space are shown, providiffgadiion-reduced measurements
as well as more inclusive ones. The observed distributioascarrected to well-defined
phase-space regions, using model-independent corrsctidhe results are compared to
each other and to various Monte Carlo models, including a AMBT1 pyTHIAG tune. In
all the kinematic regions considered, the particle muttipes are higher than predicted by
the Monte Carlo models. The central charged-particle plidity per event and unit of
pseudorapidity, for tracks witipy > 100 MeV, is measured to be 3.4830.009 (staty
0.106 (syst) aty/'s= 0.9 TeV and 5.63@ 0.003 (stat} 0.169 (syst) atys = 7 TeV.
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1 Introduction

Inclusive charged-particle distributions have been mnesfy measured ippandpp collisions at a range
of different centre-of-mass energies[[1-17]. These measureprenide insight into the strong interac-
tions at low energy-scales. Several QCD-inspired modele baen developed to interpret them. These
models are frequently cast into Monte Carlo simulationdiriée parameters that can be constrained by
measurements such as minimum bias distributions. Thessumaaents contribute to the understand-
ing of soft QCD; moreover, they are important to determimatof biases on higlpr phenomena due
to underlying events and event pileufiexts and are therefore of growing importance for future LHC
physics. The measurements presented in this paper imptensimilar strategy to that in[1]. A single-
arm trigger overlapping with the acceptance of the trackioyme is used. Results are presented as
inclusive-inelastic distributions, with minimal modedjgendence; a minimum number of charged parti-
cles within well-definedoy andn selection are required.

This paper reports on measurements of primary chargedtiganhultiplicity distributions using the
first ~190 ub! of data recorded by the ATLAS experiment at 7 TeV astiub~! at 0.9 TeV. At+/sS =
0.9 TeV the sample is similar to that used for the first ATLAS minim-bias publication [1]. Results
are also presented afs = 2.36 TeV where the track reconstruction setufiats significantly from that
at the other energies, due to the Silicon Tracker (SCT) nitgoat nominal voltage. The integrated
luminosity at this energy is estimated to £@.1ub™L.

The following distributions are measured in this paper:
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where py is the charged particle momentum component transverseetdélam directiofl, n is the
pseudorapidity of the particla), is the number of charged particles in an evesd, is the number

of events with a minimum number of charged particles witthia selected kinematic rangih is the
total number of charged particles in the data sample @ndl is the averagepr for a given number

of charged particleg. Primary charged particles are defined as charged partidtesa mean lifetime
7> 0.3- 10719 s either directly produced ipp interactions or from subsequent decays of particles with
a shorter lifetime.

The charged-particle multiplicity results are comparegbaaticle level Monte Carlo (MC) predic-
tions. Three dierent phase-space regions are considered in this paphryariging selection both on
the pr and the number of charged particles per event; all phaseespayions require tracks within
In| < 2.5. Diffractive physics is expected to contribute mostly at low nermslof charged particles and
at low track momentum. Therefore varying the selectiomgyand py in effect varies the relative con-
tribution from diffractive events. AppendixIB shows the results for two addéigphase-space regions
useful for Monte Carlo tuning. This measurement, with reficerrections and systematic uncertainty
determination supersedes the results presented in [1].

2 The ATLAS Detector

The ATLAS detector([18] at the Large Hadron Collider (LHC®]Xovers almost the whole solid angle
around the collision point with layers of tracking detestaralorimeters and muon chambers. It has been

1The ATLAS reference system is a Cartesian right-handedrdimate system, with the nominal collision point at the orig
The anti-clockwise beam direction defines the positheis, while the positive-axis is defined as pointing from the collision
point to the centre of the LHC ring and the positiyaxis points upwards. The azimuthal angls measured around the beam
axis and the polar angleis measured with respect to thexis. The pseudorapidity is definedias —Intan@/2).

2The factor Zpy in the p; spectrum comes from the Lorentz invariant definition of thess section in terms af®p. Our
results could thus be interpreted as the massless apprisimad®p.



designed to study a wide range of physics topics at LHC eegrdror the measurements presented in
this paper, the tracking devices and the trigger systemfgrarticular importance.

The ATLAS Inner Detector (ID) has full coveragedrand covers the pseudorapidity range< 2.5.

It consists of a silicon pixel detector (Pixel), a siliconanaistrip detector (SCT) and a transition radia-
tion tracker (TRT). These detectors cover a sensitive falissance from the interaction point of 50.5—
150 mm, 299-560 mm and 563—-1066 mm, respectively, and areliset in a 2 T axial magnetic field.
The inner-detector barrel (end-cap) parts consist of@}Pixel layers, 4 (9) double-layers of single-
sided silicon microstrips with a 40 mrad stereo angle, and2¥360) layers of TRT straws. Typical
position resolutions are 10, 17 and 13 for the R-¢ co-ordinate and, in case of the Pixel and SCT,
115 and 58Qum for the second measured co-ordinate. A track from a chapgeticle traversing the
barrel detector would typically have 11 silicon H?(s% pixel clusters and 8 strip clusters) and more than
30 straw hits.

For the runs atys = 2.36 TeV, stable beams were not declared by the LHC; the higlag®elon the
SCT detector was thus not turned up to its nominal operatitigige but was left in standby mode. The
Pixel detector was at nominal conditions for these runs. Hitefficiency in the SCT is thus significantly
lower and special track reconstruction algorithms are adgthe single hit&iciency at nominal voltage
in the SCT barrel is above 99.7% [20], while in standby it drép~ 60% for tracks perpendicular to the
silicon surface.

The ATLAS detector has a three-level trigger system: LevélL1), Level 2 (L2) and Event Fil-
ter (EF). For this measurement, the trigger relies on theighads from the Beam Pickup Timing de-
vices (BPTX) and the Minimum Bias Trigger Scintillators (MB). The BPTX stations are composed
of electrostatic button pick-up detectors attached to th&nb pipe at=175 m from the centre of the
ATLAS detector. The coincidence of the BPTX signal betwdantivo sides of the detector is used to
determine when bunches are colliding in the centre of the XS ldetector. The MBTS are mounted at
each end of the detector in front of the liquid-argon end-caprimeter cryostats at= +3.56 m. They
are segmented into eight sectors in azimuth and two ringsé@ugorapidity (D9 < |5 < 2.82 and
282 < || < 3.84). Data were collected for this analysis using a triggguiing a BPTX coincidence
and MBTS trigger signals. The MBTS trigger used for this papeonfigured to require one hit above
threshold from either side of the detector, referred to asgles-arm trigger. The ficiency of this trig-
ger is studied with a separate prescaled L1 BPTX triggeerétl to obtain inelastic interactions by Inner
Detector requirements at L2 and EF, the latter only for the @@V data.

3 Monte Carlo Simulation

Inclusive minimum bias data are modelled using three coraptnin thepytaia6 [21] Monte Carlo
(MC) event generator: nondtliactive (ND), single- (SD) and doublefttactive (DD). Non-difractive
processes are modelled from two-to-two processes as Heddri this section. Diractive process mod-
elling is described in SeE. 3.1.

Low-pr scattering processes may be described by lowest-ordairpative Quantum Chromody-
namics (QCD) two-to-two parton scatters, where the divergef the cross section pt = 0 is regulated
by phenomenological models. Thernia6 MC event generator implements several of these models. The
parameters of these models have been tuned to describeedFzaigron production and the underlying
event inpp and pp data at centre-of-mass energies between 200 GeV and 1.96 TeV

Samples of MC events were produced for singl@rdctive, double-diractive and non-diractive
processes using thetuia6 generatoﬁ. The ATLAS MCO09rytHIA tune [22] uses a specific set of

3A hit is a measurement point assigned to a track.
4pyTHIA VErsion 6.4.21



optimised parameters; it employs the MRST LO* parton dgniinctions (PDFs)[[23] and ther-
ordered parton shower [24]. A tune is a particular configarabr set of values of the parameters of
the particular Monte Carlo model. These parameters wengatkby tuning to the underlying event
(UE) and minimum-bias data from the Tevatron at 630 GeV t® Il8V. The MC samples generated
with this tune are used to determine detector acceptanaksfiiencies and to correct the data. MC
samples were produced at all three centre-of-mass enegisidered in this paper. The norffdactive,
single-ditractive and double-éractive contributions in the generated samples are mixedrdimg to
the generator cross sections.

All the events are processed through the ATLAS detector kitimn program[[25], which is based
on geant4 [26]. They are then reconstructed and analysed by the saoggam chain used for the
data. Particular attention was devoted to the descriptiothé simulation of the size and position of
the collision beam spot and of the detailed detector cantiitiduring data taking. The MCG8T1HIA6
samples are used to derive the detector corrections foe thesisurements. The MC samples at 2.36 TeV
were generated assuming nominal detector conditions.

For the purpose of comparing the present measurementsféoetit phenomenological models de-
scribing minimum-bias events, the following additionattpide level MC samples were generated:

e the new ATLAS Minimum Bias Tune 1 (AMBT19vtHia6 tune described in S€c.8.2;

e the DW [27]pyTHIAG tune, which uses virtuality-ordered showers and was dérie describe the
CDF Run Il underlying event and Drell-Yan data;

e the pyTHIA8 generatoﬁ [28], in which the dffraction model produces much harder and ng,
spectra for the single- and doublefdactive contributions tharvtria6. The default parton shower
model is similar to the one used inTHIA6 MCO9;

o the pHOJET generato 29], which is used as an alternative modelrtauia-based generators.
proJET relies onpytria6for the fragmentation of partons.

3.1 Diffractive Models

pyTHIAG, PyTHIA8 andproseTr model the difractive components very fiierently. Here we mostly describe
the model implemented isvtHIA6. ThepyTHia6 diffraction is based on a Regge-based pomeron model
to generate the cross-section and generate ffractive mass and momentum transfer [30, 31]. To allow
the Regge model to cover the full phase-space, empiricagctions are introduced [21]. These have
the dfect of enhancing the production of small masses and suppgegsoduction near the kinematic
limit. Particle production from low mass statddx < 1 GeV) is treated as an isotropic two body decay.
Particle production from high mass states is based on tivgstmodel. Two string configurations are
possible depending on whether the pomeron couples to a quatkon [21].

The pytnia8 model uses the same modelrasuiab to generate the cross-section and generate the
diffractive mass and momentum transfer. The particle produdtio low mass states uses the string
model but for higher masseMf > 10 GeV) a perturbative element based on pomeron-prototesioat
is introduced. The non-perturbative string model intraekia mass dependence on the relative probabil-
ity of the pomeron scatteringfiva quark to scatteringfba gluon, which enhances the gluon probability
at high masses. The perturbative pomeron-proton scajteses HERA diractive PDFs[[32] and the
standard multiple interactions framework is used to gdeefse parton-parton scattering. The introduc-
tion of the perturbative pomeron-proton scattering resinita hardempr and multiplicity spectrum for

SpyTHIA Version 8.130
SpuoseT Version 1.12.1.35
“pyTHIA VErsion 6.1.15



diffractive events generated withtaia8 compared to those generated withruia6 [33]. However, it
should be noted that relatively little tuning has been madihe diffractive processes irvtaia6 and
PYTHIAS.

pHOJET IS based on the dual parton model. It generates a hgrgdemd multiplicity spectrum in
diffractive events tharvtaia6. The new diraction model obytHia8 generates distributions quite similar
to those fronmpuoser [33].

3.2 PYTHIA 6 ATLAS Minimum Bias Tune 1

Before the start of the LHC, an ATLAS tune totaia6 with MRST LO* PDFs using Tevatron un-
derlying event and minimum bias data was produced, the kedcBICO09 tune[[22]. The first ATLAS
measurements of charged particle production at the LHC dasured the charged particle production
at 4/s= 0.9 TeV in the central region to be 5-15% higher than the MontéoGaodels predict. In addi-
tion, neither the higimg, nor the highpr distributions were well described by this tune and ¢pe) was
overestimated in events witlhy, > 20. A new tune, AMBT1, was developed in order to adapt the free
parameters of the non4iliactive models to the new experimental data/at= 0.9 TeV and+/s= 7 TeV,
using the same PDFs andraia6 model choices as MCO09.

The AMBT1 tune is obtained by tuning to ATLAS minimum bias alatt both+/s = 0.9 TeV and
v/s =7 TeV in a difraction-reduced phase-space that is presented in this:pape> 6, pr > 500 MeV,

Il < 2.5. The tune was derived using preliminary versions of thésildutions [34]. The starting point
for this tune is the ATLAS MCO09c¢ [22vTHiA6 tune. MCO09c is an extension of the ATLAS MCO09 tune
where the strength of the colour reconnection (CR) was tuoetbscribe thepr) vs. ne distributions
measured by CDF ipp collisions at the Tevatrom [7].

Charged particle distributions are sensitive to multitparinteractions (MPI) and colour reconnec-
tion of the hadronic final staté [35]; the MPI are regulatedablpw pr cut-of and the matter overlap
distribution of the two protons in which the additional manic scattering takes place. These are the
main parameters varied for this new tune. Parameters detatéinal state radiation, hadronisation and
fragmentation are not tuned, as these are constrained by b results. No changes to thefdaction
model are made. The model parameters are adapted in ordesttddscribe these new distributions over
the full range while maintaining consistency with the Tevatresults. For the data MC comparisons
the Rver [36] package is used; the tuning is done using tke&Essor packag@ [37,38]. Tabld 1L
summarizes the parameters varied in this tune; the meanithg @arameters are given below.

MPI Parameters The size of the MPI component in theraia6 model is regulated by a simple cuffo
parameter for thegpr of two-to-two scattering processes. This ciitjparameter is fixed at a reference
energy, which is generally taken as 1.8 TeV. The diitab this reference scale is called PARP(82). It
is then rescaled for other centre-of-mass energies usirayareter PARP(90). The rescaling is done
according to the following formula:

PARP(90)

p?i” - PARP(82( 1.8l%l'eV) ’ @

The amount of scattering is described by the matter overisipitulition between the two protons,
which regulates how many central, hard scatterings and hamyrtess central, softer scatterings occur.
This distribution is modelled as a double Gaussian prolgliénsity function. The parameter PARP(83)
describes the fraction of matter in the narrower of the twaisd#&n functions. The size of this narrower
Gaussian is given as a fraction PARP(84) of the wider, maliuga The optimal value for this parameter

8version 1.2.2a0
Sversion 1.0.0a0



was found in a first tuning run. Further variations of the maftaction in the narrower cone were found
to not have a significant influence on the main distributiossdufor tuning.

Colour Reconnection Parameters The colour reconnection scenario mfraia used in MC09¢ min-
imises the total string length between partons. The prdibabiat a given string piece does not partici-
pate in the CR is given by @PARP(78)! , whereny, is the number of multi-parton interactions [21];
the larger the parameter, the smaller the probability obthiag piece not participating. In addition to this
parameter, an additional parameter PARP(77) is presefiting; it is used to describe a suppression fac-
tor for the CR of fast moving string pieces. The suppressamtof is given by 1(1 + PARP(775 - pgvg),
where pgvg is a measure of the average squared momentum that hadrasiscptbby the string piece
would have.

Additional Parameters Investigated In an initial study, the cut4 parameter for initial state radiation
(PARP(62)) and the cutfbfor momentum smearing in primordikl (PARP(93)) were considered. The
optimal values for these parameters were found in a firshnin, further variation of those parameters
was not found to have a significant influence on the main Higinns used for tuning.

Distributions Used The tune described in this paper focuses on the ATLAS mininias data. It
primarily attempts to improve the description of the high and highng, distributions observed. For
the pr spectrum, only particles above 5 GeV are considered. Fonghspectrum, only events with
20 or more tracks are used in the tune. For¢pe) vs. ne, distribution, only events with ten or more
tracks are considered. The fyldistribution is used. For completeness, the preliminageulying event
results [39, 40] are included in the plateau region; howetee to the limited statistics, these data have
only very small impact on the tune.

Tevatron data in the energy range of 630 GeV to 1.96 TeV aladed in the tune, but with a weight
which is ten times lower than that of the ATLAS data. This vintilgg allows a check of the consistency
of the resulting tune with the Tevatron data while forcing tRTLAS data to drive the tuning process.
Similar datasets were used for the MCQ09c tune. The chargeidlpanultiplicity shown in [41] was not
included in the tune as no variation of the tuning parametersidered was able to fit both the ATLAS
and the CDF distributions simultaneously. Apg. A shows &lfst of the distributions and the ranges
considered by the tune.

Results The final parameter values resulting from the tune are showable[].

Parameter Related model MCO09c value scanning range AMBIkva
PARP(90) MPI (energy extrapolation) 0.2487 .18-0.28 0.250
PARP(82) MPI p?i”) 2.31 21-25 2.292
PARP(84) MPI matter overlap (core size) 0.7 .0610 0.651
PARP(83) MPI matter overlap (fraction in core) 0.8 fixed ®35
PARP(78) CR strength 0.224 .2~ 0.6 0.538
PARP(77) CR suppression 0.0 .26-1.15 1.016
PARP(93) Primordiak, 5.0 fixed 10.0
PARP(62) ISR cut-fi 1.0 fixed 1.025

Table 1: Comparison of MC09c and AMBT1 parameters. The ranfjthe parameter variations scanned
are also given. The parameters declared as ‘fixed’ were fixd¢laet values obtained after an initial pass
of the tuning.



4 Data Selection

Events in which the Inner Detector was fully operational &mel solenoid magnet was on are used for
this analysis for bothy/s = 0.9 TeV and+/s = 7 TeV. During this data-taking period, more than 97%
of the Pixel detector, 99% of the SCT and 98% of the TRT wergaipmal. At /s = 2.36 TeV the
requirements are the same, except for the SCT being in standb

Events were selected from colliding proton bunches in whiwh MBTS trigger recorded one or
more counters above threshold on either side. The maximataritaneous luminosity is approximately
1.9 x 10?” cm? s71 at 7 TeV. The probability of additional interactions in trege bunch crossing is
estimated to be of the order of 0.1%. In order to perform afusige-inelastic measurement, no further
requirements beyond the MBTS trigger are applied.

In order to better understand the track reconstructiongperénce aty/s = 2.36 TeV, during which
time the SCT was in standby, additional dataya = 0.9 TeV were taken with the SCT in standby for
part of a run. This enables the derivation of data-drivemeaziions to the track reconstructioffieiency,
as described in Sec. 6.4.

4.1 Different Phase-Space Regions Considered

Three separate phase-space regions are considered in ith@amizof this paper with varying contribu-
tions from difractive events:

¢ at least one charged particle in the kinematic range 2.5 andpr > 500 MeV,
¢ at least two charged particles in the kinematic ramye 2.5 andpr > 100 MeV,
¢ at least six charged particles in the kinematic ramge 2.5 andpt > 500 MeV.

The first of these phase-space regions is studied at all tteee-of-mass energies. This is the
region that allows us to best investigate the evolution afrgbd-multiplicity distributions as a function
of centre-of-mass energy and thus constrain the MC parasnttat dictate the energy extrapolation of
the models. The second measures the most inclusive chpagéde spectra and is also used as the
basis for the model-dependent extrapolatiorpto= 0; in this phase-space region results\a = 0.9
and 7 TeV are shown. The third phase-space region consigesadilar to the first but with a higher cut
on the number of charged particles, thus reducing the eggexntribution from diractive events in the
sample. These distributions are measured for both 0.9 ared/7This is the phase-space region which
was used to produce the new AMBT1 tune. At 2.36 TeV only the finmse-space region is measured.
Two additional phase-space regions are presented in[App. B.

The relative contribution from dliractive events varies widely between Monte Carlo models and
depends strongly on the phase-space region selectioredpplhe difractive contribution is constrained
very little by previous data. Tabld 2 shows the predictedtfoms of simulated events originating from
diffractive processes, as predicteddyyHia6, pytHia8 andpuoset; the values for the dierent tunes of
pyTHIAG are found to be similar because the acceptances of flexadit non-diractive models do not
change significantly and theftfiactive models are identical. The largéfdrence in predictions between
the models is one of the motivations for not making any matdglendent corrections to the experimental
data, as such corrections would vary significantly dependmwhich MC model is used to derive them.

4.2 Event Selection

To reduce the contribution from background events and manapy tracks, as well as to minimise the
systematic uncertainties, the events are required tds#tis following criteria:



Phase-Space Region Vs=0.9 TeV \Vs=7TeV

min ney | Min pr (MeV) | pytHIAG | PYTHIA8 | PHOJET | PYTHIAG | PYTHIA8 | PHOJET
2 100 22% 22% 20% 21% 21% 14%
1 500 16% 21% 19% 17% 21% 14%
6 500 0.4% 5% 8% 0.4% 10% 8%

Table 2: Fraction of simulated events originating fronffrdictive processes, as predicted fyyHia6,
pyTHIA8 andpnoseT in the three phase-space regions measured in this papethat/fso= 0.9 TeV and
vs =7 TeV. All results are fotn| < 2.5.

¢ to have triggered the single-arm, single-counter level Aimum bias trigger scintillators

e the presence of a primary verteéx [42] reconstructed usiegodam spot information [43] and at
least two tracks, each with:

— pr > 100 MeV,
— atransverse distance of closest approach with respeat tmethim-spot positio|d§5| <4mm;

¢ the rejection of events with a second vertex containing munore tracks, to remove events with
more than one interaction per bunch crossing;

e a minimum number of tracks, depending on the particular @lsgsce region, as described in
Sec[4.8.

4.3 Track Reconstruction Algorithms

Tracks are reconstructedtiine within the full acceptance rangg < 2.5 of the Inner Detector [44, 45].
Track candidates are reconstructed by requiring a minimumber of silicon hits and then extrapolated
to include measurements in the TRT. Due to the SCT being imdbtamode at 2.36 TeV, fierent track
reconstruction algorithms are needed; at 0.9 and 7 TeV,dbenstruction algorithms are collectively
referred to as full tracks. The analysis €6 = 2.36 TeV has been performed using two complementary
methods for reconstructing tracks. The first reconstruetsks using pixel detector information only,
denoted Pixel tracks. The second uses tracks reconstréroiedthe full Inner Detector information,
denoted ID trackd.

4.3.1 Algorithms for 0.9 and 7 TeV

For the measurements at 0.9 and 7 TeV, twiedént track reconstruction algorithms are used. The
algorithm used for the previous minimum-bias publicati@hif used with a lowepy threshold cut at
100 MeV. An additional algorithm configuration is run usinglpthe hits that have not been used by
the first algorithm. This additional algorithm uses wideitial roads and has a looser requirement on
the number of silicon hits. This second algorithm contrsuiround 60% of the tracks from 100 to
150 MeV, mostly due to the tracks having too low a momentumotéag enough in the SCT detector to
satisfy the silicon hit requirement of the original alghrit; this fraction decreases rapidly, reaching less
than 2% at 200 MeV.

Tracks are required to pass the selection criteria showrai€el3; the column labelled Full Tracks
refers to the algorithms used at 0.9 and 7 TeV. The transydgsand longitudinalzy, impact parameters

!In the context of the other analyses, ID tracks are refeweasttrack for brevity.



Criteria vVs=0.9and 7 TeV| \/s=2.36 TeV
Full Tracks ID Tracks | Pixel Tracks
pr > 100 or 500 MeV YES YES YES
Inl <25 YES YES YES
layer-0 hit if expected YES YES YES(*)
> 1 Pixel hit YES YES YES
> 2,4 or 6 SCT hits for tracks (**) YES NO NO
|do] < 1.5 mm andzy| - sind < 1.5 mm YES YES YES(***)
x? probability > 0.01 for pr > 10 GeV YES N/A N/A

Table 3. Selection criteria applied to tracks for the fut@astruction, ID tracks and Pixel tracks. The
transverse momentum cut applied depends on the phaseggime in question. (*) For the Pixel track
method the layer-0 is required even if not expected. (**) €T hit selection are fopr < 200,
200 < pr < 300 orpr > 300 MeV, respectively. (***) For the Pixel track method, tg and z,
selection are after the track refitting is performed (see [B£L2).

are calculated with respect to the event primary vertex. [@fier-0 selection requires a hit in the inner-
most layer of the Pixel detector if a hit is expec@dThe track-fity? probability@ cut is applied to
remove tracks with mis-measurgg due to mis-alignment or nuclear interactions.

These tracks are used to produce the corrected distritsutiod will be referred to as selected tracks.
The multiplicity of selected tracks within an event is daextbbynse. The tracks used by the vertex
reconstruction algorithm are very similar to those usedteranalysis; th@r threshold is also 100 MeV.
Due to the requirement that the vertex be made from a minimiumasuch tracks and the fact that we do
not wish to correct our measurement outside of the obserkiadgaspace region, the minimum number
of particles per event for the phase-space region witl- 100 MeV also needs to be set at two. Tdble 4
shows the total number of selected events and tracks fohaligyspace regions considered.

Trigger and vertex reconstructiorfieiencies are parameterised as a functionf@l. nsBesI is defined
as the number of tracks passing all of the track selectionireepents except for the constraints with
respect to the primary vertex; instead, the unsigned temssvmpact parameter with respect to the beam
spot,ldg‘SL is required to be less than 1.8 mm.

Phase-Space Regign  +/s= 0.9 TeV \Vs=7TeV \Vs= 236 TeV

Nch min pr Full Tracks Full Tracks ID Tracks (Pixel Tracks)
(MeV) Events | Tracks Events Tracks Events Tracks

2 100 357,523 4,532,663 10,066,072 209,809,430 - -

1 500 334,411 1,854,930| 9,619,049 | 97,224,268 | 5,929 (5,983)| 38,983 (44,788

6 500 124,782| 1,287,898| 5,395,381 | 85,587,104 - -

Table 4: Number of events and tracks in the three phase-9pgaens at each centre-of-mass energy
considered in this paper.

2A hit is expected if the extrapolated track crosses an actigion of a Pixel module that has not been disabled.

3This probability function is computed as-1P(ngor/2, x?/2), whereP(ngor/2, x2/2) is the incomplete gamma function and
Ngor iS the number of degrees of freedom of the fit. It represemtptbbability that an observed exceeds the observed value
for a correct model.
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4.3.2 Track Reconstruction Algorithms at 2.36 TeV

Operation of the SCT at standby voltage during 2.36 TeV diking) led to reduced SCT hiffeciency.
Consequently, ID tracks are reconstructed at this cerftreass energy using looser requirements on
the numbers of hits and hoIEs[44, 45]. There are no simulation samples that fully desctite SCT
operating at reduced voltage. A technique to emulate thedinpf operating the SCT in standby was
developed in simulation; this corrects the Monte Carlo withre-simulation by modifying the silicon
clusterisation algorithm used to study the tracking penfance. However, the final ID trackteiency

at 4/s = 2.36 TeV was determined using a correction to the track recactsbn dficiency derived from
data aty/s= 0.9 TeV.

Pixel tracks were reconstructed using the standard trambnsdruction algorithms limited to Pixel
hits and with diferent track requirements. There is little redundant infation, because at least three
measurement points are needed to obtain a momentum measirand the average number of Pixel
hits per track is three in the barrel. Therefore the Pixatkreeconstruction ficiency is very sensitive
to the location of inactive Pixel modules. The total disebetween the first and the last measurement
point in the pixel detector, as well as the limited number @asurement points per track, limit the
momentum resolution of the tracks; therefore the Pixekisagere refit using the reconstructed primary
vertex as an additional measurement point. The refittingdargs the momentum resolution by almost
a factor of two. However, the Pixel track momentum resolutiemains a factor of three worse than the
resolution of ID tracks.

The selection criteria used to define good Pixel and ID trackshown in Tablel3. The total number
of accepted events and tracks at this energy are shown ie[4aBlhese two track reconstruction methods
have diferent limitations; the method with the best possible meament for a given variable is chosen
when producing the final plots. The Pixel track method is usethe ny, andn distributions, while the
ID track method is used for thgy spectrum measurement; ther) distribution is not produced for this
energy as neither method is able to describe both the nunfilparriicles and theipt accurately.

5 Background Contribution

5.1 Event Backgrounds

There are three possible sources of background eventsahatontaminate the selected sample: cosmic
rays, beam-induced background and the presence of anailision inside the same bunch crossing.
The fraction of cosmic ray background events was estimatdd]j where it was found to be smaller
than 10%. Beam-induced backgrounds are estimated from non-cogiempty bunches using the same
method as described in [1]; after final event selection, feten 0.1% of events are predicted to originate
from beam-induced backgrounds. The reconstructed primentgx requirement is particularly useful in
suppressing the beam-induced background. The instantah@minosity aty/'s = 7 TeV is high enough
that the &ect of multiple collisions inside the same bunch crossimmoabe ignored. Events are rejected
if they have a second vertex with four or more traﬁksAfter this cut, the fraction of events with more
than one interaction in the same bunch crossing is measoifeel dbout 0.1%; the residudfect is thus
neglected. At the lower centre-of-mass energies, the fateutiiple interactions is lower and thus also
neglected.

4A hole is defined as an absence of a hit when it is expected ¢ieetrack trajectory.
SEvents with two vertices with fewer than four tracks are deatéd by events where a secondary interaction is recomstiuc
as another primary vertex and are thus not removed from dars#anples.
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5.2 Backgrounds to Primary Tracks

Primary charged-particle multiplicities are measuredrfreelected-track distributions after correcting
for the fraction of non-primary particles in the sample. Noimary tracks are mostly due to hadronic
interactions, photon conversions and decays of long-lpadicles, as well as a small fraction of fake
tracks. Their contribution is estimated using MC predistidor the shape of thdy distribution for
primaries, non-primaries from electrons and other nompries. The separation between non-primaries
from electrons and non-electrons is needed as the elearensostly from conversions in the detector
material and would thus be sensitive to a mis-modeling oflftector material, whereas the non-electron
non-primary tracks are mostly from long-lived particlesdahis fraction is thus also sensitive to the
underlying physics. The Gaussian peak of dhelistribution, shown in Fid.]1 for 10& pt < 150 GeV,
is dominated by the primary tracks and their resolution. mbB-primary tracks populate the tails. The
dominant contribution to non-primary tracks inside theegatance cut ofdg| comes from non-electrons.
The primary, electron non-primary and non-electron nampry dy distributions are obtained from
MC and used as templates to extract the relative fractiodsta. A fit is performed in the side-bands of
the distribution, i.e. outside the rangedg used for selecting tracks. The fractions of primary, el@ttr
non-primary and non-electron non-primary tracks are ébvetd to float with the total number of events
constrained to that of the data. The contribution of nompries from electrons within the analysis
acceptance of 1.5 mm is small, while it dominates at higheslof|ds|. The requirement on having a
hit on layer-0 suppresses this contribution enough to atloevfit to be performed down to the lowest
pr region. The fit is performed in bins of 50 MeV ipr from 100 to 500 MeV. A single fit is used
for all tracks withpr > 500 MeV; in this bin the distinction is not made between the seurces of
non-primary tracks. The fraction of non-primary tracksigarfrom 3.4% for 100< pt < 150 MeV to
1.6% above 500 MeV at/s = 7 TeV. Figurd_l shows the observdgidistribution for the bin 106< pr <
150 MeV compared to the MC predictions after the fit.

E :V L ‘ L ‘ T 1T ‘ T 1T ‘ T 1T ‘ T 1T ‘ L ‘ L ‘ L ‘ L V:
€ F ATLASNs=7TeV  n,=22,|n|<25 ]
g : e Data 2010 100 MeV < pT < 150 MeV :
B
2 1o°MCND 4
i F— all E
= F.... primaries ]
—- non-ele i
10°E- =
10°e %
'a_;

10
d, [mm]

Figure 1: Transverse impact paramety, distribution at+/s = 7 TeV for primary (blue short dashed)

and non-primary patrticles after scaling them to the bestdities for 100< pr < 150 MeV. The non-

primary particles are split into electrons (pink long-deghand non-electrons (green dot-dashed). The

full red curve shows the noniiiactive (ND) MC prediction for the sum over the three compuse

which agrees well with the data (black points).

Systematic Uncertainties The full difference between the non-primary fraction in MC and that ia dat
obtained using the fit is taken as a systematic uncertaitg.ldrgest dierence is found to be an increase
of non-primaries in data by 25% relative to the MC for > 500 MeV. This conservative estimate is
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taken to be constant as a function f and results in only a smallfiect, up to 0.9%, on the final
corrected distributions. In order to estimate tlfieet of the choice of the variable used to obtain the fit,
the fraction of primary and non-primary track contributsoare obtained by fitting the, distributions.
The diference is measured to be 12% in the first bin, 8% in the last minless than 4% in all other
bins; this diterence is taken as a source of systematic uncertainty. Tinee¢sd number of non-primary
tracks in|do| < 1.5 mm is found to be stable with respect to a change in the fiteafd mm in allpr
bins except the first one (100 pr < 150 MeV), where a 10% ffierence is observed; thisftérence is
taken as a systematic uncertainty. The fraction of non-gmntracks is found to be independentrgf,,

but shows a small dependencergriaken as a small systematic uncertainty of 0.1%.

The total uncertainty on the fraction of non-primary trackdaken as the sum in quadrature of
all these ffects. The total relative uncertainty on the measured Higidns at+/s = 0.9 TeV and
\s = 7 TeV is 1.0% for the firspr bin, decreasing to 0.5% above 500 MeV. Ak = 2.36 TeV this
uncertainty for the Pixel track method is 0.6%.

6 Selection Hficiency

The data are corrected to obtain inclusive spectra for @thpimary particles satisfying theftirent
phase-space region requirements. These correctionslsaidticiencies due to trigger selection, vertex
and track reconstruction. They also account fifeets due to the momentum scale and resolution and
for the residual background from non-primary tracks.

In the following sections the methods used to obtain théBeiencies, as well as the systematic
uncertainties associated with them are described. Pletstamwn for the phase-space regigp > 2,
pr > 100 MeV,|n| < 2.5 at+/s= 7 TeV, but similar conclusions can be drawn at the other éeem@nd
phase-space regions.

6.1 Trigger Efficiency

The trigger diciency,eyig, is measured from a data sample selected using a contrgétrihe control
trigger used for this analysis selects events from randdedftbunch crossings which are then filtered
at L2. At +/s = 0.9 TeV the L2 filter requires a minimum of seven pixel clustensl zeven SCT hits
and the EF requires at least one track with > 200 MeV. At /s = 7 TeV the L2 requirement is
loosened to four pixel clusters and four SCT hits. No EF nemnents are made at this energy. The
vertex requirement for selected tracks is removed for thBgger studies, to account for correlations
between the trigger and vertex reconstructiiicencies. The triggerficiency is determined by taking
the ratio of events from the control trigger in which the L1 W8 also accepted the event, over the total
number of events in the control sample. Fgs = 2.36 TeV there is not diicient data to measure the
trigger dficiency and thus the/s = 0.9 TeV parametrisation is used to correct the 2.36 TeV data.

The trigger dficiency is parametrised as a functionr@g; it is 97% (99%) in the firs'n?j bin and
rapidly increases to nearly 100% fof3 > 2, pr > 100 MeV (25 > 1, pr > 500 MeV). The trigger
requirement is found to introduce no observable bias inghendn distributions of selected tracks
within the statistical uncertainties of the the data reedrdith the control trigger. The resulting trigger
efficiency is shown in Fid.]2a for the phase-space region m@fpz 2,pr > 100 MeV aty/s=7 TeV.

Systematic Uncertainties Since there is no vertex requirement in the data sample oseeasure the
trigger dficiency, it is not possible to make the same impact-paransetection as is made on the final
selected tracks. In order to study potentifleets due to this, the triggeifficiency is measured after
applying the impact-parameter constraints with respetidqrimary vertex if available or with respect
to the beam spot if not. Theftierence in the fciency obtained this way and in the nominal way is
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Figure 2: Trigger #iciency (a) and vertex reconstructiofiieiency (b) with respect to the event selection,
as a function of the number of reconstructed tracks befoeevrtex requirementnEeSI). The track
reconstruction ficiency as a function of (¢) andpr (d) is derived from non-diractive (ND) MC. The
statistical errors are shown as black lines, the total sresr green shaded areas. All distributions are
shown aty/s= 7 TeV forng, > 2, pr > 100 MeV,|n| < 2.5. For the vertex and triggefiiciencies, the

- . BS -
selection requireszy > 2.
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considered as a systematic uncertainty. This variationiges a conservative estimate of thiéeet of
beam-induced background and non-primary tracks on thgdrigficiency at low values oh?j. The
systematic uncertainty arising from possible correlatbbthe MBTS trigger with the control trigger is
studied using simulation, and thé&ext of correlations on the triggeffiency is found to be less than
0.1%. The total systematic uncertainty on the trigg@iciency determination, which also includes the
statistical uncertainty on the control sample, is of thecomf 1% in firstnsBesI bin, decreasing rapidly as
ng3 increases.

6.2 Vertex Reconstruction Hficiency

The vertex reconstructionfiiciency, v, is determined from data by taking the ratio of triggeredntse
with a reconstructed vertex to the total number of triggesednts, after removing the expected contri-
bution from beam background events. Thogency is measured to be 90-92% in the f'rngj bin for
the diferent energies and phase-space regions; it rapidly risE30%b at higher track multiplicities. The
vertex reconstructionficiency at+/s = 7 TeV for n?j > 2, pr > 100 MeV is shown in Fig.12b as a
function ofn3s.

The dependence of the vertex reconstructidiiciency on thep and pr of the selected tracks is
studied as well as the dependence on the projection alonigedom-axis of the separation between the
perigee@of the tracks Az), for events with more than one track. For all phase-spag®ms, only the
dominant &ect is corrected for as the othefect is always found to be significantly smaller and would
thus not &ect the final result.

For the lowerpy threshold selection, a strong dependence is observed astiofuof Az for events
with two tracks; this bias is corrected for in the analysisigswo different parametrisations depending
on thepr of the lowestpy track: one for tracks below 200 MeV and one for those abovettirashold.
The dependence on the vertex reconstructidiciency due to the of the tracks is found to be smaller
than theAz correction and is neglected for this phase-space regiom.tHeo500 MeV py threshold
selection, the; dependence is corrected for events V\l'i?rjl = 1. For events with higher multiplicities
the Az dependence is found to be very small and is neglected.

Systematic Uncertainties The diference between the vertex reconstructifficeency measured with
beam background removal and the vertex reconstructiiciency measured without beam background
removal is assigned as the systematic uncertainty on thexverconstruction faciency. For determi-
nation of this diference, the contribution of beam-related backgroundstimated using non-colliding
bunches, as in[1]. The highest rate of beam-related baakgre found in the phase-space region with
pr > 100 MeV at 900 GeV, where it is 0.8% without vertex selectionl 8.2% with vertex selec-
tion, although it is found to decrease rapidly at higher iplitiities. (This beam-related background
contribution is larger than that given if Sé¢. 5 where a retrcted primary vertex was required.) The
total uncertainty due to the vertex reconstructidiiceency is significantly below 1% for all phase-space
regions at all energies. Fig 2b shows the total error for thasp-space region witr > 100 MeV at
Vs=7TeV.

6.3 Track Reconstruction Hficiency for the 0.9 and 7 TeV Data Samples

The track reconstructionfiéciency, ek, determined from MC, is parametrised in bins f and .
The excellent agreement between data and MC of basic treahtitjas for tracks above 500 MeV was
previously demonstratedl[1]. Figure 3 highlights the agrest for tracks in the additional range covered
in this paper, 106 pr < 500 MeV.

5The perigee of a track is here the point of closest approathearack and the coordinate origin (0,0,0).
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Figure 3: Comparison between data and simulatiog/si= 7 TeV for tracks with transverse momentum
between 100 and 500 MeV: the average number of silicon hiteeconstructed track as a function of
n in the SCT (a) and Pixel (b) detectors, the transverse impa@meter (c) and longitudinal impact
parameter multiplied by sié (d). The inserts for the impact parameter plots show theskaje plots.
The pr distribution of the tracks in non-firactive (ND) MC is re-weighted to match the data and the
number of events is scaled to the data.

The track reconstructionfigciency is defined as:

Nmacheq pr, )

stl'k(pTa T]) = N n(pT 7]) 5
ge 5

where pr andn are generated particle properti@dn2"*¢pr, ») is the number of reconstructed tracks
matched to a generated charged particle Biggi(pr.n) is the number of generated charged particles
in that bin. The matching between a generated particle aeda@nstructed track uses a cone-matching
algorithm in thep—¢ plane, associating the particle to the track with the sreBA® = +/(A¢)? + (An)?2
within a cone of radius 0.15. In addition, the particle tcapgy must be compatible with the position of
one of the pixel hits of the track. The larger cone size thafijims needed to account for the degraded
resolution at lower traclpr.

The resulting reconstructionfficiency as a function of integrated ovepr is shown in Fig[Rc at
\/s = 7 TeV for the phase-space region with the lowgsthreshold. The track reconstructioffieiency
is lower in the regiorin| > 1 due to particles passing through more material in thaoregFigure2d
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shows the fficiency as a function gby integrated oven. The initial rise withpr is due to the requirement
on the minimum number of silicon hits required in the anaysihich indirectly constrains the tracks to
pass through a minimum number of detector layers and thus &avinimumpr.

Systematic Uncertainties As the track reconstructionfliciency is determined from MC, the main
systematic uncertainties result from the level of agredmetween data and MC. The overwhelming
majority of particles in the selected events are hadrongs&lare known to $ier from hadronic interac-
tions with the material in the detector. Thus a good desonpdf the material in the detector is needed to
get a good description of the track reconstructifficeency. To quantify the influence of an imperfect de-
scription of the detector description, in particular thetenal in the simulation, two dierent data-driven
methods are used. The first reconstructs the invariant nid$$ mesons decaying to two charged pions;
the second compares the track lengths in data and simulafiba K? mass method studies the mass
as a function of the decay radius of the meson; it has gres¢esitivity to small radii, while the track
length study probes the material description in the sinmain terms of nuclear interaction length)(

in the SCT detector. The combination of both methods previglmd sensitivity throughout the silicon
detectors. They allow us to constrain the material to beéttan 10% in the central barrel region and
better than 30% at the highést measured. The material uncertainty is the largest unogytai almost

all regions of all distributions plotted in this paper. Iretharrel region, the total uncertainty due to the
material is 8% at lowpr, going down to 2% above 500 MeV. The uncertainty increasés wcreasing
|nl; the largest uncertainties are in the regio 2 || < 2.5: 15% in the firstpr bin decreasing to 7%
above 500 MeV.

The track-fity? probability cut has been found tdfer powerful discrimination against tracks with
mis-measured momenta. These are mostly very low momentuticlpa that are reconstructed with
much higher momentum due to mis-alignment or nuclear intemas[l. Mis-measured tracks are seen
predominantly at the edges of thheacceptance where the distance between consecutive measitire
points of the outer layer of the Pixel and the first layer of 8@&T can reach up te 1 m. The fraction of
mis-measured tracks is observed to be significantly morata than in Monte Carlo even after this cut is
applied. Two diferent methods are used to estimate the fraction of mis-medsacks in data. The first
compares the momentum obtained from the tracks reconsttusting only the SCT hit information with
that obtained for fully reconstructed tracks. After norisialg the number of well-measured tracks in MC
to data, the scaling of the MC highr tails needed to model the data is obtained. The second method
uses the dference between data and MC seen in the tails ofighdistributions at higtpr because mis-
measured tracks tend to have poorly reconstrudged\gain a scaling factor is obtained to scale the MC
tails in order to describe the data. These two methods gimesimilar results. Both methods are used
to obtain the systematic uncertainty for all but the outestiregions im where the ffect is the most
significant. In this region an additional method is used ttmhpares they distributions, normalised
in the central region, in bins gbr. The variation withpy of the n distribution due to physics is small
compared to the flierences observed due to mis-measured tracks. The adtlitiacks at highin|, high
pr are considered to be due to mis-measured tracks and thefradtmis-measured tracks in data is
obtained. This third method gives the systematic unceytdor the outer-most bins. Averaged over
the wholen region, the fraction of mis-measured tracks in data is faorgk negligible fopr < 10 GeV,
3% for 10 < pt < 15 GeV and increases to 30% for 30pt < 50 GeV. An additional systematic on
the track reconstructionfiéciency of 10% is taken for all tracks witpy > 10 GeV due to dferent
efficiencies of the/? probability cut in data and MC. All systematic uncertaiatian the mis-measured
high-pr tracks are taken as single-sided errors.

Studies usingZ — uu events show that the resolution in data is about 10% worsetttnominal
MC resolution above 10 GeV. The impact of a 10% Gaussian sngeaf the reconstructed traghk in

” Note that the momentum spectrum falls by many orders of ntag@iin the measured range.
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Systematic Uncertainty Size Region
Material +2—-15% decreases witlpy, increases witly|
x? prob. cut +10% flat, only forpr > 10 GeV
+5% 100< pr < 150 MeV
Resolution negligible 0.15< pr < 10 GeV
7% pr > 10 GeV
Track Selection +1% flatin pr andn
Truth Matching +1% only for /s = 2.36 TeV Pixel Tracks
Efficiency correction factor +4% only for y/s=2.36 TeV ID Track
Alignment and other higlpy | -3% to -30% only fqr pr > 10 (_Be\_/ .
averaged over , increases with increasingr

Table 5: The systematic uncertainties on the track recoctsdn eficiency for /s = 0.9 TeV, /s =

7 TeV and+/s = 2.36 TeV Pixel Track and ID Track methods. Unless otherwistedt{ahe systematic
is similar for all energies and phase-space regions. Alletamnties are quoted relative to the track
reconstruction fficiency.

MC is performed and found to have a 7%eet for the binning used in this paper. Thieet is taken as
a systematic uncertainty on tracks above 10 GeV. This sytemncertainty is single-sided and added
linearly with the systematic uncertainty due to the mis-suead highpr tracks. The ffect on tracks
below 10 GeV is found to be negligible.

The pr cut applied at various stages of the pattern recognitioidénthe track reconstruction algo-
rithm introduces an inéiciency due to the momentum resolution. Afdient momentum resolution or a
bias in the momentum estimation in data compared to MC caiitriesa change in the migration out of
the first bin inpr (100 < pt < 150 MeV) and thus a gain or loss of observed tracks. The defagta-
tion correction is derived using the resolution in MontelGar he trackpr resolution at the seed finding
stage in Monte Carlo is increased by a very conservative 10, Meaking thepr resolution &ectively
15 MeV instead of 10 MeV. Thefkect of this shift on the track reconstructioffieiency in the firstpr
bin is found to be about 5%; thisffiérence is assigned as a systematic uncertainty.

A detailed comparison of track properties in data and sitraras performed by varying the track
selection criteria. The largest deviations between datbh@ are observed at highand are found to
be~ 1%. For simplicity, a constant 1% uncertainty is assigneet ttve whole range.

A summary of the track reconstruction systematic uncetitgssris shown in Tablgl5. The total un-
certainty due to the track reconstructioffiéiency determination is obtained by adding dlleets in
quadrature except for tracks above 10 GeV where the resal@thd mis-measured trackfects are
added linearly; asymmetric errors are considered for teffisets.

6.4 Track-Reconstruction Hficiency for the 2.36 TeV Data Sample

Both the Pixel track and the ID track methods apply a dataedrcorrection to the primary track recon-
struction dficiency,emc
&(X) = emc(X) - &cor(n). 2)

wheregyc is derived from nominal simulation a{'s = 2.36 TeV. Herex is either bothpr ands for the
ID track or onlyn for the Pixel track method, as those are the parametershidaotrrection factors were
found to depend on.

The correction o, is derived from the reference dataset takenyat= 0.9 TeV where the high
voltage on the SCT was lowered for part of the run.
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For the Pixel track methody is the ratio of the relative Pixel track reconstructidfi@ency, rel,
in data to simulation. The relative Pixel tracKieiency is the fficiency to reconstruct a Pixel track if a
track has been reconstructed using hits in the SCT and TRCies only.
el =
corr' -
ey ()

3)

Figure[4a shows the relative Pixel tracKigency in data and simulation. The ratio of the two
distributions, shown in the insert, is used to correct thekmreconstructionféciency for the Pixel track
method aty/s = 2.36 TeV.

For the ID track method thefliciency derived from simulation with nominal conditions @riected
by ecorr to account for the lower SCThigciency in standby mode. Figuké 4b shows the distribution of
the number of reconstructed tracks in data in both SCT corgtiouns at+/s = 0.9 TeV normalised to
the same number of events satisfying the trigger requirémime ratio of the number of reconstructed
tracks with the SCT in standbyS?, to the number of reconstructed tracks with the SCT at nolina
Nf°™ shown in the inset, is used to correct the track reconstnuefficiency for the ID track method at
\Vs=236TeV:

NS°()
£ = . 4
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Figure 4. Relative @iciency of Pixel tracks in data and norddactive (ND) MC simulation aty/s =

0.9 TeV (a). Both Pixel track distributions are re-weightechve the same beam spot distribution as
the /s = 2.36 TeV data. The number of reconstructed ID tracks in datgsit 0.9 TeV as a function

of n with the SCT in nominal and standby (b). The ID track disttitis are normalised to the number
of events passing the trigger requirement.

Systematic Uncertainties Most systematic uncertainties on the ID track reconstoactficiency are
similar to the full tracking at other energies. The majoritiddal systematic uncertainty is due to the
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efficiency correction factor for the SCT configuration. The utaiaty due to the statistical limitations
of the reference dataset is 2%. An additional 3% uncertaotounts for the extrapolation froy's =
0.9 TeV to /s = 2.36 TeV, which was estimated by comparing the distributiohthe number of ID
tracks between/s = 0.9 TeV and /s = 2.36 TeV. The total uncertainty on thefigiency correction
factor adds those twdfects in quadrature to obtain a total uncertainty of 4%.

The material uncertainty is estimated using a similar meth® for the other energies; the absolute
uncertainty is found to be 2% (3%) for the Pixel (ID) track aastruction éiciency. The uncertainty
is larger for ID tracks, because such tracks are sensititbdanaterial throughout the whole silicon
detector. The uncertainty due to the momentum resolutioedgigible because the phase-space cuts are
suficiently far from the track algorithm cuts.

There is an additional 1% uncertainty on the Pixel track mettiue to the matching procedure. The
relative Pixel track reconstructiorfficiency difers from the primaryficiency due to materialfeects and
contributions from non-primary tracks. There is an addiéibdiscrepancy of 4% in for.2 < || < 2.5
that is assigned as a systematic uncertainty for those Binsentraln the total uncertainty on the Pixel
(ID) track reconstructionféiciency is estimated to be 3.4% (6%). Table 5 shows the trammsgruction
systematics at/s = 2.36 TeV and the dferences with respect to the uncertainties at other cefineass
energies are indicated.

7 Correction Procedure

The dfect of events lost due to the trigger and vertex requiremisrisrrected using an event-by-event
weight:

1 1
BS
w (n = ‘ )
o sel 3trig(nsBeS|) SVtX(nEeSp X)
wherex is either theAz between tracks or the of the tracks, as described in SEC.]6.2.
The pr andn distributions of selected tracks are corrected for usingektby-track weight:

5y (4 frondPr)) - (L~ foe(Pr. )

where fhonpis the fraction of non-primary tracks determined as desctiin Sec.b.

The fraction of selected tracks passing the kinematic Sefefor which the corresponding primary
particle is outside the kinematic rangRy(pr, 77), originates from resolutionfiects and has been esti-
mated from MC. The uncertainty ofgy, is mostly due to the resolutionfiierence between data and MC.
This uncertainty is negligible for all cases except\& = 2.36 TeV for the Pixel track method where
the uncertainty is estimated to be 1%, due to the poor momemnéisolution of the Pixel tracks. No
additional corrections are needed for theistribution; the additional corrections needed for thieeot
distributions are described in the following sections.

For all distributions in all phase-space regions considiectosure tests are carried out. These are
tests carried out on MC where the reconstructed samplesbarected according to the same procedure
as used on the data; the resultingfelience between the corrected distribution and the knowtic|ear
level distribution is defined as the amount of non-closuiréhé correction procedure were perfect, the
non-closure would be zero. For this analysis, closure taestscarried out on all distributions in all
phases-space regions and unless explicitly mentioneatitet the level of non-closure is less than 1%.

wtl‘k(pTv 77) =

dNey

7.1 Correction to o
ich

First, the observedhs distribution is corrected for the trigger and vertex redamgion dficiencies.
Then, an event-level correction is applied using Bayesi#olding [46] to correct the observed track
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multiplicity to the distribution of the number of primary atged particles, as follows. An unfolding
matrix, Mchse, iS defined that expresses the probability that a given seldcack multiplicity, after all
other event-level corrections are appliegs, is due tong, primary particles. This matrix is normalised
such that the number of events does not change except foateeases whemsg > nep and ney, is
below our acceptance selection. This matrix is populatechfivC09 MC and applied to data to obtain
the observeah, distribution. The resulting distribution is then used tepapulate the matrix and the
correction is re-applied. This procedure is repeated witleoregularisation term and converges after
four iterations in data; convergence is defined as the festtion in which the? difference between the
result of the unfolding and the input distribution for thiration is less than the number of bins used in
the unfolding.

After the ngg distribution has been unfolded, the resulting chargedgdanmnultiplicity distribution
is corrected for events migrating out of the selected kint@mange (cn > X), which the matrix does
not account for. This is achieved by adding an additionahtierthe correction. The correction terms for
the phase-space regions witly, > 2 is

1/(1 - (1 - 3trk)nCh — Nch - &tk - (1 - Strk)(nCh_l)) (5)

wheregy is the mean fective track reconstructionfiiciency for a givemey, bin. Corresponding terms
are used for the other phase-space regions. This trackstuaotion éficiency can in principle be er-
ent for eachng, bin, but the diference is found to be small and thus the me#actve track reconstruction
efficiency for lowesing, bin is used.

Systematic Uncertainties The systematic uncertainties on the unfolding procedueechtained by
modifying the input distributions as described below, &g the unfolding procedure and comparing
the output to that obtained when using the nominal input;ntiagrix and the correction factors are not
modified.

There are two sources of systematic uncertainties coreside®ne of them is due to the track re-
construction ficiency uncertainties while the second one accounts foritiierentpr spectrum recon-
structed in data and MC. The first source of uncertainty isneded by starting from the observegd
spectrum in data; tracks are randomly removed from theibiigton according to the megnr andn of
the tracks for each value ofg and the uncertainty on the track reconstructifficeency for thosepr and
n values. A new input distribution is obtained, put through tinfolding procedure and thefiirence
with respect to the nominai, distribution is taken as a systematic uncertainty. The datgy is then
symmetrised. The uncertainty og, due to the uncertainty on the track reconstructi@irciency is found
to be~ 3% to~ 25% at+/s = 7 TeV in the most inclusive phase-space regigp, > 2, pr > 100 MeV,

Inl < 2.5.

The other source of uncertainty originates from the unfaldinethod that is carried out in a single
dimension at a time, in this casg,. There is some dependency on firespectrum of the MC sample
used to populate the matrix, due to the strong dependenbe tiftck reconstructionfigciency onpr. To
investigate this #ect, the average track reconstructidfia@ency derived using ther spectrum in data
and that obtained from MC are compared. Thiedénce in these two meaffieiencies is then treated in
the same way as the uncertainty on track reconstructiibciency, described in the previous paragraph.
This uncertainty is taken as being asymmetric; only therdaution from a shift of the spectrum in the
direction of the data is taken. The mean value is kept as thahdpy the nominalpr spectrum in MC.
The uncertainty varies with increasimgy, from —2% to +40% at v/s = 7 TeV in the most inclusive
phase-space region.

The only additional systematic uncertainty due to the tgrofthe track reconstructionfieciency
is due to the dierence between the bias introduced by the vertex correaidiC and data. The
estimation of this error is done by comparing the distribution in n?j:Z between data and MC. The
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Azq distribution is a very good probe of the correlation betwagging, and ng‘j as events with higlngg
tend to have smalhz, values while events witingei<2 tend to have largazy. Very good agreement

is found between data and MC. Re-weighting #xw distribution in MC to match data or applying
the vertex correction extracted from data to the MC closest teads to a systematic uncertainty of
the order of 0.1% fong,=2 where this &ect is most pronounced. As this error is much smaller than
other systematic uncertainties considered, it is negliecidne systematic uncertainty due to track-track
correlation in a single event is small and is neglected avieye in this analysis.

7.2 Corrections toNgy,

The total number of eventd|e,, used to normalise the final distributions, is defined asrtegral of the
nch distributions, after all corrections are applied.

Systematic Uncertainties The systematic uncertainties dla, are obtained in the same way as for the
neh distributions. Only those systematic8ercting the events entering or leaving the phase-spacernregio
have an impact olNe,. The total uncertainty o, at /s = 7 TeV for the most inclusive phase-space
region is 0.3%, due mostly to the track reconstructifiicency. At+/s = 2.36 TeV the total uncertainty
on Ngy is 1.4% for the Pixel track and 2.6% for the ID track methods.

_ dNep
dpr

The tracks are first corrected for the event levefiim@gncies of the trigger and the vertex reconstruction.

Then the tracks are corrected for the track reconstructiefficiencies, non-primary track contamination

and out of kinematic range factors. Finally, a similar udfio method to that used on thg, distribution

is used to correct the measured trggkto the primary particle momentum. More bins are used for the

unfolding than are shown in the final distributions; this ecessary in order to avoid amplification of

small data MC dierences with successive iterations, causing large fluongtFor this distribution four

iterations are required before convergence is reachedeogence is defined as for tig, distribution.

7.3 Corrections toé

Systematic Uncertainties In order to estimate thefi@ct on the finalpr distributions of the uncertain-
ties dfecting the correction steps prior to the unfolding, the ldifa procedure is re-run on the corrected
pr distribution shifting the distribution used as input to tivdolding procedure by the systematic uncer-
tainties. This newpr distribution is put through the unfolding procedure anddiféerence with respect
to the nominal correctegdy spectrum is taken as a systematic uncertainty.

The highpr systematic uncertainties are obtained using the MC samplessystematic uncertainty
associated to the mis-measured hjghtracks is obtained by scaling the number of mis-measurettdra
in MC to match those found in data. This new input distribatie put through the unfolding procedure
and the final dierence with respect to the nominal MC is taken as a systemnatiertainty. The system-
atic uncertainty associated to the resolution is obtaineshtearing the well-measured tracks, in MC, by
the resolution uncertainty obtained in Sec] 6.3. Thieat on the final unfolded distribution is taken as a
systematic uncertainty. Those two high-systematics are added linearly. Both cause only singledsid
variations. This combined uncertainty is measured to b ffb0% for pr = 10 GeV to -30% for the
lastpr bin (30 < pr < 50 GeV) aty/s= 7 TeV for thens, > 2, pr > 100 MeV phase-space region.
The variations for other phase-space regions at this ersmygimilar. At+/s = 0.9 TeV this uncertainty
is found to be -20% for all three bins abope of 10 GeV.

In order to assess the stability of the results under vargtaging hypotheses for the MC spectrum
used to fill the matrix, a flat initial prior is used as an inpiithile convergence is only typically reached
after seven iterations, instead of three for the nominalrpthe final diference in the unfolded spectra is
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small. The diference between the resulting distribution obtained witlatditior and that obtained with
the MC pr spectrum as a prior is taken as a systematic uncertainty/$\ 7 TeV this uncertainty is
less than 2% for nearly all pT bins, with the exception of apgtewof bins around changes in bin width,
where the #&ect is 3-5%. Aty/s = 0.9 TeV, due to more limited statistics in the MC, the largestraie
seen is 7% with a few others around 3-4%.

7.4 Meanpy versusng,

The correction procedure for thgr) vs. ne, distribution is designed to correct separately two compo-
nents:Y; pr(i) vs. nchp and Y 1 vs. nep and take the ratio only after all corrections are appliede $am

is over all tracks and all events; the first sum is the tgabf all tracks in that bin img,; the second
sum represents the total number of tracks in that bin. Thessuithbe referred to as the numerator and
denominator, respectively. Each of these distributighspr(i) and}’; 1, is corrected in two steps.

First the two distributions as a function fg are corrected on a track-by-track basis by applying the
appropriate track weights; this track-by-track correatie applied to the data distribution and thus no
longer relies on ther spectrum of the MC. Second, the matrix obtained after thé fi@@tion of the
nch unfolding described in Selc. 7.1 is applied to each of theiligtons to unfoldnge to nep. Finally, the
ratio of the two distributions is taken to obtain the coreeipr) vs. ng, distribution. For this distribution
we exclude tracks witlpr > +/s/2 as they are clearly un-physical; this removes 1 track'sit 0.9 TeV
and 1 track aty/s= 7 TeV.

This unfolding procedure assumes that the trackifiiciency depends only opy andn and is
independent of the track particle multiplicity, and that g spectrum of the tracks in events that migrate
back from a givemgg bin to a givenne, bin is the same as thgy spectrum of tracks in events in the
correspondingise bin. The fact that these assumptions are not completely ismtaken as a systematic
uncertainty. This uncertainty is obtained by looking at ttwm-closure of the corrected distribution in
the MC. This residual non-closure is, we believe, a consecpi®f the two main assumptions. A full
parametrisation of the track reconstructidfi@ency in terms o, n andng, would remove the need for
the first assumption, while a full two-dimensional unfolglias a single step where the two dimensions
were pr andng, would remove the need for the second. Both of these are bahergtope of the current
paper. In order to understand if the amount of non-closuie risalistic estimate of the uncertainty on
the method when applied to data, in particular to investiget dependence on thg spectrum, the
whole unfolding procedure is carried out usimgraia6 DW tune samples and theTtaia8 samples; we
varied both the input distribution and the matrix used to li® tinfolding. The level of non-closure is
found to be similar to that obtained with the MCP8ruia6 samples. We thus conclude that the level of
non-closure is not strongly dependent on thespectrum. This allows us to use the residual non-closure
as a systematic uncertainty on the unfolding method as ibeskin the next section.

Systematic and Statistical Uncertainties For the calculation of the statistical uncertainty, thd ful
correlation between the tracks inside the same event wasongbuted. The statistical uncertainty in the
numerator and denominator are computed separately thedadduadrature after taking the ratio. This
is found to be a conservative estimate of the uncertainty.

Systematic uncertainties considered for {ipe) vs. ng, distribution are either due to assumptions
made during the correction procedure or to uncertaintieguamtities taken from the MC and used during
the correction procedure.

The first category refers to the assumptions on the metheddicts of which are visible in the
closure test. To account for these imperfections, we apglystematic uncertainty of 2%, which covers
the non-closure in MC, except for the highesgt, bin and the first fewne, bins in some of the phase-
space regions. Forthese cases a larger systematic untersaapplied to cover the non-closure. For the
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analyses withpr > 500 MeV, where the size of a non-closure is larger, a 3% syaierarror is applied
in the nch=1 bin. This systematic uncertainty also covers th@&edénce in the non-closure between
samples created using MCO09 (default) and those with DW tfireraia6 andeytuia8. In the correction
procedure we use the approximation that= nsBesl. The dfect of such an approximation is studied on
simulation and found to be negligible with respect to theeofources of uncertainty.

The second category comprises uncertainties on the trackation WeightSUev(nsBj) andwyk(pr,n)
and on the migration probabilities obtained from the unfaydmatrix. The dominant systematic uncer-
tainties that ffects both the track corrections weights and the migratiabalilities are the same as
those #ecting theng, distribution unfolding: the uncertainty on the track restaction éficiency and
the dfect of the dfference in thepr spectra between data and MC. These uncertainties are @rtepiag
by varying the input distribution for both thg; pr(i) vs. hsgtand}’; 1 vs. Ngg.

Smaller dfects are also studied, for example the uncertainty on tleafabhon-primary tracks and
the dfect of the systematic uncertaintiefeating the highpr tracks mentioned in Sec. 6.3. Excluding
the systematic uncertainties due to the assumptions maitgdiie correction procedure, the systematic
uncertainties are between 0.5% and 2% for all binsgjy all energies and all phase-space regions.

7.5 Correction for Different Minimum n., Requirements

The only diference in the correction procedure from track to particlkelléor ng, > 6 with respect to

Neh > 1is the need for an additional correction that takes int@antthe &ect on the tracks due to the
tighter cut on both the number of tracks and number of padicl

Thengy, distribution and the number of everitl, are obtained by correcting and unfolding the mul-
tiplicity distribution of the whole spectrum and then apgptythe highemy, cut on the final distribution.
For the pr andn track distributions an extra correction is needed. For &s/@rith nsg > 6, the tracks
are added to the distribution as for all other phase-spagierns; a weight corresponding to the product
of the track (vyk) and event weightsu,) is applied. For events withsg) < 6 the tracks are added to the
distribution with an additional weighting factarn <s that represents the probability that a track from
an event withngg tracks is from an event withe, > 6. This additional weight is taken from the final
nch unfolding matrix, after the final iteration; each column iretmatrix represents the probability that
an event withngg tracks hasg, particles. The total probabilityp(nch > 6| nse)) for a givenngg < 6
is therfor the sum over the matrix elementsifigy > 6

wnch<6 = p(nCh > 6| nsel) = Z Mnch,nsep
Neh = 6
whereMp,, n., iS the entry in the unfolding matrix farc, andnsei. This weight is about 65% falise) = 5
and rapidly drops to 1% fange = 2.

Systematic Uncertainties All uncertainties related to the distributions with the levng, cut are taken
into account. In addition, an extra systematic uncertailug to the uncertainty on the track reconstruc-
tion efficiency is needed for the correction to highwy selection. By varying the track reconstruction
efficiency down by its uncertainty, flerentwn ,<¢ Weights are obtained. The shift in the resultimg
distribution is symmetrised and taken as an additionakesyatic uncertainty.

7.6 Extrapolationto pr =0

Comparing the results in our well-defined phase-space medgio other inclusive measurements from
other experiments requires additional model-dependemeciions. One such correction is described
here, but applied only for comparative purposes. This paldir correction is derived to extrapolate
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the average multiplicity in the phase-space region withltheest measureghy to the multiplicity for
all pr > 0. No attempt is made to correct for timg, > 2 requirement. Results are quoted for the
average multiplicity in the rapidity interva}| < 2.5 and are not considered to be the main results of this
paper. This correction is obtained using three independesthods: fitting thepr spectrum to a given
functional form, assuming a flat distribution at Igw in the observed fully correcteé;-‘(’jlpj‘ distribution
and obtaining the correction factor from the AMB#iruia6 MC.

In the first method, the correctg® spectrum is fit with a two-component Tsallis [47), 48] distition

1 dNe
f(pr) = :
(Pr) =5 i;p %

(ni=1)(ni-2)
y=0i (M Ti+mo; (i=1)) (0 Ti +mg;)

. [niTi+mT(pT)i ]‘”i tanh‘l( pr sinhy’ ] ’ ’
n’'=2.5

N Ti+mo; /m%’i +p2 cosf i’

wheremy(pr) is the transverse massy = 1/p% + mg andmy is the particle rest massg = {m,, mp}
anddNch/dyl,—0, Ti andn; are the six parameters of the fit. represents the pseudorapidity at the edge
of our acceptancey = 2.5. dNcn/dyl,-0 represents the integrated yield of the particle production
mid-rapidity, but is left here as a free parameter of the fitesdns (pions and kaons) are merged into
a single Tsallis function since there is ificient information in the measured distribution to fit three
independent shapes. The tahffiactor accounts for the variation i/ p of each track over the entire
measured pseudorapidity range. It is derived by integgag%min over|n| < 2.5.

From this functional form and using the parameters obtainea the fit, the fraction of particles
with pr < 100 MeV is extracted. This procedure gives the correctiamofato be applied to the mean
charged-particle multiplicity per unit, averaged over| < 2.5, in order to get the inclusive multiplicity.
The correction factor fronpr > 100 MeV topr > 0 MeV is found to be 1.065 at/s = 0.9 TeV and
1.063 aty/s= 7 TeV.

The second method assumes that#e‘fj'\'ﬁ“ distribution is flat at lowpr. One can thus use the value
of this distribution in the lowespr bin (100 < pr < 150 MeV) to extract the value for tracks below
100 MeV. From this assumption, the fraction of particlesolell00 MeV and the scale factor used to
correct our observed distributions are derived. The s@#ofs are found to be 1.068 gfs = 0.9 TeV
and 1.065 aty/s = 7 TeV. The third and final method simply obtains the correcfactor using one of the
MC models. AMBT1ryTHIAG iS chosen; the correction factors are found to be 1.05¢sa& 0.9 TeV
and 1.051 aty/s = 7 TeV. We chose to use the scale factor obtained from the iimadt form fit as
the central value and consider thefdience between this and the other two methods as a systematic
uncertainty.

Systematic Uncertainties Several sources of systematic uncertainty on the calauktale factor are
considered. The dominant uncertainty comes from tlfie@idince in the scale factors obtained from the
three diferent extrapolation methods. The largedtatence between the value obtained from the fit
and the values from the MC and from the flat extrapolation issatered as the uncertainty and then
symmetrised. This uncertainty is found to h®@ at+/s= 0.9 TeV and 0012 at+/s= 7 TeV.

The other sources of uncertainty are related to the fittimmggaure such as the variation within the
uncertainty on the fit parameters and the variation due tcaagd of the the fit range. All sources of
uncertainty are assumed to be uncorrelated and thus addpddrature. The final scale factors, with
total uncertainty, are then@63+ 0.014. at v/s= 7 TeV and 1065+ 0.01% at 4/s= 0.9 TeV.
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8 Total Systematic Uncertainties

The individual sources of systematic uncertainties haveadly been discussed in previous sections.
The dfect on the final distribution from each source is treated petelently and propagated to the
final distributions; the total error is the sum in quadratfmam the diferent sources, unless explicitly
mentioned in the text. In most bins of all distributions tlaegkest uncertainty comes from the track
reconstruction &iciency. The uncertainties aff's = 2.36 TeV are larger than at the other two energies
due to the uncertainties related to the operation of the SE@ddaiced bias voltage during 2.36 TeV data
taking. The total uncertainties are shown as shaded barttie fimal distributions presented in the next
section.

9 Results and Discussion

The corrected distributions for primary charged partidtesevents in three separate phase-space regions
are shown in FiglJ5 t6 13. The results are compared to predistof models tuned to a wide range
of measurements. The measured distributions are presastietiusive-inelastic distributions within a
given phase-space region with minimal model-dependentctons to facilitate the comparison with
models.

9.1 Charged-Particle Multiplicities as a Function of the Pgudorapidity

Figuredd andl6 show the charged-particle multiplicity asrecfion of pseudorapidity. Figufé 5 shows
the distribution at all three centre-of-mass energies épihase-space regiomy, > 1, pr > 500 MeV,

ln| < 2.5. The mean particle density is roughly constant|for < 1.0 and decreases at higher values
of |n]. There is little shape variation between the models exaapthe DW pyTHIA6 tune which has a
flatter spectrum and a more pronounced dip at centraéspecially at low+/s. At all three energies
the AMBT1pyTHIAG tune gives the best shape and normalisation descriptitheafata, although it was
tuned forng, > 6.

Figure[6a and b show the distributions for the most inclusive phase-space regign, > 2,
pr > 100 MeV, |y < 25. There is lesg variation than in the previous figure. At 900 GeV there
is very little difference between the models both in shape and normalisatibrihei exception ofuoler
which shows an excellent agreement with the data; the otloelefa show on average too few patrticles.
The shape of the distribution is reasonably well describedllmodels. At 7 TeV again the shapes seem
to all model reasonably well the observed spectrum, butiatethergy the dierence in normalisation
among the models varies more widely and no model reprodiecdata.

Figure[6c and d show thedistributions for the phase-space region with the leastuarnof diffrac-
tion,ncn > 6, pr > 500 MeV,|n| < 2.5. The distributions in this phase-space region have tlyeéar
drop at highip|. All but pyTHIA6 DW andproser at /s = 7 TeV show reasonable agreement in both shape
and normalisation at both energies.

9.2 Charged-Particle Multiplicities as a Function of the Transverse Momentum

Figures7 andl8 show the charged-particle multiplicitiesaasinction of the transverse momentum.
The first of these figures shows all three centre-of-massg@teconsidered in the phase-space region
Nch > 1, pr > 500 MeV andly| < 25. The observegy spectrum is not described by any of the
models over the whole range. The region that the models havenost dificulty describing is the region
above 1 GeV.

Figured 8a and b show the charged-particle multiplicitreshe most-inclusive phase-space region.
At 900 GeVruoset describes the data best over the whole range even thouglytbenaent is still not

26



excellent. The other models tend to under-predict the nuroblew pr particles while at highepr the
models vary widely. At 7 TeV thefect at lowpr is more pronounced, while at highr the agreement
of pytHia8 andpuoser with the data is quite good. The AMBT1 and MCO09 tunesafiiab predict too
many particles at highgor.

Figured 8¢ and d show the charged-particle multiplicitiéth whe smallest contribution from filrac-
tive events. This distribution carried the most weight ia &MBT1 tune. Considerable improvement in
the agreement with data is seen between the older MC09 ametflg tuned AMBT1 but the parameters
varied in this tune were not fiicient to describe the full spectrum.

9.3 Charged-Particle Multiplicity Distribution
Figurel9 shows the charged-particle multiplicity disttibas forns, > 1, pr > 500 MeV andn| < 2.5

at all three centre-of-mass energies. At low number of addhparticles, all models predict more events
than observed in data, which is compensated by an undeiepoedin the tails of the distributions.

It should be noted that due to the normalisatiofiNgl,, a deviation observed in one region needs to
be compensated for by one in the other direction somewhsee glthough the predictions efioser at

0.9 TeV model the data reasonably well, at 2.36 TeV and 7 Tey do not model the observed spectrum.
The new AMBT 1pyTHIAG tune seems to provide the best agreement with data.

Figures IDa and b show the distribution for the most inckiplrase-space region. Here the variations
between models at both low and high valuengf are increased and no model predicts the observed
spectra.

Figured IDc and d show the distribution for th&diction-reduced phase-space region. The distribu-
tions are very similar to those in Fig. 9 with a cutngt > 6; only the normalisation is ffierent between
the plots. The errors are also recomputed as there is a laageellation between the numerator and
denominator for this phase-space region.

9.4 Average Transverse Momentum as a Function of the Numberf&€harged Particles

The final set of distributions discussed in the main part isfplaper is the average transverse momentum
as a function of particle multiplicity. The measurementpf) as a function of charged multiplicity at
v/s = 2.36 TeV is not shown becausefdirent track reconstruction methods are used for detergithie

pr and multiplicity distributions, as discussed in Sec. 4.&@ure[11 shows the results for events with
Nch = 1, pr > 500 MeV andn| < 2.5. At 900 GeV the slope va, for high values ofg, seems to

be well described by most models but the absolute value tshedelled byryTHia6 DW. At the highest
centre-of-mass energy above 20 particles the models vatglyboth in slope and in absolute value;
at low values oing,, none of the models describe the data very well. In the moresive phase-space
region, Figl'IRa and b, the models vary widely, especiallyigt +/s.

9.5 dnyn/dpatnp=0

The mean number of charged particles in the central regiaonsputed by averaging ove)] < 0.2.

The values for all three phase-space regions and all eseagalable are shown in Fig.J13 and in Tddle 6.
The result quoted at/s = 2.36 TeV is the value obtained using the Pixel track method. piase-space
region with largest minimunpy and highest minimum multiplicitygr > 500 MeV, n¢, > 6), which

is the region with the least amount offfdaction, is the one where the models vary the least and the
energy extrapolations of most models agree the best witlldtee However, in this region the energy
extrapolation ofyruia6 andpaoser do not agree with the data. For the most inclusive measuresnen
none of the models agree with the data and the spread at 7 Tia¥ @xpected values is almost one third
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of the mean predicted value. The observed value is signtfichigher at this energy than any of the
models.

Phase-Space Region | Energy dnen/dp atp =0
(TeV) Measured pyTHIAG AMBT1 MC

0.9 | 3.483+ 0.009 (stat): 0.106 (syst) 3.01

feh = 2,pr > 100MeVi 27 1 5 6304 0.003 (stat): 0.169 (syst) 4.93
0.9 | 1.343+ 0.004 (staty 0.027 (syst) 1.28

Nch > 1,pr > 500 MeV | 2.36 | 1.74+ 0.019 (statk 0.058 (syst) 1.70
7 2.423+ 0.001 (statk 0.050 (syst) 2.36

0.9 | 2.380+ 0.009 (staty 0.027 (syst) 2.33

fen = 6, pr > S00MeV/ | 2" | 3 6474 0.002 (stat): 0.052 (syst) 3.63

Table 6: dn.n/dn atn = O for the three dferent phase-space regions considered in this paper for the
energies where results are available. For MGiisient statistics were generated such that the statistical
uncertainty is smaller than the last digit quoted.

9.6 Extrapolationto pr=0

The mean multiplicities of charged-particles wiph > 100 MeV within the full|p| < 2.5 region are
computed as the mean of the distributions shown in[Big. 6abarithey are found to be 3.6140.006
(stat)+ 0.170 (syst) aty/s = 0.9 TeV and 5.88% 0.002 (stat} 0.276 (syst) aty's = 7 TeV. Multiplying
these numbers by the model-dependent scale factors ofbiaiSec[ 7.6, the averaged inclusive charged-
particle multiplicity for events with two or more particlésfound to be 3.842 0.006 (stat} 0.185 (syst)

at v/s = 0.9 TeV and 6.252+ 0.002 (stat+ 0.304 (syst) aty/s = 7 TeV. This result is interpreted as
the average total inelastic multiplicity for events withawwr more particles withiry| < 2.5. Figure 14
compares these results to recently published ALICE ref&il63 for inclusive inelastic as well as inelastic
with more than one particle. The ALICE results are quotedvasaayes ovely| < 1.0 andjp| < 0.5,
respectively.

10 Conclusions

Charged-particle multiplicity measurements with the ATk detector using the first collisions delivered
by the LHC during 2009 and 2010 are presented. Based on awsr ttundred thousand proton-proton
inelastic interactions at 900 GeV, just under six thousartizé TeV and over ten million at 7 TeV, the
properties of events in three well-defined phase-spac®negiere studied. The data were corrected
with minimal model dependence to obtain inclusive distiims. The selected kinematic range and
the precision of this analysis highlight cleaffdrences between Monte Carlo models and the measured
distributions. In all the kinematic regions considerea, plarticle multiplicities are higher than predicted
by the Monte Carlo models.

The three dferent phase-space regions studied, from the most incltsitee one with the smallest
diffractive contribution, highlight various aspects of thergea-particle spectra. In general, the agree-
ment between the models and the data is better in the phase-spgions with higher minimurpr
cutaf, where difractive contributions are less significant.

For the v/s = 0.9 TeV measurements with th& threshold of 500 MeV, these results supersede the
results presented inl[1].
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Figure 5: Charged-particle multiplicities as a functiontioé pseudorapidity for events witlhy, > 1,
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Figure 8: Charged-particle multiplicities as a functiontbé transverse momentum for events with
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Figure 10: Charged-particle multiplicity distributionsrfevents withne, > 2, pr > 100 MeV (a,b)
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represent the data and the curves the predictions fréi@rdnt MC models. The vertical bars represent
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guadrature. The bottom inserts show the ratio of the MC dwedata. The values of the ratio histograms
refer to the bin centroids.
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Figure 11: Average transverse momentum as a function ofuhgber of charged patrticles in the event
for events withne, > 1, pr > 500 MeV andjp| < 25 at 4/s = 0.9 TeV(a), and+/s = 7 TeV(b).
The dots represent the data and the curves the predictionsdiferent MC models. The vertical bars
represent the statistical uncertainties, while the shadeas show statistical and systematic uncertainties
added in quadrature. The bottom inserts show the ratio oM@eover the data. The values of the ratio

histograms refer to the bin centroids.
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Figure 12: Average transverse momentum as a function ofuhgber of charged patrticles in the event
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histograms refer to the bin centroids.
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A Distributions Used in AMBT1 Tuning

Table[T and18 show the list of all distributions from ATLAS athet Tevatron, respectively, used in the

ATLAS Minimum Bias Tune 1 (AMBT1). The Analysis column refeto the event selection used in

the particular analysis. The Tuning range column referdéoportion of the phase-space region that is
considered for the tune.

Analysis Observable Tuning range
ATLAS 0.9 TeV, minimum biasng, > 6 e %;“ —25<n<25
ATLAS 0.9 TeV, minimum biasyin > 6 gk gl pr > 5.0 GeV
ATLAS 0.9 T eV, minimum biasicn > 6 e Neh > 20
ATLAS 0.9 T eV, minimum biasnc, > 6 (PT) VS. Nch Nch > 10
ATLAS 0.9 TeV, UE in minimum bias (%) vs. pead (towards)  pldd > 55GeV
ATLAS 0.9 TeV, UE in minimum bias (%) vs. piead (transverse) pldd> 55GeV
ATLAS 0.9 TeV, UE in minimum bias g%) vs. pdd(away)  plead> 55GeV
ATLAS 0.9 TeV, UE in minimum bias ~ (%&1) vs. pad (towards) — plead> 55 GeV

ATLAS 0.9 TeV, UE in minimum bias (%) vs. plead (transverse) pled > 55GeV

ATLAS 0.9 TeV, UE in minimum bias <dz,72dgT> vs. pfad(away)  pa?> 55GeV

ATLAS 7 TeV, minimum biasne, > 6 = dg‘;h —25<n<25
ATLAS 7 TeV, minimum biasp, > 6 gk fl pr > 5.0 GeV
ATLAS 7 TeV, minimum biaspcy > 6 R Neh > 40
ATLAS 7 TeV, minimum biasne, > 6 {(PT) VS. Nch Neh = 10
ATLAS 7 TeV, UE in minimum bias <;2nﬂf;> VS. p'TeaOI (towards) p'TeaOI > 10GeV
ATLAS 7 TeV, UE in minimum bias <%n'>',j;> vs. plead (transverse)  pl#ad > 10GeV
ATLAS 7 TeV, UE in minimum bias <‘(’;ﬁfﬁh> vs. piead (away) piead > 10GeVv

ATLAS 7 TeV, UE in minimum bias <%> vs. piead (towards)  pl#a?> 10GeV

ATLAS 7 TeV, UE in minimum bias (dZ%gT) vs. piead (transverse) pled> 10GeV

ATLAS 7 TeV, UE in minimum bias <d2%q§”> vs. plead(away)  pead> 10GeV

Table 7: ATLAS observables and ranges of distributions usede AMBTL1 tuning.
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Observables

CDF Run I underlying event in dijet everjg9] (leading jet analysis)
Nch density vs. leading jepr (transverse), JET20
Nch density vs. leading jepr (toward), JET20

Nch density vs. leading jepr (away), JET20

> pr density vs. leading jepr (transverse), JET20
> pr density vs. leading jepr (toward), JET20

> pr density vs. leading jepr (away), JET20

Nch density vs. leading jepr (transverse), min bias
Nch density vs. leading jepr (toward), min bias

Nch density vs. leading jepr (away), min bias

> pr density vs. leading jepr (transverse), min bias
> pr density vs. leading jgbr (toward), min bias

> pr density vs. leading jepr (away), min bias

pr distribution (transverse), leading: > 5 GeV

pr distribution (transverse), leading > 30 GeV
CDF Run I underlying event in MJNIAX-coned50] (“MIN-MAX” analysis)
(PT®) vs. E'Tead, y/s = 1800 GeV

(P vs. E!*2d, /s = 1800 GeV

<p9riff> VS. E'Tead, /s = 1800 GeV

(Nmax) Vs. E®39, /s = 1800 GeV

(Nmin) VS. E'Tead, v/s= 1800 GeV

Swiss Cheesp!™vs. E'*24(2 jets), /s = 1800 GeV
(PP vs. E'*d /s = 630 GeV

(P vs. E!*2d, /s = 630 GeV

(pdity vs. Ead /s = 630 GeV

Swiss Cheesg'™vs. E#24(2 jets), y/s = 630 GeV
DO Run Il dijet angular correlationg51]]

Dijet azimuthal anglepT® € [75, 100] GeV

Dijet azimuthal anglepT®* € [100, 130] GeV

Dijet azimuthal anglepT® € [130, 180] GeV

Dijet azimuthal anglepT® >180 GeV

CDF Run Il minimum biag52]

(pr) of charged particles v, v/s= 1960 GeV
CDFRun|Z g [53]

gfg , Vs = 1800 GeV

Table 8: Tevatron datasets used in the AMBT1 tuning. No $ipgeatits on the tuning ranges were made.
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B Additional Phase-Space Regions

Two additional phase-space regions are considered in pipisradix:
e at least twenty charged particles in the kinematic rgnpge 2.5 andpr > 100 MeV,
e at least one charged particle in the kinematic rappe 2.5 andpyt > 2.5 GeV.

The correction procedures as well as methods used to extra&ystematic uncertainties are identical
to the three phase-space regions presented in the mainfghg paper. The first phase-space region
is chosen to be compared with the othefrdiction-reduced phase-space region with six particleseabo
500 MeV and allows the study of the interplay between the remobparticles and ther, in particular
for the study of difraction models. The second additional phase-space regichdsen so as to be
less influenced by non-perturbative parts of the ndfratitive modeling and to be useful for predicting
high-pt particle rates, for example for trigger studies.

Table[9 shows the number of selected events and tracks fee the additional phase-space regions
at both+/s = 0.9 TeV and+/s = 7 TeV. Figure$ 15 t6 18 show the four kinematic distributiohable[ 10
shows the results for the mean track multiplicity at cengtal (obtained as the average betweér? <
n < 0.2). Figurd 19 shows the mean track multiplicity at centralidéy for all centre-of-mass energies
and phase-space regions presented in this paper, alongneiictions fronpytHia6 AMBT1.

Phase-Space Regigdn +/s= 0.9 TeV \Vs=7TeV

Nch min pr Events| Tracks Events Tracks
20 100 MeV 69,833 1,966,059| 4,029,563| 153,553,344
1 2.5 GeV 19,016| 22,233 | 1,715,637| 2,690,534

Table 9: Number of events and tracks in the two additionakpkspace regions and energies considered
in this appendix.

Phase-Space Region | Energy dnen/dnp atp =0
(TeV) Measured
0.9 6.596+ 0.025 (stat} 0.080 (syst)
7 9.077+ 0.005 (stat} 0.157 (syst)
0.9 | 0.281+ 0.006 (statk 0.0005 (syst)
7 0.362+ 0.001 (statk 0.002 (syst)

Neh > 20, pt > 100 MeV

Nch > 1, pr > 2.5 GeV

Table 10: dngh/dny atn = O for the additional two dierent phase-space regions considered in this paper
for v/s=0.9 TeV and+/s=7 TeV.
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Figure 15: Charged-particle multiplicities as a functidrttee pseudorapidity for events witly, > 20,

pr > 100 MeV (a,b) andey > 1, pt > 2.5 GeV (c,d) andy| < 2.5 at v/s = 0.9 TeV (a,c) andy/s =

7 TeV (b,d). The dots represent the data and the curves théictoms from diferent MC models. The
vertical bars represent the statistical uncertaintieslenthe shaded areas show statistical and systematic
uncertainties added in quadrature. The bottom inserts shewatio of the MC over the data. The values
of the ratio histograms refer to the bin centroids.
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Figure 16: Charged-particle multiplicities as a functidntlee transverse momentum for events with
Neh > 20, pr > 100 MeV (a,b) ande, > 1, pt > 2.5 GeV (c,d) andy| < 2.5 at 4/s = 0.9 TeV (a,c)
and v/s = 7 TeV (b,d). The dots represent the data and the curves tlicpoms from diferent MC
models. The vertical bars represent the statistical uairgigs, while the shaded areas show statistical
and systematic uncertainties added in quadrature. Therhottserts show the ratio of the MC over the
data. The values of the ratio histograms refer to the binroais.
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Figure 17: Charged-particle multiplicity distributionsrfevents withney, > 20, pr > 100 MeV (a,b) and
neh > 1, pr > 25 GeV (c,d) andy| < 25 at /s = 0.9 TeV (a,c) andy/s = 7 TeV (b,d). The dots
represent the data and the curves the predictions fréierdnt MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas skatigtical and systematic uncertainties added in
qguadrature. The bottom inserts show the ratio of the MC dwedata. The values of the ratio histograms
refer to the bin centroids.
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represent the data and the curves the predictions fréierdnt MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas skatigtical and systematic uncertainties added in
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refer to the bin centroids.
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