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Production system

PanDA (Production and Distributed Analysis) is the workload management system of Prodds |

the ATLAS experiment, used to run production and user analysis jobs on the grid. As a

Submitter

late-binding, pilot-based system, to maintain a stable and scalable pilot submission o)

system is critical for PanDA operation.
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Each pilot runs on a worker node
1. send a request
2. receives a job
3. runs the job

The ATLAS Computing Facility (ACF) at BNL, as the ATLAS Tier1 center Iin
the US, operates the pilot submission systems for the US cloud. This is
done using the PanDA “AutoPilot” scheduler components which submits
pilot jobs via Condor-G, a grid job scheduling system developed at the
University of Wisconsin-Madision.
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https://nagios.racf.bnl.gov/nagios/cgi-bin/prod/dashboard.php

