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WHO  

•  Several ATLAS sites are deploying both ARC 
CE and gLite CE (red points), some since years 

•  CSCS-LCG2, T2, Lugano, Switzerland  

•  SE-SNIC-T2, Sweden 

•  SIGNET, T2, Ljubljana, Slovenia 

•  ARNES, Slovenia, NEW 

•  UKI-SCOTGRID-GLASGOW, United Kingdom, 
NEW 

STORAGE 

•  For both ARC or gLite only sites and dual sites 
the storage solutions are similar, typically 
DPM, dCache or StoRM 

Andrej Filipcic, Jozef Stefan Institute, Ljubljana. Szymon Gadomski, DPNC, University 
of Geneva. Sigve Haug, LHEP, University of Bern. 

For The ATLAS Collaboration 

S. Haug for The ATLAS Collaboration, University of Bern, CHEP 2010 

WHY ARC AND gLite ON SAME LRMS 

•  Feed Local Resource Management System 
(LRMS) from two grids in order to maximize 
cluster occupancy 

•  Serve different communities not all using 
the same middleware 

•  Historical and political reasons 

•  Harvest the best from both MW flavors 

HOW 

•  gLite CE and ARC CE serving same LRMS 

•  Common or separate application SW space. 
In a common solution central SW 
installation on ARC CE just creates setup 
scripts using the SW installed via gLite CE 

•  both ARC CE and gLite CE can be Nagios 
monitored 

•  For consistent reporting ARC accounting 
can be inserted into the gLite accounting 

•  ARC CE comes with BDII based information 
system 

•  ATLAS distributed data management, ARC 
and gLite clients can coexist on the same 
user interface 

•  Common pool users can be used 

•  In summary, an ARC CE can be a one node 
add-on to a gLite site with one extra 
configuration file 


