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Abstract—3D detectors with electrodes penetrating through the
silicon wafer and covering the edges were tested in the SPS beam
line X5 at CERN in autumn 2003. Detector parameters including
efficiency, signal-to-noise ratio, and edge sensitivity were measured
using a silicon telescope as a reference system. The measured sensi-
tive width and the known silicon width were equal within less than
10 m.

Index Terms—3D silicon detectors, active edges, forward proton
tagging, large hadron collider, radiation hardness, Roman pots.

I. INTRODUCTION

T HE measurement of elastic and most diffractive pp-scat-
tering processes requires the detection of protons

produced at very small scattering angles, which is traditionally
accomplished by inserting detectors into the beam pipe using
so-called Roman Pots (RPs) where the detectors are separated
from the primary beam vacuum by only a 150 m thick steel
window.

The TOTEM experiment [1] will perform such measurements
at the LHC. Its RPs will be installed at 147 m and 220 m from
IP5. TOTEM’s main physics objective is the measurement of
the total pp cross-section with an absolute error of about 1 mb
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by using the luminosity independent method based on the Op-
tical Theorem, which requires the simultaneous measurement
of the inelastic pp interaction rate and the elastic pp scattering
cross-section down to the squared four-momentum transfer of

GeV corresponding to scattering angles of only a
few rad [1].

In order to detect protons so close to the beam, the detector
edge has to approach the beam axis to a distance of about
1 mm. With a typical LHC beam width of m
at 220 m for the TOTEM optics with m, the outer
surface of the RP window can safely approach the beam to
about 10 mm. The thin window on this surface
adds another 0.15 mm to the minimum possible distance of the
detectors from the beam.

To avoid additional inefficient space, the detectors should be
active to within 50–60 m or less from their physical edges,
which if sawed, may also be chipped and have small cracks. In
general, planar silicon detectors have a wide (0.25–1 mm) insen-
sitive border region around the sensitive area that is occupied by
a sequence of guard rings. This ring structure controls the po-
tential distribution between the detector’s sensitive area and the
cut edge in order to produce a uniform electric field reduction
at the detector periphery. A last, non-floating, inner guard ring
may also be used to intercept the surface leakage current. De-
tectors designed for a heavy radiation environment or generally
for operation at high bias voltages, contain multi-ring structures
with typically about 20 rings.

The close approach of the detectors to the beam also repre-
sents a challenge for the radiation hardness of the detector and
front-end electronics. The detector system has to be robust, and
for satisfactory control of systematic uncertainties its position
has to be aligned and maintained within 50 m.

3D detectors, as proposed by S. Parker in 1995 [2], with “ac-
tive edges” as proposed by C. Kenney [3], [4] in 1997, can fulfill
all the above-mentioned requirements and are possible candi-
dates for a later upgrade of TOTEM’s Roman Pot detectors.

This technology combines micro-machining and standard
VLSI (Very Large Scale Integration) processing and takes full
advantage of high precision deep-etching techniques in silicon.
Since the original publication several prototypes with different
dimensions and electrode configurations have been fabricated
and fully characterized. Besides the TOTEM experiment, other
applications such as the LHC inner pixel layer replacement
and upgrades for the SuperLHC, the Compact Linear Collider
(CLIC) and medical applications might benefit from the fea-
tures of the 3D technology [5]–[9].

0018-9499/$25.00 © 2009 IEEE
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Fig. 1. Sketch of a pure 3D detector where the p+ and n+ electrodes are inside
the silicon bulk. The edges are electrodes (active edges) that surround the sides
of the 3D device making an active volume sensitive to a few �m from the phys-
ical edge.

II. 3D SILICON DETECTOR MAIN FEATURES

Fig. 1 sketches the main features of the novel 3D detector
design. In 3D technology, contrary to the standard planar silicon
configuration, the electrodes are fabricated inside the bulk of
the silicon wafer instead of being implanted on its surface. The
consequences of this approach are manifold:

1. Maximum collection distances can be as short as 50 m or
less for all of the charge generated by the traversing particle
in a thick substrate (normally about 24 000 for a 300 m
thick silicon substrate).

2. The response can be an order of magnitude faster than
in planar structures due to the shorter drift distances and
near-simultaneous arrival times for all charges from tracks
parallel to the electrodes.

3. 3D electrodes have a larger surface area than the corre-
sponding planar electrodes, resulting in a higher average
field for a given peak field.

4. Radiation hardness [5], [10], [11] is increased due to the
short carrier drift distances and higher electric fields which
reduce carrier trapping.

5. Both electrode types are accessible from the front and back
side of the wafer and can be joined by conductors in a
number of different ways for pixel and micro-strip readouts
with either polarity.

6. The sensor edges can also be made into electrodes.
These “active edges” are made by etching a trench around the

detector’s physical edge and then diffusing in dopant to make
an electrode. The electric field lines, which are parallel to the
wafer’s surface, can then be properly terminated at this “edge”
electrode. Additional details including the growth of an oxide
cap, filling of the trench for later lithography steps and the dicing
etch have been presented in [7].

A similar processing technique was used to fabricate
“planar/3D” devices with planar central electrodes and 3D-ac-
tive edges [7]. In this configuration, the free edges of a planar
detector are again deep etched and n+ dopant diffused in.

All these processes require the use of a support wafer that
provides mechanical strength and supports the devices during
and after the active edge etch. The removal of this support takes
place after a dicing etch which penetrates the device wafer and
completely surrounds each device perimeter. Fig. 2 shows a
schematic diagram of part of two active edge sensors prior to
that removal.

Fig. 2. Schematic view (not to scale) of part of two adjacent active edge detec-
tors after (1) the electrode hole and trench etching (2) the doped polycrystalline
electrode deposition, (3) the dicing etch, but still bonded, with an oxide layer, to
their support wafer. The visible parts of the doped polycrystalline silicon elec-
trodes are shaded. For simplicity, metal conductors are not shown. The cut face
(dashed lines) shows a view of the interior.

Fig. 3. Photograph of a 3D detector with a microstrip readout configuration.
The circular electrode tops are clearly visible. Aluminum strips tie the p+ and
n+ electrodes together. The p+ (signal) strips end at the bonding pads (left edge
of figure). The n+ (bias) strips end at the border metal strip (right edge) which
continues along the top and bottom and goes to the end pads.

Some advantages of active edges are:
1. The edge leakage current, usually present after the device

has been saw-cut, is suppressed.
2. The dead area which would be otherwise needed for guard

rings, chips and cracks resulting from sawing, and to con-
trol the bulge of the electric field in planar detectors is re-
duced to no more than a few microns.

3. There is no need for outer rings of 3D guard electrodes (an
approximate 3D analog of planar guard rings such as those
shown in Fig. 13 of [3]).

The irradiation and characterization of several samples have
been performed at room temperature. A full depletion bias
voltage of 105 V has been measured for a device irradiated with

MeV protons/cm , corresponding to n/cm
(following the Non Ionizing Energy Loss scaling [12]–[14]),
while the charge collection efficiency has been measured to
be more than 90% after protons/cm . Simulations
predict that 3D detectors should work beyond n/cm ,
in particular if oxygen enriched substrates and electron signal
readout are employed [11], [14], [15].

Fig. 3 shows a detector with micro-strip connections, with
electrodes of the same type connected by aluminum strips. The
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Fig. 4. Layout diagram showing from the top, (1) a p� guard connector (G) and
n� bias line and electrodes (n1–n3); (2) a signal electrode pad (Pad), p� guard
electrode (p1) and signal electrodes (p2, p3) and connectors; (3) a repeat of the
above. A portion of the active edge, which completely surrounds the sensor, can
be seen at the far left. The dashed cut line c and the infrared illumination region
centered on the point IR are only relevant for the tests discussed in Section 10.1.

readout pads are visible along the left edge of the picture. The
pad region was not designed for track detection, but has some
sensitivity which is discussed in Chapter VI. The active edge
continues along all 4 sides of the sensor. Fig. 4 shows a layout
diagram of a section of the sensor, showing several pads, elec-
trodes, and connecting signal and bias strips in more detail.

These devices were used for the tests presented in this paper.
All had ‘active edges’.

Note that proposed uses of active edge sensors in the far-
forward regions at the LHC anticipate the use of pixel sensors
bump-bonded to VLSI pixel readout chips. Unlike sensors, the
active region of readout chips is very thin and modern diamond
saws, which can have positioning accuracies of 1 micron or less,
can routinely make cuts within 10–15 microns of the active part
of a circuit, with no cracks or chips penetrating into the circuit.

III. SPS TEST BEAM MEASUREMENT SETUP

The aim of the 120 GeV muon test beam experiment in the
CERN-SPS beam line X5 was to test the operation and edge re-
sponse of 3D detectors in a high-energy particle beam. The 3D
detector resolution and system efficiency were measured with
reference to a beam telescope [16] consisting of six silicon mi-
crostrip detectors with a strip pitch of 50 m and an area of
5 5 cm . A typical hit cluster occupied between 1 and 3 strips.
This configuration results in an average resolution of about 8 m
per plane if the charge sharing for multi-strip clusters is taken
advantage of. Four of the planes of the telescope had their strips
in the same orientation (horizontal) as the 3D detectors’ strips.
Hence the vertical track intercept (y) at the 3D detector was pre-
dicted with a precision of about 4 m. The second (horizontal)
coordinate of the tracks was measured by the remaining two
telescope planes whose strips were orientated vertically. The
horizontal (x) precision at the 3D detector was around 15 m.

Four 3D detectors, such as the one shown in Fig. 3, were
placed at the center of the silicon telescope. A diagram of the
apparatus in the SPS muon beam-line is shown in Fig. 5. De-
tector number 1 had a broken edge strip, but was otherwise func-
tional; detector number 2, when installed on the beam line, be-
came noisy, and detector 4 had a bad connection to the readout.
Thus, the following results come from detectors 1 and 3.

Fig. 5. Schematic drawing of the X5 test beam layout in August/September
2003. The boxes 1–4 constitute the silicon reference telescope “ODYSSEUS”
[16] with four detectors measuring the y projection and two detectors measuring
x. The 3D detectors were in the same orientation as the telescope planes in the
y projection.

Fig. 6. Definition of a single non-edge cell in the detector consisting of a p-elec-
trode in the center and one quarter of the n-electrodes in each corner. The sta-
tistics were further improved with the mapping onto one cell quadrant (grey
rectangle). The p-p and n-n connecting aluminum strips are horizontal in this
figure.

The 3D sensors under study were fabricated at the Stanford
Nanofabrication Facility (SNF), USA [17] using n-type high
resistivity silicon substrates with four n-type active edges sur-
rounding the device. They were fully depleted at 25 V, and were
operated at 40 V. They had 16 rows parallel to the x-axis each
having 38 p signal electrodes spaced by 100 m. Rows of n
electrodes were between the p rows, separated in from them
by 100 m. Each n electrode was midway in between the
p electrodes. A typical cell layout is shown in Fig. 6.

Neglecting the end under the bonding pads, each sensor had
a total width in y of 3.195 mm, a length of 3.948 mm, and a
thickness of 180 m.

Each row of p-electrodes of the detector was wire-bonded to
one input channel of an ATLAS SCTA128VG analogue readout
chip [18], [19], originally developed for the SCT silicon tracker
for the ATLAS experiment. The hybrid board with both the de-
tector and the front-end chip mounted is shown in Fig. 7. The
larger chip on the left is the readout chip wire-bonded to the 3D
detector shown on the right.

The analogue SCTA circuit has 128 channels (only 16
were wire-bonded to the detector). Each channel consists of
a front-end amplifier and a 128 cell analogue pipeline. The
amplifier has an rms noise of 720 electrons and a peaking time
of 20 ns. The instantaneous pulse height from each amplifier is
stored in successive cells of the analogue pipeline every 25 ns
(the beam-crossing interval of the LHC). Particles traverse the
detector randomly with respect to the 40 MHz clock provided
by a sequencer (SEQSI). The trigger signal, defined by a coin-
cidence of two 5 cm 5 cm and one 1 cm 1 cm scintillator,
is used to start a time-to-digital converter (TDC). A signal
synchronized with the clock stops the TDC and selects a cell of
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Fig. 7. The hybrid board carrying the 3D detector (right) wire-bonded to the
SCTA readout chip (left). Here the readout chip is far larger than the sensor.
However, in their proposed uses as far-forward or as inner-layer pixel detectors,
3D active edge sensors would be bump-bonded to readout chips with a matching
boundary on the 3 sides that do not have wire-bond pads and which can be
routinely cut with precision diamond saws to within 10–15 �m of the active
circuitry.

the analogue pipeline for all channels. The cell contents from
all channels are then read out and multiplexed into a SIROCO
Flash-ADC.

The TDC time window within which a trigger pulse has to
arrive in order to coincide with the peak of the corresponding
3D detector pulse needed careful adjustment, which made the
system susceptible to timing problems. Fig. 8 shows the typical
dependence of the signal-to-noise ratio (and hence of the sam-
pled pulse height) on the TDC timing. Only events occurring
between the two TDC cuts drawn were in time and could be ac-
cepted for the analysis.

IV. SIGNAL-TO-NOISE RATIO

In order to avoid radio frequency pick-up and light-induced
noise, a light-tight metal box was constructed to cover the
3D planes and to ensure a proper ground definition. Since no
cooling was available during the test, the temperature rose
considerably above 20 C in the course of long data taking.
While a laboratory test with articles from a Sr source
had yielded a most probable signal-to-noise ratio of 14:1, the
signal-to-noise-ratio distribution shown in Fig. 9 obtained from
the muon test beam has a most probable value of about 11:1.
This can be explained partly by an increase in leakage current,
and therefore noise, from increasing temperature, partly by the
30 m long data transmission cables that were not optimized for
fast signals, and partly by the retention of electrons on the ad-
jacent bias electrodes, covered in Chapter VIII. The theoretical
number of electrons generated by a minimum ionizing particle
in 180 m thick silicon is expected to be 14400. The nom-
inal noise of the system including the detector’s capacitance
and bonding wires was estimated to be 990 electrons. This
corresponds to a signal-to-noise ratio of 14.6:1. For a detector
thickness of 300 m and similar noise figures the expected S/N
would be 23:1.

Fig. 8. Signal-to-noise (3 � -truncated means) of a 3D prototype detector as a
function of the trigger time with respect to the internal clock of the 3D readout
electronics (with a constant offset). The cuts excluding out-of-time events are
displayed as vertical lines. One TDC bin equals 1 ns.

Fig. 9. Signal-to-noise (S/N) distribution obtained for a 3D detector using the
events within the time window shown in Fig. 8. A cut ��� � � was applied.
The spike around ��� � � is the tail of the noise distribution.

V. TRACKING

The silicon telescope gave the path of each particle track. It
therefore predicted the position of a particle passing through
each of the 3D detector planes under test. Since the dimension
of the reference silicon planes was larger than the 3D planes, it
was possible to precisely measure the sensitive area of each 3D
detector together with its efficiency. Data for detector 3 will be
shown in Figs. 9–14. Data for detector 1 are similar.

The hit search in the 3D detector proceeded as follows:
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Fig. 10. Correlation between the hit positions y(3D) measured by the 3D de-
tector and the predicted track position � of the silicon telescope.

Fig. 11. Residuals � � � . The box distribution resolves well the
strip pitch of the 3D detector of 200 �m. The measured rms of 58 �m is close
to the expected 200 �m/

�
�� � �� �m.

1. For the selected events, calculate mean, common mode
fluctuations (which were small) and rms noise values for
the ADC distributions.

2. Repeat step 1 for ADC values within sigma of the mean
(which is dominated by noise) to get a pedestal mean and
rms.

3. For each event, subtract from the ADC value this pedestal
mean and common mode value and divide by the pedestal
rms.

4. Each strip signal with a S/N greater than or equal to 5 was
considered a hit located at the strip center. Due to negative

Fig. 12. Two-dimensional hit map of the fully operational 3D detector 3. A
point is plotted at the position ��� �� predicted by the telescope as a valid track
if also a hit was recorded by the 3D detector. For the inefficient band near the
left edge see the text. The upper and lower y edges were used for active edge
measurements.

Fig. 13. Projection onto the y axis, of the central part of the data of Fig. 12 for
�� mm � � � ���� mm (away from the bonding pads and edges), giving the
sensor efficiency as a function of �. It was fitted with (1) to give a measure of
the sensitive area of the detector.

feed-through to neighboring strips (see Chapter VIII), con-
ventional algorithms exploiting charge sharing for resolu-
tion improvement could not be applied. The resulting S/N
distribution, averaged over the entire detector, for
(to show some of the noise), is given in Fig. 9.

The telescope tracks along the more accurate y-direction
showed good correlation with the hit positions reconstructed
from the 3D detector under test. The correlation plot is shown
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Fig. 14. Projection of the data of Fig. 12 onto the x axis, giving the sensor
efficiency as a function of �.

in Fig. 10. The larger bands visible in the plot are due to the
different strip pitch between 3D (200 m) and the reference
telescope (50 m).

This is further seen in the track residual distribution data from
the silicon telescope and the detector, , plotted
in Fig. 11, that shows a box-like structure with a width well in
agreement with the 3D detectors’ strip pitch of 200 m. The
small quadratic difference between the distribution’s rms and
the expected value of 200 m/ comes from the small but
non-zero resolution of the telescope.

VI. EFFICIENCY MEASUREMENTS

Using the telescope predictions for both track projections, the
two-dimensional hit maps of the 3D detectors were recorded.
For each track predicted to traverse a 3D detector, the intersec-
tion strip was determined. If this strip or one of its direct neigh-
bors had recorded a hit, the 3D detector was said to be efficient
in the predicted intersection point. Hits, plotted in Fig. 12, also
represent the local efficiency as the track density is nearly uni-
form. The hit scatter plot shown in Fig. 12 renders well the de-
tector shape. The low hit intensity region beyond the fiducial
region at around mm (also visible in Fig. 14) was
caused by p-type guard electrodes (p1, p1’ electrodes in Fig. 4)
that were not connected to the output. The volume under the
bonding pads around mm again was sensitive due
to a conducting electron sheet attracted by the combination of
the pad charge and the normal fixed positive oxide charge at the
silicon-oxide interface. The sheet conducted leakage and signal
charges from the silicon substrate away to the electrode p2 (see
Fig. 4), providing, in effect, a substrate electrode that kept the
volume below depleted with a collecting electric field.

TABLE I
RESULTS OF THE EFFICIENCY FIT SHOWN IN FIG. 13

A. Active Edge Measurement

The two-dimensional hit map in Fig. 12 provided a good
source for measuring the dimensions of the active region for
a 3D detector. This was compared with the dimension given
by photolithography to identify the width of the dead region
of a 3D active edge detector. Fig. 13 shows the region mm

mm (i.e., away from the bonding pads) projected
onto the y axis, after normalization with the predicted track in-
tersection map, which produces a one-dimensional efficiency
curve for easier quantification and visualization. Analogously,
Fig. 14 shows a projection onto the x axis.

Fig. 13 was fitted with the function

(1)

Equation (1) describes a box distribution with Gaussian
smearing (with widths and at the lower and upper edge
respectively) and a background . The fitted parameters are
given in Table I. The plateau gives the detector’s efficiency and
the fitted width the detector’s active area in the y-direction. The
results in Table I show that the detector’s width known from
the photolithography process is reproduced by the efficiency
curve within two statistical standard deviations, confirming the
minimal dead-edge of 3D detector technology. This property
is further underlined by the steep efficiency rise from 10 % to
90 % in an average distance of 18 m.

B. Plateau Efficiency

From the fit shown in Section VI.A, the efficiency was mea-
sured for both detectors under test. The measured plateau effi-
ciency of 81 % of the fully operational detector in plane 3 how-
ever is surprisingly low. The second 3D detector system used in
this study (plane 1) had a very similar efficiency of 79 %. Given
the signal-to-noise distribution shown in Fig. 9, one would ex-
pect a much higher efficiency. That efficiency can be estimated
by integration of the measured Landau distribution including
counts that were covered by noise. This was done by extrapo-
lating the start of the measured Landau distribution from
back to 0. This gives the expected total number of true counts
in the 3D detectors. The counts registered by the detectors are
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TABLE II
MEASURED AND CALCULATED HIT AND MISS PROBABILITIES

all the hits that have a signal-to-noise ratio above 5. The ratio
between the two gives the expected efficiency

(2)

The result, 96%, is 16% higher than the measured efficiency.
Recombination, and hence inefficiency, in the polycrystalline
silicon of the electrode volume cannot explain the 80 %. The
3D detectors employed for this test consist of rectangular cells,
each 100 m 200 m. Each cell has two electrodes with a
radius of 9 m. Hence a fraction of 2.5 % of the entire cell area
is occupied by electrodes. Assuming, for a lower limit, that the
electrodes are totally insensitive (which is not the case as can
be seen in the following section) and the particles are passing
through the detector perpendicularly to its surface, a detector
efficiency of about 98 % is expected.

One possible reason for the discrepancy in the measurement
could be the timing difference between the data taken by the
telescope and the 3D detectors. The efficiencies of the 3D detec-
tors were measured relative to the entire system, so any system-
atic counting error in the readout electronics would be included.
The problematic timing with respect to the rest of the setup (in
particular the telescope) was already mentioned in Chapter III.
The true reasons are difficult to identify, but investigating the
correlations between the two 3D detectors allows us to identify
systematic effects in the data chain if any. If there is no system-
atic effect, the two detectors should be independent, i.e., there
should be no correlation between them. This implies that their
combined hit or miss probabilities should factorize:

(3a)

(3b)

(3c)

(3d)

These cases were evaluated for particle tracks that–according
to the silicon telescope–went through both detectors under
study. Owing to a transverse misalignment, the geometrical
overlap between the two detectors was rather small. The number
of tracks that were available for this investigation was only 752
out of almost 5000 tracks recorded in total. Table II compares
the measured probabilities for the four combinations of hits and
misses with the calculated values assuming independence.

These results show a strong correlation between the measured
failures in 1 and 3. In particular, simultaneous measured failures
in 1 and 3 (row a) are far larger than predicted, while individual
failures (rows b and c) are far less likely. This discrepancy is sig-
nificant enough to show that the two detectors were not indepen-
dent and that an extra systematic effect took place during data
taking. The correlated efficiencies can be modeled by including
a single common readout efficiency factor . Each type of com-
bined probability, under this assumption can be written as the
product of the individual probabilities as in (3) above times . In
addition, the probability of detecting nothing (the top line in (4))
has a contribution of when (1) and (3) can be anything.
The sum of the four probabilities is then .
The four combined hit probabilities can then be written as

(4)

Solving this equation system yields the bare efficiencies as

% % % (5)

which are close to expectation. In addition, these numbers agree
well with the estimates from the signal-to-noise distributions.

VII. EFFICIENCY AND SIGNAL WITHIN DETECTOR CELLS

A. Cell Mapping

A cell of the 3D detector away from the physical edges is de-
fined in Fig. 6, with a p-electrode at the center and n-electrodes
at each corner of the cell. The electrodes are expected to have
lower detection efficiency. They are made of polycrystalline
silicon with grain boundaries that allow many dangling bonds,
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Fig. 15. The efficiency within a 3D detector cell is mapped according to the
position of tracks predicted by the silicon telescope. It is plotted with an 11 by
21 grid, 86.6 �m per square. The lower efficiency at the p-electrode in the
center and under the aluminum line connecting n-electrodes is clear.

not all of which will be passivated with hydrogen from the
silane used in the deposition. They are also highly doped, and
would—if depleted—have high electric fields and injected cur-
rents, and so are not depleted under normal biasing conditions.

The efficiency with respect to position was measured using
the predicted location of the particle tracks from the telescope by
taking the number of hits recorded by 3D detectors and dividing
by the predicted number. Tracks predicted to pass through the
detector that counted gave an image of the detector shown in
Fig. 12. This two-dimensional plot was not sufficient to show
inefficient electrode regions due to low statistics. To increase
the statistics, a three times larger data set was chosen (unfortu-
nately with a slightly lower overall S/N ratio due to lower bias
voltages). Furthermore, the data from detectors 1 and 3 were
merged, and cells away from the edge of the detector were su-
perimposed, giving a total of 44 880 events. Each 100 m by
200 m cell was subdivided into 11 21 rectangles, each about
9.09 m 9.52 m, with the center one centered on a p signal
electrode. This segmentation was chosen to be as fine as pos-
sible, but was limited by the spatial resolution of the telescope
and by the need to have adequate statistics in the individual
segments. The rms shift in track location across the 180 m
thick sensor due to the beam angular spread (0.7 mrad in x and
0.5 mrad in y) is 0.13 m in x and 0.09 m in y. This is negli-
gible compared to the rectangle size of this study and also com-
pared to the diameter of the electrodes.

No correction was made for the low system efficiency (84%)
derived in Section VI.B, since we were just studying the relative
efficiencies of the electrodes and the surrounding single crystal
silicon. Fig. 15 shows the average efficiency over a cell.

Since the results for the four cell quarters were similar, a
further mapping superimposed these results onto the upper
right quadrant (shaded rectangle in Fig. 6), yielding Fig. 16.
The upper right and lower left corner squares, which have n-
and p-electrodes centered on their outside corners, are further

Fig. 16. Efficiency (%) projected on the upper right cell quadrants with p and
n-electrodes in the lower left and upper right corners respectively. The segmen-
tation is 10� 10 �m per square, except for the electrode corners which are
subdivided in 5� 5 �m squares. The statistical error of the efficiency is 4 %
for the small corner squares and 2 % for the others.

Fig. 17. The mean S/N ratio with a threshold of 5, mapped on the upper right
quadrant of a cell. The statistical error is 0.4 for the small corner squares and
0.2 for the others.

subdivided into four squares of 5 5 m area. The p-elec-
trode square and, to a lesser extent, the charge-sharing region
between adjacent p-electrode channels have a lower efficiency
compared to the average. The n-electrode square in the upper
right corner of Fig. 16 does not differ significantly from the
rest of the charge-sharing region under the n-n connecting
aluminum strips.

A similar mapping study has been made for the signal-to-
noise ratio. The S/N distribution is shown over a quarter cell
in Fig. 17. As expected from the efficiency study, the regions
under the n-n connecting strips also exhibit a lower S/N value
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Fig. 18. Efficiency along 5 �m wide horizontal (top) and vertical (bottom)
bands through the p-electrodes of the superimposed detector cells.

than the remainder of the cell. The reduction at the p-electrode
is also visible but less pronounced.

Both of these efficiency and pulse height reductions were ex-
pected. In the case of the electrodes, the electric fields are low
and the charge carrier lifetimes short. The following sections
focus on the different regions of reduced S/N and efficiency. To
further understand the test-beam results, they are compared with
X-ray measurements and simulations.

B. Electrode Efficiency

From the distribution of the full 100 m by 200 m cell in
Fig. 15, the counts in 5 m wide horizontal and vertical bands
centered on the p-electrode are plotted with their corresponding
statistical errors in Fig. 18. The measured efficiency for the
p-electrodes is % averaged over a 5 m 5 m square
centered on the electrodes, about 50 % of the plateau efficiency

% away from the p-electrodes and from the n-n con-
necting strips.

Similar 3D active edge detectors were also tested using
X-rays at the Lawrence Berkeley Laboratory Advanced Light
Source and with the GSECARS bending magnet beamline at
the Advanced Photon Source at the Argonne National Labora-
tory [6]. The Advanced Light Source beam’s full width at half
maximum was 2.7 m. Studies there show that within a radius
of 3 m from the p- and n-electrode centers the charge signals
have a mean amplitude of 43 % and 62 % respectively, relative
to the signal height in the bulk away from the electrodes. The
FWHM of the regions with reduced signal amounts to 15 m
and 10 m respectively.

The electrode studies with the muon beam thus show quali-
tative agreement with results from the Lawrence Berkeley Lab-
oratory using X-rays. However there are significant differences
in the methods of data collection, so quantitative comparisons
cannot be made. In addition, there was a timing requirement
and a separate pulse height threshold before a muon beam event
was accepted for analysis. Both results show that the electrodes

Fig. 19. S/N distributions in the bulk and in the charge-sharing region under
the n-n connecting strips. The reference point �� � �� is defined as the center
of the p-electrode in a cell map.

have some sensitivity, with n-electrodes more efficient than the
p-electrodes. The physical differences responsible for this are
yet to be identified, but there are several possibilities:

1. To develop a signal from radiation in a p (n) electrode,
electrons (holes) must escape. They have different diffu-
sion rates and lifetimes in polycrystalline silicon.

2. The dopant gases available at SNF produce an oxide layer
on the etched hole surface which remains after the hole is
filled and may produce oxide inclusions [20]. They will
differ in radii and effectiveness as barriers.

3. The n-electrodes are made before the p-electrodes, and so
are at high temperature for a longer time. During this time
their grain size will increase, and this produces an increase
in lifetime, increasing the charge collection efficiency [21],
[22].

A full description of this efficiency data will also have to explain
the lack of low pulse height tails, for example in the Gaussian
spectral line shape of the 14 keV Neptunium L X-ray line shown
in Fig. 7 of [9]. Any volume of partial, rather than total or zero,
charge collection must be a small fraction of the total sensor
volume.

Fabrication runs with variations affecting points 2 and 3, mea-
surements with X-ray micro beams, and more detailed charge
generation and collection simulations are planned to address
these questions.

VIII. SIGNALS IN THE CHARGE-SHARING REGION AND IN

NEIGHBORING CHANNELS

A. Observations

The signal reduction in the charge-sharing region, discovered
in the cell maps in Figs. 15, 16, and 17, is further illustrated by
the full S/N distributions in Fig. 19.

To understand this observation, the data were examined in
several different ways. Fig. 20, showing the equipotentials, and
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Fig. 20. Equipotentials at 3V intervals, for the 3D structure. The unit cell is in-
dicated by the rectangle. p-electrodes are at � � ����� � and 200 �m. n-elec-
trodes are at � � ���� and 100 �m. Charge sharing between strips occurs for
particles traversing the detector near the line indicated by A due to the vanishing
electric field component� . Charge spreading across the vertical boundaries re-
mains in the same channel (see Fig. 6). The reverse bias is 50 V.

Fig. 21. Simplified circuit diagram of a 3D detector with front-end electronics.
A track passes above the p-electrode array labeled as “hit” and induces a hit
there. In this case, the upper neighboring p-electrode array is the near neighbor.
For track positions below the hit electrode, “near” and “far” would be swapped.
� –not part of the intended detector design–is the resistance of the charge
sheets connecting the n-electrodes of an array, as explained later in the text.
There were 38 electrodes for each horizontal line.

Fig. 21, a schematic diagram of the sensor and front-end elec-
tronics, are useful for this purpose.

The track in Fig. 21 (“MIP”) traverses the upper half of the
detector cell outlined in Fig. 20. Fig. 22 shows the pulse height
distributions from the hit and two neighboring electrode chan-
nels for a track in this region. Here the “near” neighbor channel
is the row of p-electrodes at the top of Fig. 21, the hit is in the
middle, and the “far” is along the bottom.

Fig. 22. Pulse height distributions from the test beam data on (solid circles)
the hit electrode (that collects the ionization charge), and (squares) the near and
(triangles) far neighbors for hit electrode signals � �� mV at the preamplifier
output.

The hit electrode channel has a noise peak centered on
zero due to the same false or mis-timed triggers discussed in
Section 6.2 and a peak with Landau broadening near 60 mV.
The far electrode has a peak, consisting clearly mostly of noise,
but sitting slightly on the negative side ( % of the Landau
peak). The near neighbor has a much more negative peak with
an amplitude centered at 35 % of that of the hit channel, and
is also wider. This unexpected observation of negative pulses
is possible because the SCTA chip is able to record signals of
both polarities.

The relation between the pulse height H in the hit channel
and in the near neighbor is shown in the scatter plots of Fig. 23,
distinguishing two cases based on the track position predic-
tion from the beam telescope: (a) hits in the central region
( m) of a detector cell, and (b) in the cell edge region
(90 m m). The noise peak centered at (0, 0)
from incorrect hits is clear, as is the Landau distribution of the
hits H which is further widened by noise. However, even in the
region far from the cell edge, where no charge sharing can take
place, this distribution does not lie along the plot’s abscissa as
it would be expected, but rather at an angle whose tangent is
about . Thus the near neighbor has a negative pulse with
a magnitude of about 31% of the hit channel.

In the border region (Fig. 23(b)), besides
1. a similar noise peak and
2. a Landau distribution of somewhat smaller amplitude

along a similar down-sloping line, there are
3. points directly above the Landau distribution for hit sig-

nals, and
4. points with positive amplitudes above noise levels for

neighbor signals with near-zero and negative hit-values.
Group 3 points, a small fraction of the total, are from charge-

sharing events.
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Fig. 23. Scatter plot of neighbor pulse height vs. hit channel pulse height for
��� � �� �m (a) and channel edge region �� � ��� � ��� �m (b). The
numerical labels in (b) are explained in the text.

Group 4 points are due to hits in the neighboring channel
which were incorrectly predicted to be in the central channel.
Given the known resolution of the beam telescope, this is quite
reasonable. A negative signal can be seen on the
channel which was predicted to have the hit, but which in re-
ality was the neighbor and hence did not have it.

Fig. 24 shows the interplay between the negative pulse phe-
nomenon and charge sharing near the cell borders: the mean
values of the pulses on the near and far neighbors are drawn
as a function of the predicted y value of the track intersection.
The behaviors in the upper and lower halves of the cell are sym-
metrical. The negative pulses are most prominent in the near
neighbor when the track passed far from the cell border, whereas
in the charge-sharing region near mm the negative
pulse is partly compensated by positive charge arriving at the
neighbor.

Fig. 24. Mean signal in the lower and upper neighbor as a function of cal-
culated track position relative to the hit p-electrode. For � � ��� ��, the
lower (upper) neighbor is the near neighbor and exhibits the largest negative
feed-through signal. The vertical error bars are given by rms noise divided by
the square root of the number of hits for each point.

B. Cause of the Negative Signals in the Neighbors

The experimental observations can be explained by negative
charge remaining on the n (bias) electrodes, inducing a negative
signal on the neighbor and reducing the positive signal on the hit
electrode. This charge would normally be collected rapidly by
the lines to the power supply. To find the source of this delay, one
of the sensors was examined in the laboratory. The aluminum
bus lines were cut before the last electrode (between n1’ and
n2’ in Fig. 4) on three of the bias lines to isolate them. The re-
sistance was then measured between the aluminum line close
to the electrode n1’ (between n1’ and c in Fig. 4) and the alu-
minum directly on the electrode n1’. It was found to be greater
than . This problem was caused by gaps between the metal
bus line and the metal on the n-electrode tops. These electrode
tops and also the metal on them had a lower surface level due
to the etching step that removed the polycrystalline silicon de-
posited on the oxide during the hole-filling step. The aluminum
used in this early fabrication was not thick enough to span this
level shift.

This means that the return current was being carried on the
relatively high-resistance charge sheets attracted to the silicon/
oxide interface and narrowed along a route under the metal lines
by the repulsive forces of the 3D anodes. The behavior of such
a charge sheet was described in Figs. 9 of [2] and 18 and 19 of
[3] and adjacent text.

The devices used here had no boron field implant (p-spray).
The charge sheets consisted of mobile electrons, rather than
trapped electrons around boron atoms. With such an implant,
boron atoms (having one fewer valence electron than silicon)
would have replaced silicon atoms at some of the lattice points,
leaving a vacancy in one of the four bonds. Conduction electrons
attracted to the always present positive fixed oxide charge near
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the oxide-silicon interface would fall into these vacancies and
be relatively tightly bound in the valence band. In planar tech-
nology, this procedure is used to prevent mobile charge sheets
from shorting n-type electrodes.

Under bias there are large lateral forces repelling the (now
mobile) charge from the p signal electrodes and attracting it to
the n bias electrodes. At the 40 V operating bias, this charge
sheet still joined the n-electrodes, but was well removed from
the p-electrodes. The existence of gaps in the metal bias system
tended to keep the charge sheet continuous. Any break in the
sheet would have caused the now-isolated portion of the sheet
to accumulate electrons from leakage and signal currents, and
to grow in size, restoring continuity.

A charge sheet resistance calculation is given in the
Appendix.

IX. CONCLUSION

For the first time silicon 3D detectors with “active edges”
have been tested in a high energy particle beam. These tests
demonstrate that this novel type of device can detect high-en-
ergy charged particles with an efficiency of 98 % to within 5 m
of its physical edge. The measured sensitive width is equal to the
known physical width within less than 10 m. These results, to-
gether with their radiation tolerance and signal speed character-
istics, make 3D detectors strong candidates for forward proton
tagging detectors at the LHC. Moreover, studies of the track re-
sponse of the detectors show non-zero sensitivity in the 3D elec-
trodes % and 67% of the plateau response for the p- and
n-electrodes respectively, in qualitative agreement with previous
results obtained with high resolution X-ray beams. Breaks in the
bias electrode busses caused a reduction in signal height in the
strips hit, along with negative signals in the neighboring strips,
but did not change any of these conclusions. SPICE simulations
of the equivalent device circuit confirmed the experimental ob-
servations. Additional details can be found in [23].

Note that deliberately slow charge collection from bias
electrodes combined with a comparison of the two neighboring
pulse heights (Fig. 24) could be used to improve the spatial pre-
cision because one can infer which side of the central electrode
the particle has traversed [24].

APPENDIX

APPROXIMATE CALCULATION–CHARGE SHEET RESISTANCE

AND DISCHARGE TIME-CONSTANT
A. Charge Density

Charge is attracted by the fixed oxide charges normally
present in silicon-silicon oxide interfaces. In single-crystal
silicon and in the absence of field implants, this charge is
mobile and affects both the sheet resistance and inter-electrode
capacitances. To estimate these effects we must first determine
the fixed oxide charge density.

The density per unit area of the fixed, positive charge at the
interface has been measured to be

(6)

where is the electron charge. This measurement was done by
shining a pulsed infrared light beam on a region extending to the
signal electrode wire-bond pad and centered about the “IR” in

Fig. 4 (but actually located between the bottom two electrodes
in Fig. 3—the edge signal wire-bond pad and below it, the bias
electrode pad).

When the net surface charge density on the pad metal is nega-
tive and equal in magnitude to the fixed positive charge density
in the oxide underneath, there is no net attractive or repulsive
force for charges in the substrate. When the density becomes
more positive (i.e., upon application of a positive bias voltage),
electrons are attracted and form a conducting sheet under the
metal that could contact n-type electrodes if there were a metal
trace from the pad to n-electrodes. When on the other hand the
charge density on the pad metal is made more negative (which
was done for this test by applying a negative voltage), holes are
attracted and can form a sheet that contacts p-type electrodes.
The conductivity transition due to the hole sheet creation hap-
pens at the metal-to-substrate voltage difference of

(7)

where is the oxide thickness of 0.7 m and
As/Vm is the (absolute) dielectric constant of the

silicon dioxide. The transition voltage was measured to be
V. For V, i.e., without the nearby conducting

channel to the electrode p2’, the infra-red generated holes and
electrons largely recombine, and no current signal is seen in the
p-electrodes. For V the hole sheet extends the electric
field and the depleted silicon from the region around p2’ to the
region adjacent to the wire-bond pad. This region is illuminated
by the infrared light, and sends the hole current to p2’ which is
drained to the biased pad via the aluminum line.

B. Charge Sheet Resistance

The electron density in the charge sheet tends to the
same density as the fixed oxide interface charge . A charge
sheet of length and width containing that density of elec-
trons has a resistance

(8)

where is the electric field, and is the mobility. Since the
sheet is pulled up to the charged oxide, inducing scattering of
charges moving along the interface, charges in it have a reduced
mobility that depends on the perpendicular component of the
electric field. The largest values of mobility (giving the lower
limit for ) in field effect transistors are about 800 cm /Vs,
about half of the bulk mobility. Given the horizontal forces
which narrow the sheet between the n-electrodes, the dimen-
sions of the charge sheet in one 3D detector cell (Fig. 6) fulfill
the relationship m/200 . There are two
charge sheets per cell, one per detector surface, each with a re-
sistance of

(9)

leading to a total cell resistance k .
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C. Electrode Capacitance

The capacitance of a single, isolated 121 m long
electrode in a 100 m 200 m pixel has been measured to
be in a range between 0.04 pF [25] and 0.19 pF [10]. For the
following discussion, only the order of magnitude is important,
and a typical value of 0.1 pF will be used. Here, with 180 m
long n-electrodes, connected with other n-electrodes in the same
column by the charge sheets,

(10)

where the factor of 2/3 comes from the fact that 2 of the 6 neigh-
bors are n-electrodes tied to the one receiving the electrons.

The individual cell resistances and capacitances
were combined with the preamplifier characteristics of

and ns (the subsequent shaping stages leading
to a final shaping time of 20 ns were not modeled) to give the
circuit response using a SPICE calculation based on the diagram
in Fig. 20. The qualitative result, however, can be seen directly.

D. Charge Motion and Induced Signals

Holes travel to the closest p-electrode, inducing a current in
it equal to the dot product of the velocity and the weighting
field [26]–[28] and once collected, rapidly enter the connected
amplifier shown at the left in Fig. 21. Electrons travel even
more rapidly to the n-electrode, also making a current pulse
in the p-electrode. This pulse is usually smaller even though
the electrons are faster because of the smaller weighting field
at the electron location reflecting the smaller solid angle of the
p-electrode there. After arriving at the n-electrode, the electrons
slowly spread in both directions along the charge sheet under the
n-strip. During all this time, the negative charge stays at the same
average distance from the neighboring strips of p-electrodes and
hence induces a long flat negative signal there. Then finally the
charge reaches the active edge connection (right sides of Figs. 3
and 21) and starts to drain off.

The total resistance of the charge sheet under a strip with 38
n-electrodes is of the order of 38 7.5 k M and the
total capacitance about 38 0.1 pF pF, leading to an RC
time constant for discharging the entire n-line of the order of a

s, far longer than the preamplifier time constant of 9.6 ns. Thus
the exact shape and exact impedance of the charge sheet which
sets that time also is not critical.

E. SPICE Simulation and Induced Signals

This was verified in the SPICE simulation. A current source,
shown in the figure as “MIP” simulates the effects of the induc-
tion signals from the several-ns duration motion of the electrons
and holes to the n- and p-electrodes. The simulation results show
the following:

1. As expected, for current-source signals injected at a posi-
tion of 5 or more cells from the collection end, the total
charge on the n-line spreads slowly along its length, re-
maining in nearly full strength for hundreds of ns, up to
about 1 s for a hit at the remote end.

2. At the amplifier output, a fast signal is observed whose
shape is determined by the amplifier RC time constant of
9.6 ns, almost irrespective of the position of the injected

pulse along the n-strip. In all cases, the amplifier input sees
a signal far longer than its own time constant.

3. For the same reason, the big uncertainty of has very
little relevance: can be reduced by about two orders
of magnitude or arbitrarily increased without significantly
changing the output signal. The amplifier input signal’s
time constant becomes comparable to the one of the am-
plifier only for below 100 per cell.

4. The much smaller signal induced across the larger distance
to the “far” line and amplifier (percent level) was also ob-
served in this simulation.

The negative charge induces the same negative pulse on both
adjacent p-electrode rows: the near neighbor and the center hit.
Thus one can infer from the near-neighbor pulse height distri-
bution (Fig. 22) with its peak at mV that the hit electrode
peak has an original value of 81 mV which is then reduced by
the same negative pulse to the observed value of about 60 mV.

F. Induced Signal Calculation

With this understanding, the hit-vs.-neighbor distributions in
Fig. 23 can now be understood quantitatively. Let U be the total
signal induced by a deposited charge and u the part of it picked
up by the neighboring channel due to charge sharing. In the ab-
sence of the negative-pulse effect, the observed hit and neighbor
signals H and N would lie on a line given by

(11)

Then the negative signal reduces both the hit and the neighbor
signals equally by an amount fU to

(12)

From the observation

(13)

in the region without charge-sharing we obtain , which
allows us to determine and by inversion of (12). In partic-
ular, this gives access to the original value of S/N outside the
charge-sharing region and without the negative-charge effect:

(14)

i.e., as measured in the laboratory and
as expected from theory.

Equation (12) also shows that in the charge-sharing region,
the hit signal is reduced twice: in addition to the constant
negative charge , a part of the signal is lost to the
neighbor. This explains the reduced efficiency near the cell
boundaries.
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