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Abstract

During the latter months of 2006 and the first half of 2007, the CMS Tracker was assembled and
operated at the Tracker Integration Facility at CERN. During this period the performance of the tracker
at trigger rates up to 100 kHz was assessed, and a source of high occupancy events was uncovered,

diagnosed, and mitigated
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1. Introduction

The CMS Tracker [1] is the largest silicon system of its kind ever built. T@aeatus was as-
sembled and tested at the Tracker Integration Facility (TIF) at CBBfbre installation at the
experimental site. In addition to testing charge collection [2], track reaactgin [3], and align-
ment [4] performance with cosmic rays, a small slice of the CMS data acquifi&@) hardware
was built at the TIF to provide the bandwidth capacity to allow testing at the luighisition rates
expected in proton-proton collisions, of order 50-100 kHz, four trdé magnitude above the rate
in cosmic ray studies.

1.1 TheCMSstrip tracker

The CMS Tracking system is composed of an inner pixel detector as waelh asiter tracker
based on silicon microstrips. The tracker is further divided up into subtete the inner barrel
and inner disks (TIB/TID), the outer barrel (TOB), and the end c@ji&<)), all together roughly
10 million strips. Each subdetector is composed of silicon sensors caplgcitougpled to front-
end electronics in "modules”. Modules are combined into TIB/TID "strind€®B "rods", and
TEC "petals”, which share the same power and readout services. rabkeT Technical Design
Report [5, 6] provides more descriptions.

A module measures ionization depositions from charged particles travénsingaterial. The
charge information from the microstrips is sampled every 25 ns and storadhimadog pipeline by
an on-detector ASIC the APV25 [7]. The data are held pending a dedi@ad out a particular
25 ns sample, a “trigger”, following which the APV25 readout processssteonverting the analog
charge into an optical signal, adding header information, and transmittingotfealosignal to a
FrontEnd Driver (FED), a VME board which digitizes the data, perforedgstal subtraction and
zero suppression, and then passes the data further downstream M $hBAD).

1.2 High Ratetest apparatus

The data acquisition hardware at the TIF [8] is a smaller scale version @& DAQ installed
at the experiment, which handles data for all CMS subdetectors. Thetevaiinterfaces to the
CMS DAQ: the data path and control path. The data path starts with FED fesgments, which
are routed through a switch to a computer farm responsible for contiatgtize fragments into
one event, unpacking the payload, and running filtering algorithms befitieg the event to disk.
The control path is a fan-in monitoring buffers in the FEDs and APV25s toematd the trigger
rate, preventing buffer overflow and subsequent loss of data. Jestinigh rate necessitated the
implementation of both of these paths. In addition, a Local Trigger ControN&E Yhodule gener-
ated multi-kHz triggers with programmable time structure, including either Poisstiibdted or
fixed-frequency triggers. The triggering scheme does not involvertsepce of real signals; thus,
the data collected represents the noise behavior of the tracker at high rate

Three different configurations of modules were utilized to study the trguddormance: the
“Slice Test”, a single-rod testbench, and a single-module testbench. litkeelBst [2, 3, 4] con-
sisted of approximately 15% of the full tracker, fully instrumented with powepties and readout
electronics, and operated with either scintillator-based cosmic ray trigg@regrammable cali-
bration triggers. As the investigation indicated a systematic effect not reétated scale of system,



a spare TOB rod also at the TIF substituted in place of the actual detestimitiing high rate stud-
ies in parallel with other programs during TIF operations. This rod was osegpof 6 modules
with 4 APV25s per module, connected to the DAQ in exactly the same manner 8fidadest.

Finally, a second completely different DAQ system was used to probe th&Phip and sensor
behavior in a more controlled way on the benchtop. This system employedprmable digital
pattern generator to provide the 40 MHz clock and trigger patterns to a Jikgtemodule, and a
commercial ADC to digitize the output data streams.



2. Testswith the Tracker at High Rate

2.1 Discovery of the High Rate Noise effect

With the high rate apparatus installed, tests of the noise performance weeel caut. First, using
the TOB, noise and pedestals were sampled using so-called “Virgin RaR} ifvdde, where the
FED applies no pedestal or common-mode subtraction nor any zero ssippref the data. The
noise and pedestal results are used for FED data processing in sebsegns, so these tests
checked that there were no variations due to readout path or readeuwith rate-independence
of the pedestals and noise established, zero-suppression (ZS) aldsceim the FEDs to achieve
smaller event size, required for higher rates. In ZS-mode, the FEDsastipedestals from the
raw ADC data in each event and calculate per-APV25 common-mode levetstifre result [9].
After processing, the algorithm forms clusters by requiring either a sitiggevgith an ADC count
above @ or two or more adjacent strips with ADC counts abowehereo indicates the RMS
of the pedestal for that strip. The FED outputs the corrected ADC dataijp$ ¢ such clusters,
and the cluster size and position. This information is used to calculate striparcy defined as
the frequency at which a given strip is included in a FED cluster.

The ZS tests revealed an increase in occupancy of edge channelsAPWYa5 chips with
increasing trigger rate, which becomes evident at rates ako®@ kHz, both with biased and
unbiased sensors. Tests with the TEC and TIB established this high-rageafiect (HRN) as a
universal feature in the tracker. An example of the growth in occupwaiityincreasing rate from
one TEC fiber, which carries data from two APV25s, is shown in Figurérladdition to increased
occupancy, the edge channel cluster sizes and ADC values alsos@avéh trigger rate, as seen
in Figure 1b for the same TEC fiber. For reference, a minimum ionizing paiticd&pected to
deposit charge clusters around 100 ADC counts.
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Figure 1. (a) Occupancy and (b) Cluster charge for a single TEC fibesuget 1A Rate. A clear increase
in occupancy with trigger rate is observed again on charmeds 127 for both APV25s on the fiber. In
addition, the tail of the Cluster charge distribution gromith rate.

Selecting events with large ADC counts in channel 127 in one APV25, aachiaing the
channel 127 output from other APV25s in the same event shows thatdargters comprised of
strips with high ADC count appeaimultaneously on every APV25 when HRN occurs, indicating



the effect is independent of particular detector, and is triggered by gtmbhal signal or that this is
a systematic effect from the APV25 or FED which affects all detectors.

To obtain more information on HRN events, a modification was made to the FED fiamwa
to sample VR data while running at 100 kHz, recording ADC values on allssthiping high rate
operation. Figure 2 plots ADC values of channel 0 and 127 for eventdichwhe channel 127
passes the cluster criteria. The mean of the channel 0 data-20, well below the chip average,
indicating a strong anti-correlation between the ADC counts of channeld @2in To confirm
that anti-correlation, events where either channel has a high ADC ewargelected. Figure 2
shows the ADC correlation at different trigger rates, which becomes prorunced as trigger
rate increases.
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Figure 2. (a) Common-mode subtracted ADC counts for channel 0 and X&nwhannel 127 has a cluster

over threshold. The offset from zero for channel O indicatesrong anti-correlation between the HRN on
these two channels. (b) Average ADC count of channel O vettsatsof channel 127, when one of them

is above threshold, at various different trigger ratesfioming the anti-correlation and its dependence on
trigger rate.

The HRN effect was uncovered using high-rate Poisson-distributegktsgvhich closely ap-
proximate the triggering scenario expected in CMS. Tests with a fixeddregul00 kHz trigger
did not reproduce the occupancy spikes observed with the Poisson triggeer these conditions,
the readout of each trigger, which requiress, is complete before the next trigger is received. The
trigger generator was verified not to produce illegal trigger conditioddtamtime distribution was
verified to be Poissonian. It was concluded that the HRN originated inexplained interference
when data readout coincided with a subsequent trigger.

2.2 Investigation of the APV25

The observation that the effect is independent of module type indicatethéhaffect arises from

a common component, possibly the APV25 chip. To understand further, écisssary to review
how the APV25 functions.

APV 25 operation

The APV25 contains a 192 128 cell pipeline that holds charges read from each of 128 silicon



microstrips. At the start of a data run, following a master reset the intergl i@ initialized and
the digital pointers controlling pipeline access start to circulate. A write poihiés through the
pipeline controlling sampling of the front end amplifier output at 40 MHz. A tiggpinter follows
with a time delay equal to the programmed latency. When a trigger occurs oee)(tlipeline cells
in peak (deconvolution) mode corresponding to the current trigger pdadation are marked for
subsequent readout, and are not overwritten until the readoutgsrbes completed. The pipeline
readout is governed by a separate cycle with a period of 1sAZ0 clocks at 40 MHz), and a phase
also determined by the master reset signal. The phase of this pipeline regdeus reflected in
the output data stream as tick marks, large amplitude signal levels occumgrZbas clock. The
tick marks allow external logic to synchronize to the APV25 output phase.

The APV25 has two modes of operation, peak and deconvolution. Inrpedk one sample
per channel is read from the pipeline following a trigger, and then trenesfe¢o the output via the
multiplexer; the sample corresponds to the maximum amplitude from the CR-RE€dsfrapt end
amplifier, which has a time constant of 50 ns. In deconvolution mode [1@hded samples are read
sequentially and a weighted sum formed. This results in an effectiveaygrghof the analogue
pulse shape to peak at 25 ns and return to the baseline within one clockTyeke operations take
4 pipeline readout cycles, after which transmission of the output data tammences. For each
APV25, a 12-bit digital header precedes the 128 analogue charmplesg creating a data frame
of 7 us total length, the same duration as the 4 pipeline readout cycles. Chiutéadonplified
by matching the output data frame and pipeline readout durations, sinighagte triggered data
stored in the pipeline can be read out while data from the previous triggdyeamg multiplexed
out.

The Analogue Pulse Shape Processor (APSP) is the part of the APY{2®/lsich performs
the deconvolution operation. The circuit diagram for the APSP is showrguni3. During
processing, a series of switches in the feedback network of a high gmalifier are opened and
closed in sequence to apply the appropriate weight to each of the threéesampd make the
weighted sum. The cycle time of the APSP circuit is chosen to be (1s7%0 the total processing
time matches the fs readout time of the APV25.

APV 25 behavior with controlled trigger spacing

To probe APV25 behavior, the programmable trigger generator wastase@dd data stored in
specific pipeline locations by specifying the intervals between a mastei(RS€} command and
trigger (T1). A series of runs scanning T1-RST time separations was talessess the occupancy
variation with pipeline cell, but no correlation was observed. Similar analysis@pancy as a
function of pipeline address rather than position, as well as a functioeaafout phase relative
to the trigger, and as a function of pipeline cell occupancy, arrangiegoti@djacent pipeline
cells for pairs of triggers, all eliminate these as possible causes of HRMewtdo, to probe the
dependence on fews timescale trigger intervals, a second trigger (T2) after T1 was added with
a variable delay between the triggers. Figure 4(a) shows the maximumasmsugivided by the
average occupancy for each fiber from the single-rod test besetfuaction of T2-T1 separations.
The plot suggests that several trigger intervals, in particular, 10Q,ak&@Despecially 380 clocks,
have significantly higher occupancies, for all APV25s simultaneouslicatidg that the HRN was
caused by interference between two triggers with very specific relativegimin
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Figure 3. The APSP circuit diagram. The switches labeled ro1,2,3 &nd,B open and close during the
APSP readout cycle for sample processing.

Additional tests with the single-module test bench (section 1.2) were perdotonfurther
probe the observed behavior. The digital pattern generator wasapnoggd to cycle repeatedly
through a sequence consisting of a reset, a fixed delay to allow the APVeknpifogic to ini-
tialize, then two triggers where the first trigger time was fixed relative to thet,rbat the delay
between first and second triggers was varied. Figure 4(b) showstbad trigger pedestal data
dependence on first and second trigger separation, for APV25ddgmel 127. The data were
taken in deconvolution mode for different values of programmed latendyageraged over many
triggers, removing the random noise component. Large pedestal distebavell above noise
levels are evident. Most importantly, the excursions occur at triggeratmas which depend on
the programmed latency, suggesting that they originate in on-chip activity.

Figure 5 shows a similar picture to figure 4(b), but for module strips 127188dedge chan-
nels on adjacent APV25s, for one value latency, in this case 130 clgclesc This demonstrates
an anti-correlation in the pedestal disturbances between edge chamsézn in previous tests.
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Figure 4. (a) The maximum occupancy divided by the average occupaitbjrva fiber (2 APV25s) for all
fibers connected to the rod as a function of time separatitwdaa two consecutive triggers. Certain trigger
intervals show the HRN effect for all fibers simultaneoudly) Second trigger pedestal data dependence
on first and second trigger separation, for channel 127 ositigde-module test bench. Data were taken
in deconvolution mode for 3 values of latency, and averagedrmove random noise. An arbitrary vertical
offset has been applied to the data for clarity.
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The pedestals associated with the feature at second trigger positionsdlb3&have been labeled
in the figure to illustrate this anti-correlation more clearly.

The APV25 output at actual trigger time represents the state of the AP\tg6tai the instant
the second trigger was applied to the chip. The APV25 output data framleydsiresults from
the first trigger. There are no obvious correlations between the pegasiierns arising from the
second trigger and the APV25 output sequence, but if the crosstalkésaged at the chip input,
as suspected, it is necessary to take the programmed latency into acaaummthge APSP circuit
schematic (Figure 3), the simultaneous operation of the switches will draentdrom the power
supply rails, which is liable to generate significant, impulse-like, currentutiions throughout
the system which may couple back into it and generate noise. This APSRidraissvitching
activity causes interference to couple into the APV25 inputs which will affata written into the
pipeline at that instant, but the subsequent trigger that would sample thamlizes one latency
period later.

For example, at second trigger position 380 in figure 5 there is a distwehasible in the
output data retrieved from the pipeline by the second trigger. These datawvitten into the
pipeline 130 clock cycles earlier so should be compared with the APV25 tosiigie at second
trigger position~250, when the APV25 output data frame resulting from the first triggerjuss
beginning. TheAPV25 output offset by trigger latency represented in figure 5 is just t#eV25
output at actual trigger time shifted by the 130 clock latency. It therefore represents the state
of the APV25 output when data corresponding to the second trigger lvegng written into the
pipeline. The repetitive patterns and spacing between similar features {6ftdock cycles) imply
a connection with the internal APSP cycle of the APV25. For example therenaall spikes at the
times of the tick marks, and the APV25 output frame header.

Although the tick marks correspond to features in the APV25 output datintdrerence is
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Figure 5. Second trigger pedestal data dependence on first and seogyet tseparation, for strips 127
and 128 on a TEC module, corresponding to edge channels ghbwing APV25s. Data were taken in
deconvolution mode and averaged over many triggers to eadunclom noise. The pedestals associated with
the feature at second trigger positions 157 and 158 havelabeled to illustrate this anti-correlation more
clearly. Two APV25 output data sequences are shown (setexplanation). An arbitrary vertical offset
has been applied to the data for clarity. On this scale, thetfigger was applied at second trigger position
-3.

not produced by a coupling between the output data signals and the chtp,ibpt by switching
activity within the chip, associated with the pipeline readout phase that istexflén the tick-
marks. The amplitude of the “tick-mark disturbance” is relatively small andldvoarmally be
lost in the random noise, averaged out in figures 4(b) and 5. The mmstigent feature in the
APV25 output data is the effect in clock cycles 157 and 158. This featnmesponds to the
closing of switches in the APSP circuit during the period when the first detgkes are retrieved
from the pipeline, as shown by simulation, discussed below. There are sefédlets 70 and 140
clock cycles later, which correspond to the retrieval of the second artigamples. The later
features which correspond to the APV25 header are associated witfPtBB feadout operation,
and the sample/hold stage that precedes the APV25 output multiplexer. Alttiwugtiner features
in the output stream are evident after signal averaging, they do netseqt significant additional
noise. However the feature in cycles 157-158 is significant and believied the main origin of
the high rate noise.

The fact that the single-module test bench does not employ the TIF DAfWwhas or software
confirms that the HRN is intrinsic to the front end module. A finer grain triggpasation scan was
performed with the single-rod apparatus, starting with the T2 arrival @bivgcwith the readout of
T1, achieved with a separation of 362 clocks. Figure 6(a) shows thedpancy calculated from



a run taken with this trigger separation, where low-numbered channetdeamrty most affected,
and figure 6(b) shows a clear anti-correlation in the common-mode sulotrAEt€ counts of

channels 0 and 127 from a VR run taken with the same trigger separati@nT Z'bosition was
scanned in steps of 1 clock to produce trigger intervals between 362scmtk398 clocks. The
ZS data acquired in this procedure show that the peaks of figure 6(a)istinaind shift toward the
middle of the chip. The effect begins to reappear on the high-numbegethels starting with a
separation of 375 clocks, and is maximal with a 384 clock separation, sindwgure 6(c), when

the sampling for T2 is close to the end of header readout. There is agaimg afrti-correlation in
the pedestal and common-mode subtracted ADC counts for channels @afat this separation,
but with channel 127 now at positive displacement.
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Figure 6. Data for (a) and (b) 362 clock trigger separation and (c) ay@®4 clock trigger separation
(a),(c): Occupancy spikes occur in the low-numbered/mgmbered channels when setting the trigger in-
terval to 362/384 clocks

(b),(d): Pedestal and common-mode subtracted ADC for aildnhfred),and channel 127 (blue). Both chan-
nels show large displacements from zero and a per-evertamglation, but in opposite directions for 362
vs.384 clock separations
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APV25 simulation and Coupling M echanism

The measurements with the single-rod test bench were repeated witht quolees monitoring the
power lines of the APV25, but no obvious excursions were obsendedvever, detailed APV25
simulations motivated by the observation of the HRN effect find a curreamigénthat is correlated
with readout. Figure 7 graphs the simulated response @M, 1.25 and 25 V supply and analog
output lines during the APV25 readout sequence. The intermediatantapi&es appearing on the
supply lines are correlated with the falling edges of the three control si¢pralke APSP input
phase and the reset signal to the APSP amplifietg,2,ri3, andAPSP_RST in figure 3. The two
largest spikes in each cycle come during the output stage and are watneith the three control
signals fol/ro2/ro3) of the APSP output phase. The positive-going spike on the +2.5V sigpply
caused by connecting the signal storage capacitor to the APSP outpuheg@aive-going spike
occurs when the internal sampling capacitors are disconnected fronPBB.A'he magnitudes of
the largest spikes are below the level of sensitivity achievable with therduprobes used in the
measurements.
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Figure 7. Simulation of APV25 chip behavior, showing short curreriksp correlated with APV25 readout
activity.

The supply-line current spikes that appear in the APV25 simulations afééhe origin of
the HRN; however, an important observation that the Hiiss not occur when the module was
tested without a sensor (a readout hybrid alone) led to investigationscofff@oHRN couples to
the APV25 front-end.

Data was taken with the sensor connection to the APV25 intact, and with theatam
interrupted at different points: the wire bond between the pitch adaptesensor detached at the
sensor side, the bond between the pitch adapter and APV25 detachedpitcthadapter side,
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and the same bond completely removed. Removing the bond between the pjitdr ahal sensor
results in a sharp drop in HRN, likely due to a change in capacitance; eowetlarge enough for
the effect seen with the connected chip to be entirely capacitive in natheedi$parity in ADC
counts between channel 127 on one chip and channel 0 on the next,avbiconnected to adjacent
strips, suggests that it is unlikely that noise is coupling through the silicaoséself. If this drop

is due to a smaller capacitance on the input, then the minimal difference othbetveeen the pitch
adapter connected and the chip with a wire bond alone indicates that mostigital is picked
up by the wire bond. This in turn indicates that the coupling is between thergmeleground wire
bonds and the adjacent channels.

The leading hypothesis which emerges from these tests is that the HRN isegoence of
inductive coupling to the current spikes produced during the APV28atacycle. The physical
coupling is between the power bonds and nearby signal bonds, treasiadfonly a small subset
of channels. The susceptibility of the channel to this coupling is greatlyneeldeby the increased
capacitance and therefore decreased impedance when the sensahisdatitethe APV25, while
the pitch adapter and wire bond itself play a less important role. The angtaton between the
two channels observed is due to the direction of the current flow, whigh tadthe signal for one
channel and subtracts from it for the other.

- 12 —



3. Consequences and Potential Mitigation

The HRN effect generates strip occupancies of ordégs at trigger rates of 100 kHz, similar to
the design maximum subdetector occupancies @%b for the tracker, posing a potential band-
width problem. However, the magnetic field that couples supply line noise toRM23 front-end
falls off quickly and only a few channels are affected on average.impact of HRN on track re-
construction is more serious. A simple simulation which fluctuated ADC valuedgef ehannels
to emulate the addition of HRN into TIF cosmic data showed that the reconstradtasingle,
fluctuated event requires 15 minutes to reconstruct using default affliseerization thresholds,
and identifies~ 30,000 phantom track segments. Reasonable event processing times \yere on
achievable by increasing thresholds to unrealistic levels.

CMS will mitigate the consequences of HRN by preventing pathological trigtgmvals using
an APVe [12], an online hardware emulator of the APV25 normally usedewepit buffer overflow.
The APVe receives both trigger and reset signals and can use thedernmithe the bunch crossings
in which data readout will occur. By programming the APVe to block triggeasdlocur at specific
times during the APSP cycle, but only when a previous trigger has bedie@gpis possible to
prevent triggers which would give rise to a high occupancy event.

T T T T T T T T T T T T T
0.0035 Dﬂuh'lask

0.003 Dopnmm o

|:| Full Mask

Occupancy

Figure8. Occupancy of two APV25s in the single-rod testbench dematisty the effect of the APVe-based
mitigation. The red graph has no triggers blocked, the bagedil triggers during the APSP cycle blocked,
and black only~ 1% of the APSP cycle blocked.

The modified APVe functionality has been implemented and tested at the TIF aintie-
rod test bench. The possible disadvantage of this solution is the deadtimeethdue to the
blocked triggers. The consequent deadtime is very small: 0.25% for edcbdvinterval at the
maximum 100 kHz trigger rate. Figure 8 demonstrates the effectivenesis gbthtion, showing
the occupancy for one fiber running with 100 kHz Poisson triggers, witketHifferent blocking
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conditions: no blocking at all (red), where the HRN is clearly visible; ad 2&cks of the APSP
cycle blocked (blue), which effectively removes the HRN effect but wif§6 deadtime at 100
kHz; and only 3 of the 280 clocks blocked (black), which gives the satoapmancy profile as the
full blocking but with only~ 1% deadtime at 100 kHz.

4. Conclusions

Tests of the CMS Tracker readout at high random trigger rate havéfiddran unexpected source
of noise which has been traced to short duration current variations iIARM25 front-end chip.
The noise enters the system via inductive coupling between wire bondsgritedi power to the
chip and their neighbors and is greatly enhanced by the sensor capacitais a consequence
of certain internal APV25 switching operations which cause short terrtuitions in the supply
current. Rate dependent noise is not visible except when a microstsprssrconnected to the
chip.

The synchronous nature of the CMS Tracker readout means thagalhels in the system are
affected simultaneously which could have an impact on charged particleitlaatification and
reconstruction. As the effect occurs in specific clock cycles followinggger and readout, it is
predictable and can be avoided by vetoing those cycles which coincide wiittient spike, with a
small impact on the overall deadtime.
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