
25 May 2010, IEEE RealTime 2010, Lisbon, Portugal

Calibration and Performance
Stephanie Majewski, Brookhaven National Laboratory, 

on behalf of the ATLAS Liquid Argon Calorimeter Group

Electronic Readout of the ATLAS 
Liquid Argon Calorimeter:

A
TL

-L
A

R
G

-S
LI

D
E-

20
10

-0
79

23
M

ay
20

10



LHC and ATLAS Performance

2S. Majewski IEEE RealTime 2010



ATLAS Liquid Argon Calorimeter

LAr/Pb
|η| < 3.2
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Figure 1. In this schematic drawing depicting the overall architecture of the ATLAS LAr readout electronics,
the LAr detectors are located at the bottom. The LAr ionization signal proceed upwards, through the FE
crates mounted on the detector to an off-detector processing center called “USA15.” Configuration and
monitoring in the crate takes place using the Serial Protocol for ATLAS Calorimeters (SPAC). This diagram
is valid for the EM calorimeters; slight changes described in the text would be needed to describe the HEC
and FCal.

gain. Each signal is subject to a fast bipolar CR-(RC)2 shaping function with τ = RC = 13 ns. The
triangular input current pulse from the detector and the output from the shaper are depicted for the
case of a typical EMB cell in Figure 3. The single differentiation of the shaper serves to remove
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Readout Electronics

4

✤ Goal: Measure the energy in 182,468 
detector channels over a wide dynamic 
range (tens of MeV − ~few TeV)

✤ Front-end electronics:
✤ 1524 front-end boards read out + 

digitize calorimeter signals
✤ ~300 other boards (calibration, analog 

trigger sums, controllers, monitoring)
✤ 1524 fiber optic links (1.6 Gbps) to BE

✤ Back-end electronics:
✤ 192 Read-out driver (ROD) boards 

provide digital filtering, formatting, 
and monitoring

✤ ~800 optical links to ATLAS DAQ
S. Majewski IEEE RealTime 2010
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Figure 2. In this schematic block diagram of the FEB architecture, the data flow is shown for four of the
128 channels per board. The data comes from the detectors on the top left. The analog sums exit on the
bottom left through the Layer Sum Boards (LSBs) while the digital results are transmitted to the next level
of processing through optical transmitters (OTxs) on the right. If these were HEC channels, the preamps
would be replaced by preshapers, as described in the text.

the long tail from the detector response, while the two integrations limit the bandwidth in order to
reduce the noise.

The shaped signals are sampled at the LHC bunch crossing frequency of 40 MHz by switched-
capacitor array (SCA) analog pipeline chips. The SCAs store the signals in analog form during the
L1 trigger latency. For events accepted by the L1 trigger, typically five samples per channel are read
out from the SCA and digitized using a 12-bit Analog to Digital Converter (ADC). To optimize the
precision of the energy measurement, the Gain Selector chips (GSEL) choose for each channel, in
each event, which of the three gains to use, based on the value of the peak sample in the medium
gain compared to two reference thresholds. The FEBs can also be configured to read out one or
more fixed gains, a feature that is used for certain calibration runs. The digitized data are formatted,
multiplexed, serialized, and then transmitted optically from each FEB to the corresponding ROD
of the BE electronics.

The RODs, described in more detail in Section 7, perform digital processing of the samples
for each channel to produce optimized measures of the energy. For channels passing an energy
threshold, the time of the deposition and a “quality factor” are also calculated. For those channels
passing a second (higher) threshold, the values of the raw samples are also written out, in addition
to the results of the processing, to allow additional checks to be performed offline for large energy
deposits. The quality factor, defined more precisely in Section 7, quantifies whether pulses match
expectations or whether they may be mismeasured, for example from waveform distortions pro-
duced by energy depositions in neighboring bunch crossings, a phenomenon known as “pile-up”.

During development of the electronics, a partial FE system test was performed at Brookhaven
National Laboratory (BNL) in 2004 using final prototypes of the various FE boards. Several con-
figurations were tested, the largest of which corresponded to the setup required to read out one
“half-crate” of the EMB (including 14 FEBs, one calibration board, and the associated trigger and
control boards). This configuration included 1792 readout channels, corresponding to ≈1.6% of
the channels in the entire EMB, or ≈0.9% of the total LAr calorimeter system. The purpose of the
BNL test was to verify that the overall FE system met the required performance specifications, be-
fore launching production of the various boards. A similar partial system test of the BE electronics
was performed at CERN in 2004.
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Preamp:

97% warm; 3% cryogenic (hadronic endcap) 

3 versions match detector capacitances / dynamic ranges

Hadronic Endcap Preamp: 
mounted on the detector 
inside the cryostat
 → on the front-end boards, 
preshapers invert, amplify, 
and shape the signal
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Figure 2. In this schematic block diagram of the FEB architecture, the data flow is shown for four of the
128 channels per board. The data comes from the detectors on the top left. The analog sums exit on the
bottom left through the Layer Sum Boards (LSBs) while the digital results are transmitted to the next level
of processing through optical transmitters (OTxs) on the right. If these were HEC channels, the preamps
would be replaced by preshapers, as described in the text.

the long tail from the detector response, while the two integrations limit the bandwidth in order to
reduce the noise.

The shaped signals are sampled at the LHC bunch crossing frequency of 40 MHz by switched-
capacitor array (SCA) analog pipeline chips. The SCAs store the signals in analog form during the
L1 trigger latency. For events accepted by the L1 trigger, typically five samples per channel are read
out from the SCA and digitized using a 12-bit Analog to Digital Converter (ADC). To optimize the
precision of the energy measurement, the Gain Selector chips (GSEL) choose for each channel, in
each event, which of the three gains to use, based on the value of the peak sample in the medium
gain compared to two reference thresholds. The FEBs can also be configured to read out one or
more fixed gains, a feature that is used for certain calibration runs. The digitized data are formatted,
multiplexed, serialized, and then transmitted optically from each FEB to the corresponding ROD
of the BE electronics.

The RODs, described in more detail in Section 7, perform digital processing of the samples
for each channel to produce optimized measures of the energy. For channels passing an energy
threshold, the time of the deposition and a “quality factor” are also calculated. For those channels
passing a second (higher) threshold, the values of the raw samples are also written out, in addition
to the results of the processing, to allow additional checks to be performed offline for large energy
deposits. The quality factor, defined more precisely in Section 7, quantifies whether pulses match
expectations or whether they may be mismeasured, for example from waveform distortions pro-
duced by energy depositions in neighboring bunch crossings, a phenomenon known as “pile-up”.

During development of the electronics, a partial FE system test was performed at Brookhaven
National Laboratory (BNL) in 2004 using final prototypes of the various FE boards. Several con-
figurations were tested, the largest of which corresponded to the setup required to read out one
“half-crate” of the EMB (including 14 FEBs, one calibration board, and the associated trigger and
control boards). This configuration included 1792 readout channels, corresponding to ≈1.6% of
the channels in the entire EMB, or ≈0.9% of the total LAr calorimeter system. The purpose of the
BNL test was to verify that the overall FE system met the required performance specifications, be-
fore launching production of the various boards. A similar partial system test of the BE electronics
was performed at CERN in 2004.
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Switched-capacitor Array (SCA):

samples the shaped signals at 40 MHz 
(LHC bunch crossing frequency)

stores analog signals during L1 trigger 
latency (2.5 μs)

up to 32 samples for physics or 
calibration runs

ATLAS

Figure 3. Shapes of the LAr calorimeter current pulse in the detector and of the signal output from the
shaper chip. The dots indicate an ideal position of samples separated by 25 ns.

3. Pulse reconstruction and calibration

As depicted in Figure 3, a triangular current pulse is produced when charged particles ionize the
liquid argon in the high-voltage potential present in the gap between two absorber plates. Once the
signal reaches the FEB, a bipolar shaping function is applied and the shaped signal is sampled at
the LHC bunch crossing of 40 MHz. For triggered events, a number of samples Nsamples per chan-
nel is read out. Reading out and utilizing multiple samples provides several advantages, including
improving the precision of the energy measurement (as shown below), making the energy mea-
surement insensitive to how accurately a sample can be placed at the top of the peak, and allowing
the calculation of other quantities, such as the time and quality factor, in addition to the deposited
energy. The typical choice of five samples represents a compromise between the noise reduction
achieved and the amount of data that must be digitized and processed in real time.

The ROD reconstructs the amplitude (A) of the signal pulse in ADC counts, as well as the time
offset of the deposition (t), by applying a digital filter to the recorded samples (s j) according to the
following equations:

A=
Nsamples

!
j=1

a j(s j− p) (3.1)

and
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Shaper:

3 overlapping linear gain scales 
(gain values: 1 low, 9.9 medium, 93 high)

fast bipolar shaping with τ = RC = 13 ns
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128 channels per board. The data comes from the detectors on the top left. The analog sums exit on the
bottom left through the Layer Sum Boards (LSBs) while the digital results are transmitted to the next level
of processing through optical transmitters (OTxs) on the right. If these were HEC channels, the preamps
would be replaced by preshapers, as described in the text.

the long tail from the detector response, while the two integrations limit the bandwidth in order to
reduce the noise.

The shaped signals are sampled at the LHC bunch crossing frequency of 40 MHz by switched-
capacitor array (SCA) analog pipeline chips. The SCAs store the signals in analog form during the
L1 trigger latency. For events accepted by the L1 trigger, typically five samples per channel are read
out from the SCA and digitized using a 12-bit Analog to Digital Converter (ADC). To optimize the
precision of the energy measurement, the Gain Selector chips (GSEL) choose for each channel, in
each event, which of the three gains to use, based on the value of the peak sample in the medium
gain compared to two reference thresholds. The FEBs can also be configured to read out one or
more fixed gains, a feature that is used for certain calibration runs. The digitized data are formatted,
multiplexed, serialized, and then transmitted optically from each FEB to the corresponding ROD
of the BE electronics.

The RODs, described in more detail in Section 7, perform digital processing of the samples
for each channel to produce optimized measures of the energy. For channels passing an energy
threshold, the time of the deposition and a “quality factor” are also calculated. For those channels
passing a second (higher) threshold, the values of the raw samples are also written out, in addition
to the results of the processing, to allow additional checks to be performed offline for large energy
deposits. The quality factor, defined more precisely in Section 7, quantifies whether pulses match
expectations or whether they may be mismeasured, for example from waveform distortions pro-
duced by energy depositions in neighboring bunch crossings, a phenomenon known as “pile-up”.

During development of the electronics, a partial FE system test was performed at Brookhaven
National Laboratory (BNL) in 2004 using final prototypes of the various FE boards. Several con-
figurations were tested, the largest of which corresponded to the setup required to read out one
“half-crate” of the EMB (including 14 FEBs, one calibration board, and the associated trigger and
control boards). This configuration included 1792 readout channels, corresponding to ≈1.6% of
the channels in the entire EMB, or ≈0.9% of the total LAr calorimeter system. The purpose of the
BNL test was to verify that the overall FE system met the required performance specifications, be-
fore launching production of the various boards. A similar partial system test of the BE electronics
was performed at CERN in 2004.
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Switched-capacitor Array (SCA):

samples the shaped signals at 40 MHz 
(LHC bunch crossing frequency)

stores analog signals during L1 trigger 
latency (2.5 μs)

up to 32 samples for physics or 
calibration runs

Shaper:

3 overlapping linear gain scales 
(gain values: 1 low, 9.9 medium, 93 high)

fast bipolar shaping with τ = RC = 13 ns

Events accepted by the L1 trigger 
(up to 75 kHz):

digitized by 12-bit ADCs

Gain Selector (GSEL) chips choose gain 
for each channel based on peak value 
of each sample (in medium gain, 
compared to 2 reference thresholds)

data formatted, multiplexed, serialized, 
and transmitted optically
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Readout Driver (ROD)
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Input FPGA:

parallelizes incoming data & verifies its 
integrity

memory separated into 2 banks: 1 for 
writing incoming data, the other for data 
being read by the DSP

2007 JINST 2 P06002

Figure 25. Photograph of the ROD PU with its two clearly visible DSPs. The PU measures 120 mm by
85 mm.

The PUs are composed of two DSP blocks, which process the data of up to 128 calorimeter
cells coming from one FEB in normal mode, and up to 256 cells from two FEBs in staging mode.
The DSP calculates the energy deposited in each cell, the time of the signal peak as well as a quality
factor (see section 2.3.1). In addition, it performs error detection and will provide histograms for
monitoring.

Each DSP block is composed of one Input FPGA (InFPGA), a TMS320C6414 720 MHz DSP
from Texas Instruments and one Output FIFO. The PU also contains a control FPGA (ConFPGA)
used for the VME and TTC interfaces. Input and output calorimeter data streams are synchronized
by the motherboard with the TTC clock signal multiplied by two (80.16 MHz), while VME and
TTC exchanges are performed at the TTC clock speed. The Bus driven by the DSP and the DSP
core itself are cadenced with clocks derived from a 60 MHz local oscillator. Figure 26 shows the
architecture of the PU board.

3.5.1 Input FPGA (InFPGA)

The InFPGA detects start of events and parallelizes incoming FEB data sent by the receiver FPGA
(see 3.4.1 for the data encoding description). The InFPGA verifies data consistency, to check for
potential data corruption e.g. single event upsets (SEU) due to radiation effects. Several checks
are performed: verification that parity is odd and that all samples of a given channel have the
same gain values, test of the consistency of header and trailer words of the incoming events, etc.
When an error is detected, the InFPGA fills the event status word correspondingly. This word is
interpreted by the DSP which will take the appropriate action, such as asking for a FEB module
reset. For more details about the InFPGA checks and more generally about the PU board, one can
see reference [26].

The InFPGA allocates 32 kbits of embedded memory per FEB. This memory is configured as
a dual port memory, used to store data before its transmission to the DSP. It is separated into two
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Digital Signal Processor (DSP):

high performance: 5.7 x 109 instr/s

stores DSP software, input and output 
data buffers, histograms, and calibration 
constants (packed in int formats)

1 DSP processes the data from 1 front 
end board (128 channels)

energy, time, and quality factor 
calculations are performed on the DSP 
and have been validated
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Readout Driver (ROD)

9

bandwidth limitations:

requirement: 75 kHz, achieved w/ 5 
samples read out 
(currently reading out 7 samples)

input: determined by front end output 
and input FPGA (tested up to 157 kHz)

output: DSP computations and output 
data formatting (tested up to 85 kHz)
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Figure 25. Photograph of the ROD PU with its two clearly visible DSPs. The PU measures 120 mm by
85 mm.

The PUs are composed of two DSP blocks, which process the data of up to 128 calorimeter
cells coming from one FEB in normal mode, and up to 256 cells from two FEBs in staging mode.
The DSP calculates the energy deposited in each cell, the time of the signal peak as well as a quality
factor (see section 2.3.1). In addition, it performs error detection and will provide histograms for
monitoring.

Each DSP block is composed of one Input FPGA (InFPGA), a TMS320C6414 720 MHz DSP
from Texas Instruments and one Output FIFO. The PU also contains a control FPGA (ConFPGA)
used for the VME and TTC interfaces. Input and output calorimeter data streams are synchronized
by the motherboard with the TTC clock signal multiplied by two (80.16 MHz), while VME and
TTC exchanges are performed at the TTC clock speed. The Bus driven by the DSP and the DSP
core itself are cadenced with clocks derived from a 60 MHz local oscillator. Figure 26 shows the
architecture of the PU board.

3.5.1 Input FPGA (InFPGA)

The InFPGA detects start of events and parallelizes incoming FEB data sent by the receiver FPGA
(see 3.4.1 for the data encoding description). The InFPGA verifies data consistency, to check for
potential data corruption e.g. single event upsets (SEU) due to radiation effects. Several checks
are performed: verification that parity is odd and that all samples of a given channel have the
same gain values, test of the consistency of header and trailer words of the incoming events, etc.
When an error is detected, the InFPGA fills the event status word correspondingly. This word is
interpreted by the DSP which will take the appropriate action, such as asking for a FEB module
reset. For more details about the InFPGA checks and more generally about the PU board, one can
see reference [26].

The InFPGA allocates 32 kbits of embedded memory per FEB. This memory is configured as
a dual port memory, used to store data before its transmission to the DSP. It is separated into two
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the time between the shorter pulses. It is followed in steps B and C by the filling of histograms.
Then the total energy and energy projected along the x, y, and z axes are calculated in step D, as
inputs to global energy and missing energy sums in the Level 2 trigger. For those cells above an
energy threshold (25% of the channels in the example shown), the time and the quality factor are
then determined in step E. In addition to the processed data, the raw samples are also output in step
F for channels above a higher energy threshold. Finally, in step G the DSP calculates a checksum
that is used offline to verify the data integrity. The total processing time for all the operations is
9.6 µs, which is low enough to meet the requirement of 13 µs of processing time for 75 kHz L1
triggers.

It is important that the system performs robustly, by asserting a Busy state, should the L1
trigger rate exceed the expected maximum rate. During dedicated system tests, the LAr electronics
functioned well with an input rate of 157 kHz and a L1 output rate of 85 kHz. This test demonstrates
that the system will be able to effectively process data at the required rate and above it, when high-
rate fluctuations occur.

A
(3.8 μs)

C
(2 μs)

B
(0.2 μs)

D
(0.6 μs)

E
(1.4 μs)

F
(0.7 μs)

G
(0.9 μs)

ATLAS

Figure 13. An oscilloscope trace showing the time required for the various stages of the DSP processing of
one event of FEB data, with five samples per channel. The time for each stage of the processing (between
the pulses) is shown on the figure, while the labels are defined in the text.
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DSP Processing Time for 1 Event
(5-sample readout)

energy
calculation

time, quality factor 
calculation

raw samples output

total: 9.6 μs ~ 100 kHz

histogram filling

checksum calculation
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Electronic Calibration
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✤ Calibration runs are taken regularly and automatically processed

✤ Types of Calibration Runs
✤ Pedestal: front end boards triggered and read out w/o input signal

 → determines pedestal value, noise (from RMS of pedestal)

✤ Ramp: fixed-amplitude calibration pulses injected (exponential before shaping)
 → determines gain of readout from slope of reconstructed pulse amplitude vs. DAC 
setting

✤ Delay: fixed-amplitude pulses injected; effective sampling rate of 1 ns
 → detailed study of signal shape

cell energy

ionization current to energy deposited; 
depends on sampling fraction

digital-to-analog converter 
on calibration board

response of physics pulse 
vs. calibration pulse

ADC to DAC optimal filter coefficients

pedestals

S. Majewski IEEE RealTime 2010



Noise Performance
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✤ Typical noise levels: 30 − 50 MeV (EM); 100 − 500 MeV (HEC, FCal)

✤ Nominal pedestal value (≈1000 ADC counts) allows meas. of the pulse’s negative lobe 
(important for measuring drift time, effect of pile-up from earlier bunch crossings)

✤ Coherent noise, measured in situ: 2 − 6% of total noise per front end board 
(2 − 3% in second layer of EM → contains largest part of EM shower)

Figure 4 shows typical noise levels for the first and second layers of the EMB calorimeter,
as a function of Nsamples, the number of samples used in the calculation. This result is shown in
units of MeV, after the conversion from ADC to MeV, as shown in Equation 3.3. Using multiple
samples around the peak reduces the noise level, and therefore improves the precision of the energy
reconstruction. For the case of five samples, the noise is reduced by a factor of about 1.5-1.8,
depending on η , compared to the noise measured using a single sample. This noise reduction is
calculated for the case of no pile-up.
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Figure 4. Typical noise levels for the EMB first (triangles) and second (circles) layers as a function of the
number of samples used to calculate the deposited energy.

Additional calibration runs use the calibration board to inject precise pulses with programmable
amplitudes and delays. The pulse amplitudes are set by programming a precision DAC on the cal-
ibration board, and the timing of the pulse can also be programmed. The calibration pulses are
injected through precision resistors mounted directly on the detectors inside the cryostat for the
EMB and EMEC calorimeters. These calibration signals are exponential before shaping, approxi-
mating the triangular ionization pulse.

During a Ramp run, the timing of the pulses is held fixed and a set of typically 100 events
is taken with pulses of a fixed amplitude, or DAC value. Different sets of events with different
DAC values are taken to map the response over the entire dynamic range. The gain (G) of the
readout is determined as the slope of the linear fit of the reconstructed pulse amplitude versus DAC
setting. Averaging over the 100 events for each DAC setting improves the precision in the gain
determination by suppressing the noise.

For a detailed study of the signal shape, the nominal sampling rate of 25 ns is too coarse.
Therefore, during a Delay run pulses of fixed amplitude are injected with various delays with
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Figure 6. Measured noise (in MeV) for all sections of the ATLAS LAr calorimeters. The PS, and three
layers of EM calorimetry make up the EMB and EMEC. The HEC and FCal layers are also shown. The
noise values have been averaged over φ and ±η , as the LAr calorimeter system is symmetric in azimuthal
angle (φ ) and the two halves of the detector (i.e. +η and -η) are also symmetric.

the range from 1 MHz to 40 MHz, with a narrow (100 Hz) filter bandwidth, to evaluate the impact
as a function of frequency. The largest impact on the coherent noise was observed for a frequency
of 28.5 MHz, due to EMI coupling into the inputs of the preamplifiers mounted on the FEBs. The
maximum sensitivity could be characterized approximately as an expected coherent noise of 10% of
the total noise per channel for an external field of 1 mA/m at a frequency of 28.5 MHz. Such a field
could be generated, for example, from a differential current of 30 mA flowing in a pair of parallel
wires mounted a distance of 10 cm from the FE crate. However, in most systems (including those
implemented in ATLAS), the wires would be twisted and also shielded, so a significantly higher
differential current would be required to generate such a radiated field.

An ATLAS-specific test was performed at BNL by mounting a board emulating the digital
output data driver for the Transition Radiation Tracker (TRT) detector near the LAr FE crate. Four
TRT cables, each with 20 twisted pairs, were looped on the side of the LAr FE crate, mimicking
the location of the TRT cables in ATLAS, where they pass close to the EMB FE crates as they
exit the detector. The effect on the FEB performance of the EMI emitted from the TRT cables was
extremely small, with an increase of the coherent noise of ≈ 0.3% per channel for 20 MHz data
transmission, and only ≈ 0.08% per channel at 40 MHz. The effect of the operation of the FEBs
and other LAr FE electronics on the TRT bit error rate was also studied, but was so small as to not
to generate any errors during a run of 60 hours at 40 Mb/s, corresponding to a limit of the bit error
rate of less than 10−14.

– 11 –
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Pedestal and Noise Stability
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✤ Stability of pedestal, noise, and 
auto-correlation monitored over 
extended periods of time 
(plots show a 6-month period in 
early 2009)

✤ ΔPedestal: ~ 0.02 ADC counts / 
channel (~1 MeV for medium gain 
in EM, ~2 MeV in HEC, ~10 MeV 
in FCal)

✤ ΔNoise: < 0.01 ADC counts in EM 
high gain, ~0.02 ADC counts in 
FCal (order of magnitude lower 
for medium, low gain)
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Figure 8. Stability of EM pedestal, noise and auto-correlation values from about 60 Pedestal calibration runs
over a period of six months, here shown for medium gain. The pedestal (upper figure), noise (middle figure)
and auto-correlation values (lower figure) are compared for each channel with the corresponding values from
a reference run. The average change for each FEB is plotted versus elapsed time.
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The energy resolution of the LAr electronic readout does not 
significantly contribute to the overall energy resolution

EMB+EMEC HEC FCal
Gain Quantity RMS σ RMS σ RMS σ

!Ped[ADC] 0.025 0.023 0.022 0.019
High !Noise[ADC] 0.007 0.003 0.029 0.023

!g/g[%] 0.050 0.024 0.009 0.009
!Ped[ADC] 0.022 0.021 0.021 0.018 0.019 0.017

Medium !Noise[ADC] 0.001 0.001 0.010 0.002 0.075 0.002
!g/g[%] 0.048 0.013 0.084 0.071 0.007 0.007

!Ped[ADC] 0.022 0.021 0.019 0.016 0.017 0.014
Low !Noise[ADC] 0.001 0.001 0.001 0.001 0.001 0.001

!g/g[%] 0.050 0.018 0.074 0.053 0.006 0.005

Table 1. Table displaying the stability of various calibration quantities measured over a period of approxi-
mately six months, for all three gains and for each of the calorimeter subdetectors. (Data is not taken in high
gain for the HEC.) !Ped is the difference (in ADC counts) between the mean pedestal for all 128 channels
of a given FEB as calculated in a given pedestal run versus as calculated in a reference run. !Noise is a
similarly calculated quantity, but for the difference in the mean noise per channel (in ADC counts). The
change in the mean gain, given by !g/g, is calculated in a similar way, as described in the text. For each
quantity, the RMS is shown for the histogram of all FEBs and all runs over this six month period, as well as
the value of σ determined from a Gaussian fit.

5.1 Energy resolution of the electromagnetic calorimeter

Ramp runs can be used to determine the contribution of the electronics to the resolution for recon-
structing the energy deposited in a channel. Figure 9 shows the relative energy resolution, σ(E)/E,
versus energy for a representative channel in the second layer of the EMB calorimeter. The plot
superimposes results for all three gain scales. The value used for σ of a given point is the RMS,
calculated over 100 pulses, of a single sample measured at the peak of the pulse.

The data are compared to an estimate of the energy resolution in one cell with the form of the
curve given by:

σ(E)
E

=
a√
E
⊕b⊕ c

E
(5.1)

where the energy is measured in GeV and ⊕ indicates addition in quadrature. For the purpose
of this comparison, a = 10%, which is the typical stochastic term for an electromagnetic shower,
b= 0.25% for the local constant term, and c= 45 MeV is the noise measured from a single sample
for the considered cell in high gain. The second, “constant,” term dominates at high energy, so it
especially important to minimize. Here, b= 0.25% is the specification for the local constant term,
applicable to a single channel with the aim of limiting the global constant term across the entire
calorimeter to less than 0.7%. In test beam studies before the final system was installed, a sampling
term of 10% and local constant term of 0.17% were measured for the EMB [3].

The high gain signal, which is used to reconstruct relatively low energies, is applicable up to
about 25 GeV, after which it saturates. The values of σ for the high gain are dominated by the noise,
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Figure 9. Energy resolution versus energy of a representative EMB second layer channel, as measured
during Ramp runs. The points represent the data, while the solid curve shows a parametrization of the total
calorimeter energy resolution, given by equation 5.1. For more details, see the text.

which is about 45 MeV for a single sample for this particular channel. Therefore, the resolution
improves roughly like 1/E, reaching a level of 0.2% for energies near 25 GeV.

The resolution for medium gain is just under 0.4% at the energy of 25 GeV, where it takes over
from high gain. The medium gain resolution improves roughly like 1/E until saturation is reached
near 250 GeV, where the resolution is below 0.07%.

For higher energies, the low gain readout would be used. The low gain has a resolution below
0.4% at the crossover point of 250 GeV, and then improves roughly like 1/E to provide a resolution
better than 0.07% for the highest energies, in the 1-2 TeV range.

Since the RMS of a single sample is used for the σ values in the figure, the results shown do
not take into account the improvement by a factor 1.5-1.8 that is achieved in suppressing the noise
by using OFCs from five samples, as described previously (see Figure 4). As the points shown for
this channel are in units of energy, rather than ADC counts, factors to convert from DAC to µA
and µA to MeV have been applied. Figure 9 demonstrates that the energy resolution of the LAr
electronic readout does not significantly contribute to the overall energy resolution.

5.2 Linearity

Ramp calibration runs are used to determine the linearity for reconstructing the energy deposited in
a channel. Figure 10 shows the integral non-linearity (INL) versus energy for the same channel of
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EM barrel; 2nd layer

a = 10% (stochastic term 
for EM shower)
b = 0.25% (constant term, 
dominates at high E)
c = 10 MeV (noise from 
single sample, high gain)

~1/E

σ = RMS of a single sample (does not take into 
account improvement from using 5 samples)
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✤ Energy linearity and stability 
determined from Ramp 
calibration runs

✤ The readout electronics are linear 
to ±0.2% or better (combined 
effects of front end and 
calibration boards)

✤ Gain variations with time are 
typically within 0.3%

✤ outliers still under study; no 
obvious correlation with 
temperature or magnetic field

✤ Crosstalk dominated by 
capacitive couplings within 
calorimeter (4 − 7% EM 1st layer)

the second layer of the EMB as in Figure 9. The plot superimposes results for all three gain scales.
The INL is defined at each point i and for each gain as

INLi = (Emeasured,i−Efit,i)/Emax. (5.2)

Here, Efit,i is the result for point i of a straight-line fit to all the data points of the gain in question,
while Emax is the value of the maximum energy point used for that gain.

The results indicate that the readout electronics are linear to typically 0.2% or better, including
the combined effects of both the FEB that measures and reads out the calorimeter signals and the
calibration board that generates and injects calibration pulses.
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Figure 10. Integral non-linearity (INL) versus energy of a representative EMB second layer channel, as
measured during Ramp calibration runs.

5.3 Stability of the energy measurement

The stability of the gain of the LAr readout can be studied by comparing the results of calibration
runs taken over an extended period of time. Figure 11 shows the fractional change in gain for
the medium gain readout of the EMB and EMEC. It has been obtained from an analysis of Ramp
runs taken over a period of six months in early 2009. The stability of the measured gains for the
various calorimeters was summarized in Table 1. The variations with time are typically within
0.3%, demonstrating that the readout gains are very stable. During operation of ATLAS, frequent
calibration runs will be performed and even such small variations will be taken into account.
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Figure 11. Stability of EMB and EMEC gain values from about 60 calibration runs over a period of six
months, shown for the medium gain. The gain is compared for each channel with a reference run. The
average change, normalized to the gain value of the reference run, is plotted for each FEB. The outliers seen
in the plot are still under study; they are not correlated to temperature or the magnetic field.

5.4 Crosstalk

During the BNL test, the FEBs were not connected to the LAr detectors but to a set of boards
mounted with capacitors that were produced for the test in order to mimic the detector loads. As
part of these tests, the crosstalk intrinsic to the FEBs was measured by pulsing individual channels
and examining the signals in neighboring channels. The results demonstrate that the crosstalk be-
tween neighboring FEB channels is typically less than 0.5%, dominated by capacitive coupling in
the FEB input connectors. This effect is small compared to the crosstalk in the LAr calorimeter
signals induced by capacitive couplings within the structures of the calorimeters themselves. De-
pending on the calorimeter section, the crosstalk can amount to several percent, with the highest
crosstalk of 4-7% in the EM calorimeter within the first layer. The second and third layers have a
crosstalk of∼1%. These are within the specifications and will not adversely affect the energy reso-
lution. More information about how the reconstruction takes crosstalk in the detector into account
can be found in the references [15].

6. Time measurement

As described in Section 2, along with the energy calculation, the time of the energy deposition
is also computed for every channel with energy above a specified threshold. The LAr timing
measurement is important for several reasons. Good understanding of the timing helps distinguish
between energy deposits resulting from the triggered beam crossing and those from neighboring
bunch crossings. The longitudinal segmentation and timing can also be used together to identify
non-pointing photons [19].
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Timing Resolution:

✤ Timing jitter per front end board < 20 ps 
(measured during production)

✤ Measured jitter dominated by calibration 
board TTCrx chip (~70 ps); 
expected to be lower during LHC collisions

~275 μb-1
Timing Alignment:

✤ Adjustments can be made by:
✤ setting the delay per 128-channel front 

end board (applied based on first 
collision data) 

✤ adjusting the phase of the optimal 
filtering coefficients for each channel 
(in preparation)

✤ Goal: 100 ps (current resolution: ~1 ns)
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Figure 12. Jitter for the EMEC for calibration runs. As explained in more detail in the text, the jitter for data
taken from LHC collisions will be less than for calibration runs.

translates to better timing resolution for the readout of LAr ionization signals (where the calibration
board is not involved). During production qualification, the jitter of each FEB was measured [6]
and was required to be less than 20 ps. Typical values are 10 ps or less.

6.2 Time uniformity

The FEB is designed such that one overall time offset per FEB can be programmed. This allows
the sampling phase to be adjusted in order to, for example, place a sample near the expected peak
of the shaped calorimeter signals.

The relative timing of the ionization signals in various calorimeter channels can be predicted
from the timing information measured in calibration runs by applying corrections for effects such
as the time-of-flight of the particles from the collision point and various cable lengths. As detailed
in Reference [23], such an analysis has been performed and compared with the timing results as
obtained from cosmic ray data and first beam events. The agreement between the prediction and
the measurements is within±2 ns in the EM and HEC calorimeters, and within±5 ns for the FCal.
With first collisions, the timing of illuminated cells has been verified at the level of ±1 ns.

7. Performance of the Back End electronics

The LAr Back End (BE) system [5] is responsible for communicating with the FE crates, receiving,
monitoring and digitally processing the calorimeter data from the FEBs, as well as communicating
with the ATLAS trigger system.

The main component of the BE system is the ROD, which receives signals from the FEBs over
approximately 70 m optical fibers. A ROD is connected to up to 8 FEBs, processing a maximum of
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Figure 2. In this schematic block diagram of the FEB architecture, the data flow is shown for four of the
128 channels per board. The data comes from the detectors on the top left. The analog sums exit on the
bottom left through the Layer Sum Boards (LSBs) while the digital results are transmitted to the next level
of processing through optical transmitters (OTxs) on the right. If these were HEC channels, the preamps
would be replaced by preshapers, as described in the text.

the long tail from the detector response, while the two integrations limit the bandwidth in order to
reduce the noise.

The shaped signals are sampled at the LHC bunch crossing frequency of 40 MHz by switched-
capacitor array (SCA) analog pipeline chips. The SCAs store the signals in analog form during the
L1 trigger latency. For events accepted by the L1 trigger, typically five samples per channel are read
out from the SCA and digitized using a 12-bit Analog to Digital Converter (ADC). To optimize the
precision of the energy measurement, the Gain Selector chips (GSEL) choose for each channel, in
each event, which of the three gains to use, based on the value of the peak sample in the medium
gain compared to two reference thresholds. The FEBs can also be configured to read out one or
more fixed gains, a feature that is used for certain calibration runs. The digitized data are formatted,
multiplexed, serialized, and then transmitted optically from each FEB to the corresponding ROD
of the BE electronics.

The RODs, described in more detail in Section 7, perform digital processing of the samples
for each channel to produce optimized measures of the energy. For channels passing an energy
threshold, the time of the deposition and a “quality factor” are also calculated. For those channels
passing a second (higher) threshold, the values of the raw samples are also written out, in addition
to the results of the processing, to allow additional checks to be performed offline for large energy
deposits. The quality factor, defined more precisely in Section 7, quantifies whether pulses match
expectations or whether they may be mismeasured, for example from waveform distortions pro-
duced by energy depositions in neighboring bunch crossings, a phenomenon known as “pile-up”.

During development of the electronics, a partial FE system test was performed at Brookhaven
National Laboratory (BNL) in 2004 using final prototypes of the various FE boards. Several con-
figurations were tested, the largest of which corresponded to the setup required to read out one
“half-crate” of the EMB (including 14 FEBs, one calibration board, and the associated trigger and
control boards). This configuration included 1792 readout channels, corresponding to ≈1.6% of
the channels in the entire EMB, or ≈0.9% of the total LAr calorimeter system. The purpose of the
BNL test was to verify that the overall FE system met the required performance specifications, be-
fore launching production of the various boards. A similar partial system test of the BE electronics
was performed at CERN in 2004.
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Current front end design complexities / limitations:
✤ 11 application-specific integrated circuits (ASICs), some technologies obsolete
→ prevents component-level upgrade

✤ qualified for 10 years of LHC operation
✤ limited #spares (~6%)
✤ L1 trigger rate ≤ 100 kHz, latency ≤ 2.5 μs
→ super-LHC luminosities (up to 1035 cm-2s-1) challenging

✤ analog summing limits L1 trigger sums to dη × dϕ  = 0.1 × 0.1 grid
→ investigating more flexible, smaller granularity trigger sums

✤ consecutive L1 triggers must be spaced > 125 ns apart
→ difficult to handle bunch trains with shorter spacing
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✤ Proposed Design: “free-running” architecture (L1 pipeline moved off-detector)
 

✤ challenges:
✤ digitization at 40 MHz 

(each bunch crossing) 
→ need faster optical links (~100 Gbps/board) 

✤ modern technology requires lower voltages (difficult to 
maintain req’d dynamic range & stringent noise performance)

✤ critical rad-hard components: analog front end, ADC, 
optical link, and power supply

✤ R&D ongoing: e.g., IBM SiGe Quad Preamp/Shaper ASIC
✤ Preamp: based on current low noise line-terminating design
✤ Shaper: 16-bit dynamic range with 2 gain settings, low power consumption
✤ testing completed on hand-wired prototype (all measurements as expected)

➡ will also explore other SiGe technologies and feasibility of CMOS-only design

Electronic Readout: Outlook
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Proposed Front-end Architecture

FEB “strawman” architecture 
keeps many options open
• Shaping and gain settings
• Analog vs. digital pipeline
• On/off detector pipeline
• Analog vs. digital gain selector
• Possibly provide analog trigger 

sums to decouple potential trigger 
upgrade

05/11/2010 H. Chen - ATLAS LAr Electronics Upgrade 6

FEB upgrade propagates to 
other boards
• Digitization at each bunching 

crossing, data rate is 
~100Gbps/board

• Higher speed, higher radiation 
resistance optical link

• LV power supplies
• Back-end electronics
• Possibly interface to L1calo digitally

Analog Front-end R&D

05/11/2010 H. Chen - ATLAS LAr Electronics Upgrade 7 Preamp BlockShaper Block

Design of a quad preamp+shaper ASIC in IBM SiGe 8WL
Preamplifier: based on low noise line-terminating 
preamplifier circuit topology used presently
• High breakdown devices allow for higher swing to 

accommodate full 16-bit dynamic range
• En ~ 0.26nV/
• ENI = 73nA RMS (included 2nd stage and for Cd = 1nF)
• Ptot = 42mW

Shaper
• En ~ 2.4nV/
• 16-bit dynamic range with two gain settings
• Low power consumption: 130mW (combined 1X, 10X channels)
• Uniformity: better than 5%
• INL: < 0.1%
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✤ The current LAr calorimeter electronics meets or exceeds the required performance
✤ the readout performs over a wide dynamic range (and can be calibrated); 

the calibrations show excellent stability over 6-month periods 
✤ the DSP calculations have been optimized and validated, and the processing time 

meets the specification for the maximum L1 trigger rates
✤ the coherent noise per channel is very low (~2−3% of the total noise)
✤ pulses can be reconstructed with a precision that exceeds the intrinsic energy 

resolution of the calorimeters
✤ front end board timing has been commissioned to ~1 ns with early 7 TeV collisions; 

we expect to achieve a resolution of 100 ps

Summary & Outlook
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✤ The current LAr calorimeter electronics meets or exceeds the required performance
✤ the readout performs over a wide dynamic range (and can be calibrated); 

the calibrations show excellent stability over 6-month periods 
✤ the DSP calculations have been optimized and validated, and the processing time 

meets the specification for the maximum L1 trigger rates
✤ the coherent noise per channel is very low (~2−3% of the total noise)
✤ pulses can be reconstructed with a precision that exceeds the intrinsic energy 

resolution of the calorimeters
✤ front end board timing has been commissioned to ~1 ns with early 7 TeV collisions; 

we expect to achieve a resolution of 100 ps
✤ After 10 years of operation and with the sLHC expected radiation level, an upgrade to 

the front end electronics will be necessary
✤ this provides an opportunity to modernize components and revise the architecture
✤ R&D is progressing on new ASIC designs, radiation-hard optical links, a high-

speed FPGA processing unit for the back end electronics, and a new power supply 
distribution scheme

Summary & Outlook
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