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Abstract

New data on the production of charged kaons in p+p intemastéwe presented. The data
come from a sample of 4.8 million inelastic events obtainétth the NA49 detector at
the CERN SPS at 158 GeV/c beam momentum. The kaons are idértifienergy loss
in a large TPC tracking system. Inclusive invariant crosgisaes are obtained in inter-
vals from 0to 1.7 GeV/c in transverse momentum and from 03arOFeynman x. Using
these data as a reference, a new evaluation of the energgdiapm of kaon production,
including neutral kaons, is conducted over a range from 3 @egd4p collider energies.



1 Introduction

Following the detailed investigation of inclusive pion drfd baryon([2] production in
p+p interactions, the present paper concentrates on ttig steharged kaons. It thus completes
a series of publications aimed at the exploration of finakstadrons in p+p collisions by using
a new set of high precision data from the NA49 detector at tARR SPS[[3]. The data have
been obtained at a beam momentum of 158 GeV/c corresponaliagénter-of-mass system
(cms) energy of 17.2 GeV. This matches the highest momentmmycleon obtainable with
lead beams at the SPS, permitting the direct comparisoreaiettary and nuclear reactions.
In addition, the chosen cms energy marks, concerning kaodugtion, the transition from
threshold-dominated effects with stroaglependences to the more gentle approach to higher
energies where scaling concepts become worth investgaiin the other hand the character-
istic differences between Kand K~ production which are directly related to the underlying
production mechanisms, as for instance associate kaoethywersus KK pair production,
are still well developed at SPS energy. They are manifestarstrong evolution of the KK~
ratio as a function of the kinematic variables. One of thesaghthis paper is in addition the
attempt to put the available results from other experimenésperspective with the present data
in order to come to a quantitative evaluation of the expenitalesituation.

A critical assessment of the completelependence of kaon production seems the more
indicated as its evolution in heavy ion interactions, egdlcin relation to pions, is promul-
gated since about two decades as a signature of "new” phlygitige creation of a deconfined
state of matter in these interactions. As all claims of trature have to rely completely on
a comparison with elementary collisions, the detailed winfdthe behaviour of kaon produc-
tion in p+p reactions from threshold up to RHIC and collideergies should be regarded as
a necessity in particular as the last global evaluation isf tiype dates back by more than 30
years[[4]. A complete coverage of phase space, as far as aacmp of different experiments
Is concerned, is made possible in this paper, as comparadrne d] and baryons [2], by the
fact that there is no concern about feed-down correctiams fiveak hyperon decays, with the
exception of) decay which is negligible for all practical purposes.

This paper is arranged in the same fashion as the precedbiggions [1] 2]. A sum-
mary of the phase space coverage of the available data frbaer ekperiments in Sedt] 2 is
followed by a short presentation of the NA49 experimentaitseptance coverage and the cor-
responding binning scheme in Sddt. 3. Sedtion 4 gives deataithe particle identification via
energy loss measurement as they are specific to the problkaoofyield extraction. The eval-
uation of the inclusive cross sections and of the necessargations is described in Seff. 5,
followed by the data presentation including a detailed diat@rpolation scheme in Sedfl 6.
K*/K~, K/m and K/baryon ratios are presented in SECt. 7. A first step t@f damparison with
data in the SPS/Fermilab energy range is taken in Sect. 8ioB& deals with the data inte-
grated over transverse momentum and the total measuredykads. The data comparison is
extended, in a second step, over the range fygm- 3 to ISR, RHIC and pp collider energies
in Sect[I0D. Section11 concentrates on an evaluatiorfofi&lds in relation to charged kaons
and on a discussion of total kaon multiplicities as a functd/s. A comment on the influ-
ence of resonance decay on the observed patterns afds dependence is given in Selct] 12.
In Sect[ 1B a global overview of charged and neutral kaordgiak they result from the study
of s-dependence in this paper is presented, both fopthiategrated invariant yields at, = 0
and for the total kaon multiplicities. A summary of resultslaconclusion is given in Se¢t.]14.
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2 The experimental situation

This paper considers the double differential inclusivessrgections of identified charged
kaons,

d*c
drpdp%’

as a function of the phase space variables defined as trassvementumy and reduced
longitudinal momentum

(1)

pL
wherep, denotes the longitudinal momentum component in the cms.

If the phase space coverage of the existing data has beemgbdye incomplete and
partially incompatible for pion and baryon production iretpreceding publications|[1, 2], the
situation is even more unsatisfactory for charged kaons.idewange of data covering essen-
tially the complete energy range from kaon threshold viaRieand AGS up to the ISR and
RHIC energy has been considered here. One advantage coacéne data comparison for
kaons is the absence of feed-down from weak decays with tepéion of(2~ decay which can
be safely neglected at least up to ISR energies. An overvidivecavailable data sets is given
in Fig.[ for K* and Fig[2 for K in thex /pr plane.
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Figure 1: Phase space coverage of the existinglita: a) Cosmotron/PPAl|5, 6], b) PS/AGS
[7410], c) Serpukhov [11], d) SPS/Fermilab[12+-14], e) 13B-f22], f) RHIC [23-30], g) NA49

The sub-panels a) through g) show successively the enarggsaf the Cosmotron/PPA
[516], PS/AGSI[Y=10], Serpukhoy [11], SPS/Fermilab [12-12R [15+22] and RHIC[23—-30]
accelerators in comparison to the new data from NA49. Thecdggaof data in the important
intermediate energy range arougd ~ 10 GeV and the general lack of coverage in the low-

pr and low= - regions are clearly visible. The coverage of the NA49 daigs.Elg and 2g, is
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Figure 2: Phase space coverage of the existinglita: a) Cosmotron/PPA, b) PS/AGSI[7+10],
c) Serpukhovi[11], d) SPS/Fermilgb [12+14], e) ISR [1BE0722], f) RHIC [23£30], g) NA49

essentially only limited by counting statistics towardgtp, and by limitations concerning
particle identification towards highy, in particular for K, see Sect.]4 below.

The task of establishing data consistency over the wideeafiggnergies considered
here is a particularly ardent one for kaons, as will be shawthé data comparison, see Selcts. 8
and_10 below. This concerns especially any attempt at ésiiinj total integrated yields where
the existing efforts evidently suffer from a gross undeireation of systematic errors. Their
relation to the total yields of K which are established with considerably higher reliapilip
to SPS/Fermilab energies as well as their eventual congravisth strangeness production in
nuclear collisions should therefore be critically recaiesed.

3 The NA49 experiment, acceptance coverage and binning

The basic features of the NA49 detectors have been desdnlokdail in [1-+3]. The top
view shown in Fig[ B recalls the main components.

The beam is a secondary hadron beam produced by 450 GeV/argnprotons imping-
ing on a 10 cm long Be target. It is defined by a CEDAR Cerenkamnter, several scintillation
counters (S1, S2, V0) and a set of high precision proporticnambers (BPD1-3). The hydro-
gen target is placed in front of two superconducting Mag€é®X1 and VTX2). Four large
volume Time Projection Chambers (VTPC1 and VTPC2 insidethgnetic fields, MTPCL and
MTPCR downstream of the magnets) provide for charged pariiacking and identification.
A smaller Time Projection Chamber (GTPC) placed betweenwlemagnets together with
two Multiwire Proportional Chambers (VPC1 and VPC?2) in fand direction allows tracking
in the high momentum region through the gaps between theipahtrack detectors. A Ring
Calorimeter (RCal) closes the detector setup 18 m downstaddhe target.

The phase space region accessible to kaon detection istiafigeanly limited by the
available number of 4.6 M inelastic events. It spans a rafgamsverse momenta between 0.05
and 1.7 GeV/c for K and K~ and Feynman: » between 0 and 0.5 for K For K* a limitation
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Figure 3: NA49 detector layout and real tracks of a typicabmenultiplicity p+p event. The
open circles are the points registered in the TPC'’s, theeddibes are the interpolated trajec-
tories between the track segments and the extrapolaticietevent vertex in the Litarget.
The beam and trigger definition counters are presented imgat

to zr < 0.4 is imposed by the constraints on particle identificatimtussed in Sedtl 4 below.

These kinematical regions are subdivided into bins inath& plane which vary ac-
cording to the measured particle yields, effects of finite Wwidths being corrected for in the
evaluation of the inclusive cross sections (Sect. 5). Theltg binning schemes are shown in
Fig.[4 also indicating different ranges of the correspogditatistical errors.
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Figure 4: Binning schemes in- andpr for a) K and b) K™ together with information on the

statistical errors



4 Particle identification

The identification of kaons by their ionization energy las#hie gas of the TPC detector
system meets with specific problems if compared to pion [H baryon [2] selection. This
specificity has several reasons:

— Corresponding to the momentum range of the NA49 data theation energy loss has

to be determined in the region of the relativistic rise of émergy deposit, with the kaon

energy loss positioned in between the one for baryons anpidois.

— The relative distance idF /dx between the different particle species is small and varies
from only 4.5 to 7% for kaons with respect to protons and frabté 14% with respect

to pions, over ther range of the present data, with an rms width of the energy loss

distributions of typically 3%. This creates an appreciaterlap problem over most of

the phase space investigated.

— High precision in the determination of the absolute positsd the mean truncated en-
ergy loss per particle species and of the correspondingwidttherefore mandatory.

— The relative production yield of kaons is generally smallcaspared to pions, with

K/7 ratios on the level of 5—-30% for Kand 5-20% for K. In addition, for K' the fast

decrease of the K/p ratio from typically 1 atz» = 0 to less than 5% at; = 0.4 finally

imposes a limit on the applicability ofF /dx identification towards high  values.

This general situation may be visualized by looking at a t®optypical dE /dx distri-
butions for different: » regions as shown in Figl 5.
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Figure 5:dF/dz distributions for K" and K~ bins atz = 0.05,p = 0.4 GeV/c and: - = 0.25,
pr = 0.4 GeV/c superimposed with results of the fitted distiitrug

As already described in [2] a considerable effort has beeesited into the improved
control of the analog response of the detector. Severattspad results of this work, in partic-
ular as far as kaon identification is concerned, will be dised in the following sub-sections.
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4.1  Non-Gaussian shape of thd E /dx distributions

Due to the small Kf and K/p ratios mentioned above, the precise descriptiomef t
tails of the energy loss distributions of the dominant gégtspecies becomes important. The
extraction of kaon yields becomes indeed sensitive to sdeaflations in the upper tail of the
proton and in the lower tail of the pion distributions for thgtreme yield ratios mentioned
above, as is also apparent from the examples shown inlFigehtial asymmetries with respect
to the generally assumed Gaussian shape of the energy Kigbutions have therefore to be
carefully investigated as they will influence both the fitezhtral position and the extracted
yields of the kaons. A detailed study of the shape ofdhégdx distributions has therefore been
performed both experimentally and by analytical calcolati

By selecting long tracks in the NA49 TPC system which pashk babugh the VTPC
and the MTPC detectors one may use the energy deposit in dhe dPC’s to sharply select
a specific particle type of high yield, for instance pions mtpns. ThedE/dx deposit in the
other TPC will then allow a precise shape determination. angple is shown in Fid.]6 for the
selection of pions at» =0.02 anthr = 0.3 GeV/c inthe VTPC. The corresponding distribution
of the truncated mean for 90 samples in the MTPC is presemntdtg. [6a together with a
Gaussian fit.
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Figure 6: a) Conventional Gaussian fit of the MTRE/dx distribution, for tracks with pion
selection using the VTP@E/dx; b) Ratio of data and fit function

The small but very evident skewness of the truncated energy distribution is ex-
pressed in Fig.16b by the ratio of the experimental data to as€an fit. This ratio may be
described by a cubic polynomial form with one normalizatparameterZ, shown as the full
line in Fig.[8b.

(Data)/(Gaussiah~ 1 + Z(g* — 3¢), (3)

whereyg is the distance from the mean of thé&'/dx distribution, normalized to the rms of the

Gaussian fit,
=3 [5)-()



The parametef is related to the number of measured poifXs, on each track, and the
centrald E /dx value by the relation

dE\"
7 = 2N P [ — 5
2wy () ®
with g and~y experimentally determined to 05 [1] and &.@.2, respectively. Together with the
relation:
o dEN\®
=g NP = 6
(dE/dr) ~ 7" (da;) ’ ©)

assumingy =~ which is a safe assumption regarding the sizeable erromeinl&iermination of
v, 2o IS Obtained as

zo = 0.215 £ 0.02 for the VTPC

7
2o =0.21 £0.02 for the MTPC. (7)

A Monte Carlo simulation based on the Photon AbsorptionZation (PAI) model[[31]
confirmed these results, demonstrating that the shapetibstcs indeed a remnant of the basi-
cally asymmetric Landau distribution of ionization enelgss.

4.2 Position and width of the energy loss distributions

Particle identification proceeds, in each defined bin of plsasice, via &2 optimization
procedure between the measured energy loss distributi@mhfoar single particlel £ /dx dis-
tributions of known shape but a priori unknown positions amndkths for electrons, pions, kaons
and protons, respectively. Due to the generally small imacdf electrons and their position in
the density plateau of the energy loss function, and duegtériown dependence of thié’ /dx
resolution on thelF /dx value for each particle species [1], (Eq. 6), the problenuces in
practice to the determination of eight quantities: thresohiltte positions of the energy loss of
7, K, p, one width parameter and four yield values which cquroesl to the particle cross sec-
tions to be determined. If the fit of the pre-dominant pagtispecies like pions and protons in
general presents no problems, the situation is more drfcahe kaons. Here it is in principle
the central kaon position and the overall rms width of di#&/dx distributions which are liable
to create systematic yield variations. In the ideal cased#tector response should reproduce
exact scaling in the/m variable as implied by the Bethe-Bloch function of ionipatienergy
loss (BB), withp the lab momentum anab the particle mass. As shown inl [1-3] this scaling is
fulfilled for pions and protons in the NA49 detector on the qgocent level. The precision of
thed E'/dx fitting procedure allows for a quantification of the remnaexidtionss with respect
to the Bethe-Bloch parametrization as a function: gfandp

O(zp,pr) = %(JTF,Z?T) — BB (8)
in units of minimum ionization (MIP), wheréE /dx is the mean truncated energy loss [1]. This
is presented in Fid.] 7 for the mean deviationtdfand protons.
The observed deviations are due to residual errors in thieratibn of the detector re-
sponse and in the transformation between the Bethe-Blodmprizations of the different
gases used in the VTPC and MTPC detectors [3]. They stay iergebelow the level of

+0.005. The fitted shifts of the kaon position, as charaatérizy their difference to the pion

7



-0.005~ -
L ‘ L
0 0.5 1 1.5
P, [GeVIc]

Figure 7: Mean deviatiofy,.+ ,,), in units of minimum ionization, of ~ and protoniE /dx with
respect to the Bethe-Bloch parametrization as a functign-dbr different values of: -

positiondx — d,, are shown in Fid.18 as a function of and averaged overr, the error bars
representing the rms deviation of the averages.
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Figure 8: Mean deviations in units of minimum ionization ¢fka” and b) K~ with respect to
the pion positiondx+ — J,+) as a function ofr, averaged overr

Evidently the measured positions fall well within the margf +£0.005 in units of min-
imum ionization as obtained for pions and protons. The sintyl, within errors, between the
results for K- and K~ indicates systematic detector response effects as theigarsource of
the measured deviations.

The fitted rms widths of thé £//dx distributions, characterized by their relative devia-
tion from the calculated expectation value (Eh. 6 above),stwown in Figl B as a function of
xr, after averaging oves.

The results show that the predicted widths are reproducdid an accuracy within a
few percent of the expected values, with a slight systemgveards trend as a function of-
closely similar for K- and K.
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4.3 Estimation of systematic errors

The dependence of the fitted kaon yields on the four paramebentioned above,
namely the positions of pions, kaons, protons, and theivelains width of the fits, has been
studied in detail. It appears that only two of these pararseiee liable to produce noticeable
systematic effects. These are the kaon position and the rdik.\By enforcing a range of fixed
values of these parameters, their influence on the extracfickaon yields may be obtained.
This is demonstrated in Fig. 10 for the dependence on kaaitiggoand in Fig[ 11 for the de-
pendence on the relative rms width, the error bars in eadhidiecating the rms size of ther
dependence.

slope of the yield variation [%/0.001]

0.1 0.2 0.3 0.4

L —
o~

Figure 10: Slope of the yield variation given in % per assutkaoh shift of 0.001 for K and
K~ as a function of: -, averaged ovepr

Several aspects of this study are noteworthy:

— As far as the influence of the kaon position uncertainty isceomed, and taking into
account the size of the measured deviations from pions astds and their rms fluc-
tuation (see Fid.18) the related errors stay on the levelsd than 1% up tar = 0.2.
Above this value the K yield reacts very critically on the fitted position. This aated
to the proton yield which becomes rapidly overwhelming toygehighz .

— Concerning the rms width the situation is somewhat morecetiespecially for K.
Here, allowing for a systematic error of about 0.5% in theedittelative rms, Fid.]9,

9
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Figure 11: Slope of the yield variation given in % per assurieahge ofr, of 0.005 for K"
and K~ as a function of: -, averaged ovepr

the corresponding yield error reaches values of about 2% &t 0.2 and about 10% at
xr = 0.4. This is again measuring the influence of the large prétaction. For K" on
the other hand, the systematic error stays below the 2% fevé¢he wholez region
investigated.

The systematic errors estimated here have been includée iartor estimation in Ta-
ble[d.

4.4 Fit stability and x x limit for kaon yield extraction

The fitting procedure described above results in stableegatar all eight parameters
involved forz - values below about 0.25 forKand below 0.3 for K. This is to be understood
in the sense that thg? optimization procedure converges to a well-defined minimiarall
variables with reasonable values for the ratio@éfover the degrees of freedom. For higher
values the fits tend to become unstable in the sense thaincestgables tend to "run away”
into unphysical configurations. In the present case of etitra of kaon yields this concerns
basically only the kaon position in thé¥ /dx variable and the rms width parameter of the
energy loss distributions, as the pion and proton positayesalways well constrained even in
the critical regions of phase space. The problem is of catweeected to the high sensitivity of
the extracted kaon yield on these two parameters in reladidine small K& and K/p ratios as
discussed in the preceding section.

As the evolution of both the kaon position and the rms widtthwhe phase space
variablesr» andp; shows no indication of any rapid variation up to the limitditiing stability,
and as indeed the geometrical configuration of the trackisanTPC detectors shows a smooth
and slow dependence on the track momenta in the regions w@ttat has been decided to
extend ther range up to 0.4 for K and to 0.5 for K by imposing constraints on the two
critical parameters. This is realized by constraining therkposition to fixed values with respect
to the pions, as indicated by the extrapolated lines in[Eign8 by also fixing the rms widths to
the values following from the smooth extrapolation indézhin Fig[9. The expected statistical
error margins, allowing for reasonable values for the utageties in the quantities concerned,
see Figd, 10 arld 11, have been added in quadrature to trstisthgrrors.
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4.5 Estimation of statistical errors

It has been shown in[2] that the estimation of the statiséizar of the extracted particle
yields has to take into account the dependence of the fittreaudll parameters fitted via the
covariance matrix. This means that the inverse square rothteopredicted numbers of each
particle species is only a first approximation to the relattatistical error. The fluctuations
of the fitted particle positions discussed above and theitrdmtions to the error of the yield
parameters are intercorrelated with the particle ratiod aith the relative distances of the
energy deposits in théFE /dx variable. The method outlined in![2] has been applied to all
extracted kaon yields and results in the statistical emated in the data tables, Sédt. 6 below.
The ratio R« between the full statistical error and the inverse squact ob the extracted
yields is a sensitive indicator of the fluctuations inheiarthe fitting method itself. It can vary
drastically over phase space according to the correlatidmtive particle ratios and the relative
positions with respect to the Bethe-Bloch function. Thiwisble in the distributions of the
ratio R« defined above and shown in Figl 12 for Kind K~ in two different regions ofc .

0 L L B I i B L T
2 L a) x.<02 ] [ b) x.<0.2 ]
S 10+ mean = 1.39 K* 4 15F mean = 1.17 K -
Ll 1 : :
i 0.2<x.<025 0] 0.2<x.<0.25]
5l ~ mean =2.11 | : mean = 1.49 |
5, -

0 0 P

stat stat

Figure 12:Rgta = astaJ(l/\/N) for the binsz < 0.2 (solid line) and 0.X x > 0.25 (dashed
line); a) Kt and b) K

Rsiatis in general bigger for K than for K~ due to the large @/ratio. In both cases the
forward bins inz show a strong increase R Which indicates the approach to the limit of
stability of the fit procedure in particular forK In the higherz bins,zr = 0.3 andzr = 0.4
the constraints imposed on some fit parameters, Sect. vhid o course also the range of the
possible statistical fluctuations. Here, the problem hasetdracked by the evaluation of the
corresponding systematic errors.

5 Evaluation of invariant cross sections and corrections

The experimental evaluation of the invariant cross section

Ao
f(xp,pr) = E(zF, pr) - d—pg(xF7pT) 9)
follows the methods described [ [1]. This includes the &ldsmormalization via the measured
trigger cross section of 28.23 mb and the number of evenggnating from the liquid hydrogen
target. The trigger is defined by a system of scintillationrters and proportional chambers on
the incoming beam plus a downstream scintillator vetoingrimberacting beam patrticles.
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51 Empty target correction

Due to the small empty/full target ratio of 9% and the largaction of zero prong
events in the empty target sample, the empty target cotiwibumay be treated as a small
correction as argued inl[1]. This correction is, within thatistical errors, equal for Kand K~
and independent gm- andz . It is compatible with the one given for pioris [1] and prot¢2ls
and is presented in Fig. 113 as a functioncef

1.08[
1.06 .
1.04:* | ‘ ‘ T 7]

1.02F | .

factor for ET correction

1 )

0.981 b L

Figure 13: Empty target correction for'kand K~ as a function of:, averaged oves;

5.2  Trigger bias correction

This correction is necessitated by the interaction triggleich uses a small scintillator
placed between the two magnets (S4 in Elg. 3) in anti-coaraié with the beam signal. This
trigger vetoes events with fast forward particles and thgreecessitates a trigger bias correction
which can in principle depend both on particle type and orkithematic variables. As described
in detail in [1] the correction is quantified experimentddly increasing the diameter of the S4
veto counter off-line and extrapolating the observed ckangross sections to diameter zero.
For the case of kaons, the correction turns out to be withisreindependent opy and similar
for KT and K. Its z dependence is shown in Fig.]114.

8|“‘\“‘7’|“‘\“‘|
p+tp - K’

L2

trig. bias corr. [%]
=k

Figure 14: Trigger bias correction as a functionwgffor a) K™ and b) K. The lines correspond
to the parametrization of the correction
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5.3  Re-interaction in the target

This correction has been evaluated [1] using the PYTHIA egenerator. It ig; inde-
pendent within the available event statistics. Thedependence is shown in Fig.]15.

target re-interaction corr. [%]

o 02 04

Figure 15: Target re-interaction correction as a functibm 0

5.4  Absorption in the detector material

The correction for kaons interacting in the detector matetownstream of the target is
determined using the GEANT simulation of the NA49 detediking account of the K and
K~ inelastic cross sections in the mostly light nuclei (Airagtic foils, Ceramic rods). Due to
the non-homogeneous material distribution the correctloows some structure boths and
xp as presented in Fig. 116.

— 3 R .
St .o
- K’ K

(@]

© o p,=0.1GeVic

2] —

< - op, = 1.1 GeVic

o

©

Figure 16: Correction due to the absorption of produced kaarnthe downstream detector
material as a function of » for two p values. The lines are shown to guide the eye

5.5  Kaon weak decays

Due to their decay length of about 30 m at the lowest lab moumerstudied here, the
weak decay of kaons necessitates corrections of up to 7%ifdaions produced in the lowest
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measured:» range. Due to the higlp value of the decay channels and unlike the weak decay
of pions, the decay products are not reconstructed to tinegoyi vertex. This has been verified
by detailed eyescans using identified kaons with visibleagecsnside the TPC system. The
decay correction is therefore determined for those kaornisiwdecay before having passed the

necessary number of pad rows for reconstruction and ideatiéin. The resulting corrections
are presented in Fig. 117.

kaon decay correction [%]

Figure 17: Decay correction as a functionzgf at differentp, values. The lines are shown to
guide the eye

5.6  Binning correction

The effect of finite bin sizes on the extracted inclusive sections is determined using
the second derivatives of the- or p; distributions, as discussed in detaillin [1]. The assodiate
corrections are within the statistical errors equal fdr &d K. Examples are shown in Fig.]18
as a function ofr - at fixedp; and as a function gi; at fixedz .

4|xwxw[xwxw{xwxw[xwxw|x

2} p, = 0.4 GeVic

binning correction [%0]

[
oL KK

_V|\\\\\\\\\\\\\\\\\\\|\\A V\\\\\\\\\\\\\\|\\A
8O 01 02 03 04 0 0.5 1 15

Xg P, [GeVIc]

Figure 18: Binning correction, a) as a functionxgf for p = 0.4 GeV/c and b) as a function
of pr for z = 0.1. The crosses represent the corrections for fixed valtiés = 0.05 and

opr = 0.1 GeV/c, respectively, and the open circles give thesmbions for the used bin widths.
The lines are shown to guide the eye
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5.7  Systematic errors

The systematic errors of the extracted cross sections direedeby the uncertainties of
the normalization and correction procedures and by a daritdn from particle identification as
described in Sedi] 4. In particular the uncertainties dubaaorrections may be well estimated
from their distributions over all measured bins presente&ig.[19. The corresponding error
estimates are given in Tabile 1.

K+ K~ K+ K~
Normalization 1.5% 1.5% 1.5%
Tracking efficiency 0.5% 0.5% 0.5%
Particle identification 0.0% 4-12% 0-6%
Trigger bias 1.0% 1.0% 1.0%
Detector absorption
Kaon decay } 1.0% 1.0% 1.0%
Target re-interaction
Binning 0.5% 0.5% 0.5%
Total(upper limit) 45% | 85-16.5% 4.5-10.5%
Total(quadratic sum) 2.2% | 4.6-12.2% 2.2-6.4%

Table 1: Summary of systematic errors

The linear sum of these estimations gives an upper limit 6%¢.the quadratic sum
an effective error of 2.2% farr < 0.2. These values are close to the estimations obtained for
pions [1] and baryons [2]. In ther region above 0.25, however, the upper limit (quadratic sum)
can reach 16.5%(12.2%) for'*Kand 10.5%(6.4%) for K. The spread of the corrections over
all selected bins of phase space may be visualized if Fig.Hi&walso gives the distribution
of the sum of all corrections.

3 a) b) c) d)
=] 1501
T 200f { 100 1 2000 ]
1001
100f 1 501 4 1001
501
O 1 1 1 1 O 1 1 1 1 0 1 1 1 1 O 1 1 r 1 1
-20 -10 0 10 20
7)) T T T T T T T T T T _l T COI’I’ECtIOH [%]
g 300k e) 1 1 150 P 1 60r g)
c
)
200} 4 100p 4 401
100F 1 50f 1 201

02010 0 10 20 %0 10 0 10 20 %0 -0 0 10 20
correction [%] correction [%] correction [%)]

Figure 19: Distribution of correction for a) target re-irdetion, b) trigger bias, c) absorption in
detector material, d) kaon decay, e) empty target contohuf) binning, g) total correction
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6 Results on double differential cross sections
6.1 Data tables

The binning scheme described in Séct. 3 results in 158 datéspeach for K and K.
The corresponding cross sections are presented in Tabled[2. a

f(xr,pr), Af
pr\zp 0.0 0.01 0.025 0.05 0.075 0.1
0.05 278 7.23 2.73 5.30Q 3.174 2.83 2.797 3.33 2.438 3.54 2.169 4.47%
0.1 2.96 496 3.22 422 2.799 2271 2572 223 2.344 2.62 2.046 2.6]
0.15 256 6.29 253 5.10 2598 2.06 2.460 1.93 2.070 2.28 1.955 2.71
0.2 235 5.00 2.27 5.371 2.294 1.87 2.219 1.69 2.093 1.98 1.738 2.06
0.25 1.95 6.8Q 2.11 5.14 2.014 3.09 1904 1.73 1.789 1.94 1563 2.34
0.3 1.748 4.82 1.692 5,51 1.762 2.70 1.625 1.66 1517 1.92 1.395 1.86
0.4 1.289 3.62 1.232 4.22 1.224 2.5% 1.177 154 1.074 1.56 0.963 1.77
0.5 0.839 4.23 0.916 5.12 0.819 3.14 0.804 2.46 0.740 1.82 0.680 2.0(

0.6 | 0.530 3.8 0.539 3.67 0.539 3.1% 0.487 2.10 0.4462 2.09
0.7 | 0.371 4.47% 0.333 4.22 0.320 4.16 0.323 3.320.2760 2.73
0.8 | 0.241 5.33 0.216 5.32 0.215 5.09 0.1903 4.510.1812 3.9%
0.9 | 0.1412 6.75% 0.1358 6.630.1286 6.720.1357 5.340.1217 4.96
1.1 | 0.0580 6.25 0.0595 6.7%0.0498 6.76 0.0485 4.98
1.3 | 0.0231 8.04 0.0194 9.08 0.0184 8.03
1.5 | 0.0106 12.8 0.0092 12.7 0.00856 11.6
1.7 |0.00354 17.3 0.00291 13.8
pr\zp 0.125 0.15 0.2 0.25 0.3 0.4

0.05| 187 551 1.60 6.41
0.1 | 1.758 4.20 1.469 4.09 1.220 4.21 0.941 7.94 0.796 7.00 0.475 5.99
0.15 | 1.813 3.21 1.396 4.07
0.2 | 1.603 3.11 1.390 2.96 0.995 3.34 0.843 6.62 0.720 5.00 0.408 4.5¢
0.25 | 1.379 2.8% 1.313 3.44
0.3 | 1.243 2.7% 1.057 2.76 0.842 3.24 0.729 5.29 0.546 5.00 0.300 4.3§
04 | 0912 2.19 0.809 2.46 0.666 3.06 0.540 5.19 0.450 5.00 0.253 4.11
0.5 | 0.617 2.40 0.574 259 0.493 3.04 0.394 5.00 0.392 5.00 0.2014 4.1%
0.6 | 0410 2.82 0.385 2.96 0.339 3.64 0.269 4.22 0.208 6.00 0.1632 4.23
0.7 | 0.2593 3.520.2453 3.56 0.2046 4.350.1756 4.84 0.143 7.00 0.1042 4.9%
0.8 | 0.1709 4.970.1528 4.34 0.1340 5.010.1130 7.620.1040 8.0() 0.0583 7.14
0.9 | 0.1102 6.16 0.1019 5.5%0.0754 6.940.0753 8.230.0488 10.00.0372 8.47

11 0.0400 5.1%0.0339 6.8%0.0267 8.900.0200 11.0 0.0148 8.6%
1.3 0.0184 8.290.0143 9.770.0118 11.7 0.0091 14.00.00640 12.3
15 0.00458 18.50.0055 20.60.00437 16.70.00384 19.00.00165 23.0
1.7 0.00257 16.00.00232 23.20.00141 30.3

Table 2: Invariant cross sectiorf,(xr, pr), in mb/(GeV/c®) for KT in p+p collisions at
158 GeV/c beam momentum. The relative statistical ertdi§, are given in %, the transverse
momentunpr in GeV/c
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f(zr,pr), Af
pr\zF 0.0 0.01 0.025 0.05 0.075 0.1 0.125
0.05 1.90 6.0 2.04 5.04 2270 3.0% 1.911 347 1.530 4.29 1.294 5.22 1.089 6.03
0.1 2.153 4.2% 2.151 454 2.041 2.07 1.847 2.17 1540 2.92 1.234 2.84 1.081 4.37
0.15 1.93 543 1885 4.93 1.907 1.94 1.735 2.09 1.422 252 1.219 3.08 0.934 3.84
0.2 1.600 4.6% 1.683 5.19 1.717 1.69 1.501 1.74 1.333 2.26 1.067 2.22 0.842 3.6(
0.25 | 1.599 557 1.661 5.04 1.522 2.82 1.296 1.91 1.147 2.22 0.949 2.69 0.811 3.21
0.3 1.301 4.39 1.188 5.58 1.291 2.49 1.141 1.89 0.997 2.13 0.864 2.00 0.694 3.3(
0.4 0.909 3.51 0.907 4.41 0.905 2.3% 0.796 154 0.736 1.67 0.615 1.76 0.515 2.54
0.5 0.588 4.10 0.551 5.88 0.572 2.97 0.538 2.540.4751 2.020.4115 2.020.3734 2.62

0.6 | 0.380 4.39 0.378 3.45 0.357 3.14 0.3073 2.40 0.2709 2.310.2263 3.2]1
0.7 | 0.235 4.62 0.2374 4.1%0.2038 4.320.1779 4.060.1626 2.930.1546 3.54
0.8 | 0.1502 5.3% 0.1391 5.540.1356 5.34 0.1258 4.67 0.1055 4.2(00.0958 5.36
0.9 | 0.0910 7.1 0.0833 7.060.0770 6.93 0.0614 7.47 0.0687 5.290.0554 7.24
1.1 |0.0340 6.66 0.0303 7.230.0303 6.79 0.0245 5.6%
1.3 | 0.0113 9.68 0.0112 11.4 0.00758 8.00
1.5 |0.00435 15.4 0.00487 16.3 0.00341 15.9
1.7 |0.00211 18.8 0.00172 15.7
pr\zF 0.15 0.2 0.25 0.3 0.4 0.5

0.05 | 0.774 7.78
0.1 | 0.759 452 0.514 454 0.290 7.50 0.208 11.40.1318 7.140.0323 30.7
0.15 | 0.742 4.71
0.2 | 0.709 3.37 0478 3.24 0.299 6.11 0.217 7.77
0.25 | 0.647 3.9¢
0.3 | 0.597 3.00 0.381 3.15 0.243 5.46 0.183 7.46 0.0966 4.770.0226 11.0
0.4 | 0424 2.670.2623 3.63 0.212 5.06 0.1268 7.87
0.5 | 0.3022 2.900.2044 3.64 0.1415 5.880.0936 8.140.0389 5.840.0172 9.73
0.6 | 0.1900 3.360.1524 3.91 0.0957 6.0I 0.0706 8.41

0.7 | 0.1306 3.810.0921 4.86 0.0553 7.570.0445 9.76¢ 0.0165 7.64 0.0110 10.4
0.8 | 0.0780 4.800.0600 5.630.0381 8.890.0252 12.4
0.9 | 0.0480 5.980.0402 6.720.0257 9.77 0.0187 13.30.00878 9.260.00363 16.0
1.1 | 0.0191 6.320.01204 8.140.00875 10.80.00736 13.30.00246 16.20.00106 27.7
1.3 |0.00805 10.20.00578 10.50.00302 16.90.00163 27.80.00080 26.%
1.5 [0.00271 17.00.00198 18.50.00189 19.90.00110 31.4
1.7 0.00102 18.3 0.00054 30.3

Table 3: Invariant cross sectiorf,(xr, pr), in mb/(GeV/c®) for K~ in p+p collisions at
158 GeV/c beam momentum. The relative statistical errs, are given in %, the transverse
momentunpr in GeV/c
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6.2 Interpolation scheme

As in the preceding publications concerning p+p and p+Qaatgons [1, 2, 32] a two-
dimensional interpolation based on a multi-step recursigthod using eyeball fits has been
applied. The distribution of the differences of the meadyreints with respect to this interpo-
lation, divided by the given statistical error should be &€aan with mean zero and variance
unity if the interpolation is bias-free and if the estimatiof the statistical errors, see Séct.|4.5
above, is correct. The corresponding distributions shawig.[20 comply with this expecta-
tion.

O 251 T T ] 25T T T T T T ]
L2 [a 0=0.93 | [ b) o= 0.88
c i + mean = 0.04 ] i - mean = -0.06 ]
Yoo K 1 20 K - .
15f { 15f .
10 1 10f - .
51 1 5f .
O-I 1 1 1 I 1 1 1 I r L I 1 1 1 I 1 1 1 I-
-4 -2 0 2 4 -4 -2 0 2 4
NI f NN f

Figure 20: Difference\ between the measured invariant cross sections and thesporrding
interpolated values divided by the experimental uncetyain/ for a) Kt and b) K-

As to first order the 8 first neighbours and to the second the2drsd neighbours to each
data point contribute to the establishment of the intefjpmaa reduction of the local statistical
fluctuations of a factor of 3 to 4 may be expected. The authumefore advise to use the data
interpolation which is available under [33] for data compan and analysis purposes. On the
point-by-point level, the statistical error of the intelpied cross sections has been estimated as
the mean value of the statistical errors of each measured phis the 8 surrounding points in
thepr/xr plane, divided by the (conservative) factor of 2. The systitruncertainties are of
course not touched by this procedure, in addition they araastly non-local origin.

6.3  Dependence of invariant cross sections ot and pr

Shapes of the invariant cross sections as functiong @fndz are shown in Figg. 21
and[22 including the data interpolation presented aboverdier to clearly demonstrate the
shape evolution and to avoid overlap of plots and error ksarssequent, distributions have
been multiplied by factors of 0.5 (Fig.21).

6.4  Rapidity and transverse mass distributions

As in the preceding publications![1,2,32] data and inteapoh are also shown as func-
tions of rapidity at fixed7 in Fig.[23.
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Figure 21: Double differential invariant cross sectipfxr, pr) [mb/(Ge\#/c?)] as a function

of pr at fixedz for a) Kt and b) K~ produced in p+p collisions at 158 GeV/c beam momen-
tum. The distributions for different » values are successively scaled down by 0.5 for better
separation. The lines show the result of the data interioolaSect[ 6.2

19



"’f 10:| T T T T T T [T T T[T T[T
) + 4 F b -
(\; ) pp - K X ) pp - K X
(B) v p. = 0.05 GeV/c p. = 0.05 GeV/c
Q) I T 01 l I T 01 l
N 0.15 i | s 0.15
o) 0.2 0.2
= 0.25 0.25
— 0.3 L 0.3
ha 04 04
5 0.5
0.6
0.7

27*

10°F

PERPRROO00O
T~NOIWR 00o~NO
RPRPREROO

o
o
N
o
N
o
o
N
o
N

X, X,

Figure 22: Double differential invariant cross sectit -, pr) [mb/(Ge\?/c?)] as a function of

xp at fixedpr for a) Kt and b) K™ produced in p+p collisions at 158 GeV/c beam momentum.
The lines show the result of the data interpolation, $egt. 6.
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Figure 23: Double differential invariant cross sectifi r, pr) [mb/(GeV#/c?] as a function of
y at fixedpr for a) K™ and b) K produced in p+p collisions at 158 GeV/c beam momentum.
The lines show the result of the data interpolation, $egt. 6.
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Figure 24: Invariant cross section as a functiomof — my for a) Kt and b) K~ produced at
y = 0.0. The lines show the result of the data interpolationct.8&2

Transverse mass distributionsagt = y = 0, with my = /mg + p2, are presented in
Fig.[24 again including the data interpolation. The coroggfing dependence of the inverse
slopes of these distributions am;: — my is shown in Figl 25 together with the results from the
data interpolation. The local slope values are defined Betbuccessive data points.

K* and K~ show a similar behaviour of the inverse slope parameterswfaill from
values around 180 MeV at low —mx to a minimum of 150 MeV atv; —myx ~ 0.05 GeV/@

(pr ~ 0.220 GeV/c), see also results from ISR ([Eig. 74). They tiensteadily towards higher
mr and reach 180 MeV atr ~ 0.6 (0.9) GeV/c and 200 MeV atr ~ 1.0 (1.8) GeV/c for K
and K-, respectively. These trends resemble the ones observedfws [1].
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Figure 25: Local inverse slope of ther distribution as a function afir — my for a) Kt and
b) K—. The lines correspond to the data interpolation, $ect. 6.2

7 Particle ratios

The present data on charged kaon production offer, togethlrthe already available
pion [1] and baryon[2] cross sections with similar phasecsgaverage and precision, a unique
possibility to study particle ratios, in particular thewradution with transverse momentum and
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x . This section will therefore not only deal with™fK ~ but will also address K7 and K/baryon
ratios.

7.1 K*/K~ ratios
The ratio of the inclusive K and K= cross sections,

Ry+x- = f(KJr)/f(Ki) (10)

is shown in Fig[ 26 as a function af- at fixedp; and in Fig[ 2V as a function of; at fixed
values ofz .

p_=0.15 GeV/c
T

™ p, = 0.05 GeV/c

T T
p_ =0.25 GeV/c
-

RK*K‘

O Il Il Il Il Il Il Il Il
0 010203040 010203040 010203040 0102 03 04
Xe Xe Xe Xg

Figure 26:Ry+¢- as a function ofcr at fixedpr. The lines show the result of the data interpo-
lation, Sectl 6.2

In each panel the corresponding ratio of the data interjpolat Sect[ 6]2, is superim-
posed to the data points as a solid line. The basic featurdsealata may be described as a
steady increase QR+~ over the available:- range by about a factor of three (Fig.] 26) with
some structure visible at certain- andpr values. They;r dependence (Fig. 27) reveals a more
detailed evolution. The increase Bf-«- in the interval 0< p;r < 1.7 GeV/c which amounts
to about 60% at low - flattens out in ther range 0.1 — 0.2 to only 20% before it increases
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Figure 27:Ry+¢- as a function op at fixedz . The lines show the result of the data interpo-
lation, Sectl 612

again towards higher. This may be visualized in Fig. 28 where the ratios of therjae
lated cross sections are shown as a functiopydior severalr - values on an enlarged vertical
scale. Fig[ 28b gives an estimate of the statistical uniogytaf R+« - to be expected for data
interpolation, characterized by the hatched area aroumddiminal values.
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Figure 28: a)Ry+¢- for the data interpolation as a function pf for different xz; b) Error
bands expected for data interpolation
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7.2 K/ ratios

The K/r ratios shown here make use of the pion data and the corresypinterpolation

published in[[1]. The ratios of the invariant inclusive sa®ctions

Rt = f(KT)/f(77)
Ry = [(KT)/f ()

are presented in Figs.129[fol34.

Ry+.+ is shown in Fig[20 as a function pf. for fixed z and in Fig[30 as a function

of z for fixed pr.
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Figure 29:Ry+.+ as a function opr at fixedz . The lines show the result of the data interpo-

lation, Sectl 6]2
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Figure 30:Rx+,+ as a function ofc at fixedpr. The lines show the result of the data interpo-
lation, Sect[ 62

Here the salient features are the strong increase myitlwhich is rather independent
on zx and reaches values of about 6 relative to lewat 1.7 GeV/c, and the rather smalh
dependence with a slight increase at Ipwand a comparable small decrease in the high
region. These features are again shown in the composit@Eigihere thep; dependence of
Rg+,+ from the interpolated data is plotted for the full rangergfvalues.
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Figure 31:Rx+,+ as a function op for differentz

In Fig.[31 the "cross-over” point atr ~ 0.5-0.7 GeV/c where the full relative variation
of Ry+,+ with z is on the level of only 20% of the ratio, and the practicallyge! evolution
of Rx+ .+ with py for differentz - over a wide range of transverse momentum should be pointed
out.
Ry .- is shown in Fig[ 32 as a function pf- at fixedz and in Fig[3B as a function of
xp for fixed pr.
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Figure 32:R¢- .- as a function op at fixedx . The lines show the result of the data interpo-
lation, Sectl 62

Also for R¢-,.- a strong increase withy and the independence o for low pr fol-
lowed by a decrease withy at highpr are evident. This is visualized in the composite Eid. 34
where thep; dependence for severa}: values is plotted for the interpolated data values.

Again a "cross-over” point inpy with a practically completer independence, for
Rg- .- atpr ~ 0.3 GeV/c should be mentioned, together with the more proced decrease at
higherpr. A general remark concerns the lgw regions of Figd, 29, 31, 832 arid 134. The rapid
variation of the K ratios belowpr ~ 0.2 GeV/c with some minima atr ~ 0.15 GeV/c are
due to the structure of the™ and=r~ cross sections observed in this regibh [1]. This structure
is more pronounced fart than forr— and has been explained by resonance decay|[1, 34].
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Figure 33:Rx-,- as a function ofc at fixedp,. The lines show the result of the data interpo-
lation, Sectl 6.2
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Figure 34:R«-..- as a function op for differentz

7.3 K/baryon ratios

The K/baryon ratios shown below use the new data on protomatigbroton production
published in[[2]. The ratios of the invariant inclusive g@®ctions

(13)
(14)

Ryp=f(KT)/f(P)
Rg-5 = f(K)/f(P)

are presented in Figs.135[fal41.

Ry +p is shown in Figl3b as a function pf- for fixed 2 and in Fig[36 as a function of
xp for fixed pr.

Fig.[38 indicates a strong, rapidly decreasing €omponent at low; andzr < 0.15,
superimposed on an almagst independent contribution which shows a marked decreage wit
increasingr » but also a slight increase wigly atz > 0.2. This corresponds to the strong
dependence at lowr in Fig.[36 which flattens out rapidly with increasipg. The compos-
ite Fig.[37 joins these trends using the ratio of the datapaiations as a function qir for
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Figure 35:Rg+, as a function op at fixedz . The lines show the result of the data interpola-

tion, Sect[6.2

Xg=0.1 Xg =0.15

4

0 .

15F T T T T T T T

Xg=0.2 Xe =0.25 X:=0.3 Xe=0.4
1k

05 1 15 05 1 15 05 1 15 05 1 15

P, [GeVic] P, [GeVic] [ [GeVic] [ [GeVic]

T i
p, = 0.1 GeV/c

T N
p, = 0.3 GeV/c

T T T T
v p.=0.5 GeV/c p. =0.7 GeV/c
n: T T
4
1k [
L
3
0.5} ]
0 1 1 L
o 15[ T ully T ully T ulu T ]
m‘x ' p, = 0.9 GeV/c p, = 1.1 GeVic p, = 1.3 GeVic p, = 1.7 GeVic
1|
° \ \ \ NL}\
0 1 L 1 L 1 1 L 1 1 L 1
0 0.2 040 0.2 040 0.2 04 0 0.2 0.4
Xg Xg Xg Xg

Figure 36:Ry+, as a function of: - at fixedpz. The lines show the result of the data interpola-
tion, Sect[ 6.
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Figure 37: a)li+, for the data interpolation as a functionyef for differentz ; b) Error bands
expected for data interpolations
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R+, seems to converge towards high to anz independent value of about 0.4 —
0.5 as indicated in Fidg. 37 by the dashed extrapolated lioethe differentz values. This
is reminiscent of a similar behaviour for the(p) ratio pointed out in([2]. As the point of
convergence seems to lie closepto ~ 3 GeV/c it is tempting to use the available data at this
transverse momentum from differepts, although the detailed study of thedependence of
Rg+, is outside the scope of this work. The analysis of the exgstiata afpr = 3 GeV/c and
xr = 0 from Serpukhov energy [11] via Fermilab [12] to ISR[1552G-+22], Fig[ 38, shows
indeed consistency within errors with the value from theapolation shown above, indicating
at the same time the very stroaglependence of this particle ratio at high

8 2T T T T
L L

@

pT=SGeV/c ‘

15 =0 !

0.5?

0 20 40 60

\Is [GeV]

Figure 38:s-dependence aRy+, atpr = 3 GeV/c andrr = 0. The open circle corresponds to
the NA49 extrapolation, Fig. 37

It should be remarked here that the Fermilab data have beescted for a systematic
effect of 20% concerning the proton yields discussedlinfiz all ISR ratios by 10% to account
for the expected amount of proton feed-down from stranggdres.

Ry is shown in Figl 30 as a function pf- for fixed 2 and in Fig[40 as a function of
xp for fixed pr.

Figure 39:Ry - as a function opr at fixedzr. The lines show the result of the data interpola-

tion, Sect[6.2
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Figure 40:Ry - as a function of: - at fixedpr. The lines show the result of the data interpola-
tion, Sect[6.P

As for R+, the sizeableyr dependence at low flattens out at mediunzy, 0.15<
xr < 0.25, and re-appears towards = 0.4. Thexr dependence, Fig. 40, is very different from
the one offi+,,. There is no strong enhancement at low x5 being rather independent on
xp up toxyr ~ 0.3. Beyond this value the ratio increases rapidly towaedses between 5 and
6 at the maximum accessihte.. Fig.[41 shows these trends using the ratio of the interpdlat
data as a function qgf; for differentx .

0 0.5 1 15
P, [GeV/c] P, [GeVI/c]

Figure 41: a)R - for the data interpolation as a functionyaf for differentz ; b) Error bands
expected for data interpolations

The small structures described above are clearly visibigether with the strong in-
crease atr > 0.25 and a minimum at; values between 0.9 and 1.1 GeV/c.

8 Comparison to Fermilab data

In a first step of data comparison, the NA49 data will be coragap the existing,
double differential cross sections at neighbouring emsrgn order to control data consistency
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with only small necessary corrections fodependence. A wider range of comparisons ranging
from kaon threshold to RHIC and collider energies will befpened in Sect_10 below. For
the case of kaons all comparisons are facilitated by theramlesef feed-down corrections from
weak decays of strange patrticles.

8.1  The Brenner et al. data[13]

This experiment which has shown a good agreement on thedévké double differ-
ential cross sections for pions [1] and barydns [2], offéf=data points for K and 32 points
for K~ at the two beam momenta of 100 and 175 GeV/c. The averagstg@terrors of these
data are unfortunately rather large for the kaon samples, about 25% for K and 40% for
K~. This is shown in the error distributions of Fig.142, pandlard d). Although the/s values
at the two beam energies are, with 13.5 and 18.1 GeV, clodeetdlA49 energy, an upwards
correction of 8% (12%) at the lower energy and a downwardeection of -2% (-5%) at the
higher energy has been applied for land K-, respectively, see Se€t.]10 for a more detailed
discussion ok dependence.
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Figure 42: Statistical analysis of the difference betwdenrheasurements aof [13] and NA49
for Kt (upper three panels) and K(lower three panels): a) and d) error of the difference of
the measurements; b) and e) difference of the measurensgats] f) difference divided by the
error

The statistical analysis of the differences between thamzeet al. data and the interpo-
lated NA49 results is presented in Higl 42. Although thetnedadifferences, dominated by the
statistical errors of [13], are very sizeable, see panedmb)e), the differences normalized to the
given statistical errors, panels c) and f) show reasonajpleesnent between the two data sets,
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in particular for Kt where the normalized differences are centerel At = 0 with the expected
variance of unity. The K show a positive offset of 0.3 standard deviations whichesponds
to an average difference of 19%.

A visualization of the Brenner data with respect to the iptéated NA49 results and
their distribution in ther - andp variables is given in Fid. 43.
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Figure 43: Comparison of invariant cross section betweeAN@Anes) and measurements from
[13] at 100 (full circles) and 175 GeV/c (open circles) for lds a function of ap at fixedz
and b)x at fixedpr, and for K= as a function of cp; at fixedz and d)z at fixedpy. The
data were successively divided by 4 for better separation

Taking into account the comparison of all measured parsipkcies for the two experi-
ments[[1, 2] it may be stated that a rather satisfactory dhegaeement, within the limits of the
respective systematic and statistical errors, has beeonknated.
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8.2  The Johnson et al. data [14]

This experiment gives 40 data points for lind 50 points for K within the range of the
NA49 data obtained at 100, 200 and 400 GeV/c beam momentumoRwarison purposes the
data have been corrected to 158 GeV/c beam momentum usinglig@endence established in
Sect[10D below. The distribution of the relative statidteraors is shown in Fid._44 panel a) for
K* and panel d) for K, with mean values of 12% and 9%, respectively. This is suiistéy
below the errors of [13].
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Figure 44: Statistical analysis of the difference betwdenrheasurements dof [14] and NA49
for Kt (upper three panels) and K(lower three panels): a) and d) error of the difference of
the measurements; b) and e) difference of the measurensgats] f) difference divided by the
error

The statistical analysis of the differences with respe¢h&interpolated cross sections
of NA49 is also given in Fid..44 in terms of the distributiontbg relative difference\, panels
b),e) and of the difference normalized to the statisticedref /o, panels ¢) and f). Two main
features are apparent from this comparison: an upwardsaftabout 23% (10%) correspond-
ing to 2.5 (1.0) standard deviations and large fluctuatiarsesponding to 1.7 (3.0) standard
deviations for K" and K-, respectively. As similar observations have been madeitorsp1]
and baryons [2] one may state that a general offset of 10 — 28¥s to be present which is
compatible with the normalization uncertainty givenlin][TBhe fact that the proton data show
a smaller offset might be connected with thejrcoverage which is mostly at large negative
(low lab momenta). On the other hand, the underestimatiadh@point by point fluctuations
by a factor of 2 to 4 with respect to the claimed statisticabes;, for all particle species, has to
remain unresolved.
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The phase space distribution of the data of [14] is shown g¥dsi as a function aof
at fixed values opr in comparison with the interpolated NA49 cross sections.
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Figure 45: Comparison of invariant cross section betweeA%N@Anes) and measurements from
[14] at 100 (full circles), 200 (open circles) and 400 GeMidl(triangles) as a function af
at fixedpr for a) K™ and b) K*. The data were successively divided by 3 for better searati

8.3  The Antreasyan et al. datal[12]

It is only the lowp, part of this experiment which can be compared to the NA49,data
at xr close to 0. Due to the fact that the spectrometer of [12] wasosa constant lab angle
for all beam energies and particle species, the given cexdgoss have to be compared at their
properz - values as given in Tablé 4, see also the corresponding argsnmeZ].

PheamGEVIC] 200 300 400
priGevicl S Gev] 19.3 23.7 27.3
TF -0.0054 -0.011 -0.020
0.77 R+ 0.826:0.12 1.026:0.16 1.116-0.20
R 0.966:0.12 1.2170.18 1.164-0.18
o 0.0302 -0.031 -0.020
1.54 R+ 0.796:0.05 1.086:0.08 1.26€-0.12
R 0.791-0.06 1.246-0.06 1.616-0.14

Table 4: Offset inzy at different,/s and pr. The cross section rati&,+ between the data
from [12] and NA49.

The cross section ratid8,+ and Ry~ are shown in Fig._46 as a function ofs at fixed
pr, together with the-dependence extracted in Séct. 10 below from data at0 at Serpukhov
energy[11] and ISR energy [21,22].

Evidently the datal[12] comply, within their sizeable stéital errors, with thes-
dependence as established by the other experiments. Howiekee of the four points at
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Figure 46: The cross section ratios between the data frofndd@ NA49 as a function of/s
for two values ofpy for a) K™ and b) K. In both of the panels the NA49 point is indicated
with full triangle. The full and dashed lines represent tesuit of thes-dependence atr =0
established in Sedt. 110 belowat = 0.77 and 1.54 GeV/c, respectively

200 GeV/c beam momentum are low by about two standard dewmmtiThis would, by us-
ing the data([12] alone to establish th@lependence, lead to a large underestimation of the
kaon yields at lowes. See also the discussion in [2] for baryons.

8.4  Comparison of particle ratios

As systematic effects tend in general to be reduced in paratios, it is interesting to
also look at the consistency of the corresponding ratias ff2-+-14] with the NA49 data shown
in Sect[T of this paper. This is shown in Higl 47 #¢-+«- ratios, in Fig[4B forR« .+ and in
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Figure 47: Comparison oRy+x- between([12] (triangles), [13] (circles), [14] (squaresda
NA49 (lines) as a function of a}» and b)p;. The data were successively shifted by 10 for
better separation
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Figure 48: Comparison between [12] (triangles), [13] (esd, [14] (squares) and NA49 (lines)
of Rx+,.+ as afunction of apr and b)zr andRy- .- as a function of cpr and d)z . The data
were successively shifted by 0.2 for better separation

Fig.[49 for K/baryon ratios.

8.5  Conclusion from data comparison at Fermilab energies

In conclusion of the detailed comparisons in the Fermil®¥S®nergy range shown
above it may be stated that a mutually consistent picturekémmn production from several
independent experiments has been established, with tleptoc of some offsets in the ab-
solute cross section especially for [12] andl[14]. Thessatff tend to cancel in the particle
ratios Ry+x- for both [12] and[[14]. The ratio$ik. and Rk, are consistent for [13] and [14]
within their statistical uncertainties, whereas for|[112¢ tsystematic effects discussed.ih [2] for
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Figure 49: Comparison between [12] (triangles), [13] (esd, [14] (squares) and NA49 (lines)
of R¢+p as a function of apy and b)xr and R as a function of cpr and d)z . The data
were successively shifted by 1.2 fi +, and by 6 forR -5 for better separation

baryons and in Segt. 8.3 for kaons persistir. andRx,. What is also important to note is the
apparent absence of systematic deviations as a functiomefatic variables » andpr. This
lends, as none of the existing experiments has on its owrtguffiphase space coverage, some
confidence to the establishmentefintegrated and total yields from the NA49 measurements
alone, as discussed below.

9 Integrated data

In a first step the data interpolation, Seéct.]6.2, will be usegderform an integration
over transverse momentum. In a second step the total chkegedyields will be determined.
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These can be used, in conjunction with the total pion anddrayyelds published beforél[1, 2]
to control the total charged multiplicity with respect t@tprecision data from bubble chamber
experiments.

9.1 pr integrated distributions

Thepr integrated non-invariant and invariant kaon yields arergefiby:

dn T s
_ _i i dp%

E B Oinel E

2
F= / f dp? (15)

dn T
- = dn?
dy Oinel /f Pr

with f = E - d®c/dp?, the invariant double differential cross section. Thegnétions are per-
formed numerically using the two-dimensional data intéaipon (Sect[_6.2) which is available
in steps of 0.05 GeV/c in transverse momentum.

K+ K~ K+ K~

TE F Aldn/dzp A|{pr) A|{p2) A F A ldn/dzr A | {pr) A|{(p2) A | y|dn/dy|dn/dy
0.0 |0.6715 1.1y 0.8531 1.3(0.4157 0.6$0.2427 1.1§ 0.4762 1.04 0.6166 1.5(0.4002 0.680.2227 1.2$0.00.0663%0.04724
0.01 [0.6688 1.54 0.8417 1.4$0.4165 0.780.2435 1.39 0.4760 1.90 0.6096 1.780.4007 0.8}0.2228 1.6(}0.2/0.065970.04693
0.0250.6648 0.87 0.7985 0.780.4208 0.580.2480 1.04 0.4644 0.82 0.5666 0.7(.4053 0.4$0.2277 0.9}/0.4/0.064960.0453¢
0.05 [0.6344 0.78 0.6633 0.6}0.4343 0.4(0.2629 0.8¢ 0.4286 0.66 0.4547 0.680.4198 0.4%0.2427 1.080.6/0.062580.0421¢
0.0750.5906 0.63 0.5260 0.5%0.4509 0.390.2814 0.7 0.3745 0.68 0.3364 0.720.4378 0.3%0.2627 0.7(}0.80.0591(0.03819
0.1 |0.5374 0.64 0.4077 0.6]0.4657 0.410.2990 0.9]) 0.3210 0.70 0.2449 0.6$.4542 0.4§0.2815 0.991.00.054580.03339
0.1250.4923 0.81 0.3219 0.8(0.4776 0.470.3136 0.89 0.2730 0.90 0.1792 0.9(0.4690 0.4$0.2989 0.8¢1.2/0.049040.02803
0.15 |0.4449 0.87 0.2542 0.8$0.4881 0.490.3261 1.02 0.2267 1.0% 0.1298 1.040.4826 0.680.3156 1.3()1.4/0.043280.02227
0.2 |0.3614 1.07 0.1635 1.0¢0.5037 0.690.3449 1.5§ 0.1568 1.310.07101 1.210.5006 0.710.3369 1.441.6/0.036800.016771
0.25 |0.2965 1.79 0.1104 1.7(0.5127 0.940.3551 1.77 0.1041 1.900.03880 2.1(D.5080 1.080.3460 2.1$1.80.030300.01187
0.3 |0.2373 1.900.07491 1.9(D.5184 0.90.3620 1.980.07112 2.580.02248 2.58).5059 1.440.3445 2.882.00.023890.00774
0.4 |0.1481 1.440.03569 1.43.5259 0.9¢0.3705 1.920.03296 2.5[0.007959 2.5[0.4933 1.490.3305 2.842.2/0.017880.00485
0.5 0.01370 5.3f.002667 5.3[0.5117 2.8}0.3440 4.3}12.4{0.012530.00281
2.6/0.007540.00139
2.8/0.003530.00045
3.00.001130.00007

P00~ 00O <O = Ch B —<tO—¢5t

Table 5:pr integrated invariant cross sectidn [mb-c], density distributiondn /dzr, mean
transverse momenturipr) [GeV/c], mean transverse momentum squafed [(GeV/cy] as
a function ofz, as well as density distributiodn /dy as a function of; for K* and K. The
statistical uncertainty\ for each quantity is given in % as an upper limit considerime full
statistical error of each measurggd/z bin

The statistical uncertainties of the integrated quarstijiwen in Tablé 5 are upper lim-
its obtained by using the full statistical fluctuations otle® measured bins. As such they are
equivalent, for the kaon yields, to the statistical errotha total number of kaons contained in
eachzr bin.

The resulting distributions are shown in Higl 50 fot kind K~ as a function of: > and
y. The relative statistical errors of all quantities are gaflg below the percent level. They
increase towards the high end of the availabjeregion essentially defined by the available
event number and, especially for'Kby limits concerning particle identification (Selct. 4).€Th
K*/K~ ratio, (pr) and(p%) for kaons as a function of are presented in Fi§. bla—c. Fig] 51d
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shows the mean transverse momentum of all measured paspelges in a single panel in
order to allow a general overview of the interesting evantof this quantity withzx which
demonstrates thdpr) is equal to within 0.05 GeV/c for all particles at ~ 0.3 — 0.4.
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Figure 50: Integrated distributions of'Kand K~ produced in p+p interactions at 158 GeV/c:
a) density distributiorn /dxr as a function ofr; b) invariant cross sectiofi as a function of

xp; €) density distributionin/dy as a function of;
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Figure 51: a) K'/K™ ratio, b) mearpy, and ¢) mean? as a function ofr; for K™ and K~
produced in p+p interactions at 158 GeV/c; d) mearior 7+, #—, K*, K=, p,p on an enlarged

vertical scale

9.2  Comparison to other data

As in Sect[8, a first stage of the comparison is limited to tA&/&ermilab energy range
where only two experiments provide integrated cross sesti®he data of Brenner et al. [13]
are obtained from a limited set of double differential cresstions, using basically exponential
fits to the measured points. The resulting invariant cross@es F'(x ) are shown in Fid. 52 in
comparison to the NA49 data.

As already remarked for the case of pions and protons, veabile deviations are
visible in the distributions of Fid. 52a, which are quantftey the ratio of the two measurements
shown in Fig[GRb. If the relative differences mwere limited to aboutt40% for pions and
protons [1], 2], the factors are even bigger for kaons, withemmdeviation of about 50%. This
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Figure 52: a) Comparison gf; integrated invariant cross sectidhas a function ofr for K+
and K~ measured by [13] to NA49 results (represented as lines)dateefor K- are multiplied
by 0.1; b) RatioR between measurements 0f [13] and NA49 results. The mears riati K™
and K™ are presented with dashed lines

again demonstrates the danger of using oversimplified edgelparametrizations of double
differential data which comply with the NA49 measurememtshee point-by-point level within
their statistical errors (Se¢t. 8.1).

The EHS experiment [35] at the CERN SPS, using a 400 GeV/opimtam, offers
integrated data which are directly comparable in all quastidefined in EJ._15. In view of the
s-dependence which is enhanced at lowin the quantitydn/dxr [1,[2] and of the important
shape change to be expected in the rapidity distributionly, the invariant integrated cross
sectionF’ is plotted in Fig[ 5B in comparison to the NA49 data.

T [T

F [mb(d]

0.8
06f
0.4
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Figure 53: Comparison of; integrated invariant cross sectidhas a function of - for a) K*
and b) K- measured by [35] to NA49 results (represented as dashes) line

Some remarks are in place here. The EHSd&ta show an enhancement at low of
about 35% which is substantially above the expecte@pendence, see also the discussion of
the kaon data in Se¢t. 113. After a local deviation from a smaegtdependence atr ~ 0.15 the
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distribution cuts, however, below the NA49 data in the redidl 75< x < 0.45. This decrease
cannot be explained by any knowrdependence. For Kthe situation is qualitatively similar.
Here atz = 0 an enhancement of 41% is observed, withvardependence which smoothly
approaches the NA49 data to become equal to these crossrnsewithin errors atr > 0.22.
Again such behaviour contradicts the expectatependence. A possible explanation might be
contained in the meap?. data shown in Fid. B4. If the results @p?.) agree atrr = 0 within

the respective errors, the EHS data deviate rapidly upwiands the NA49 measurements with
increasingr . For Kt the instability in the cross sectionsat = 0.15 is seen as a break in the
rr dependence ofp?) at the same:r value. Thezr dependence then flattens in the region
0.2< zr < 0.45 which corresponds to the depletion of the cross seaiging again steeply to
very large values at beyond the range accessible to NA49. A similar behavioubseoved

for K= where (p2.) shows reasonable consistency uprio ~ 0.2 with a slight increase over
the NA49 data which is however inconsistent with thdependence in Se¢t._10.6.4. Above
rr ~ 0.2, however, there is again a strong almost linear incre§e-) with = with values in
excess of 0.8 (GeV/é)n the highz region. One may speculate that both the behaviour of the
invariant cross sections and the on€/pf) are of the same origin if one assumes that there are
detection losses for kaons with increasingand at transverse momenta below the mean value.
This would reduce the observed cross sections and enhaacegtiry?..
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Figure 54: Comparisofp?.) as a function of: - for a) K+ and b) K- measured by [35] to NA49
results (represented as dashed lines)

In conclusion of the comparisons with the EHS experimenthiave been carried out
with some precision for pions$ [1], baryoris [2] and here foohks, a somewhat unsatisfactory
and partially inconsistent picture emerges. In generalayrbe stated that sizeable relative
differences, even after taking into account possibiiependences, emerge at a level of typically
+10 — 30% which cannot be explained by a common factor like atiz@&tion uncertainties. In
addition there seems to be a general tendency of unphysbtahiour in the EHS data fary
values above about 0.2 both in the cross sections and, mnenety, for the behaviour of

meanpz..

9.3  Total kaon yields and mean charged multiplicity

For thex integration of thein/dx distributions presented in Tallé 5 an exponential
extrapolation into the unmeasured region at highhas been used. This is well justified by the
shape of the distributions within the measured region antthéyact that only 4% (0.3%) of the
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total yields are beyond the experimental limits for Kind K-, respectively. The resulting total
kaon yields are:

(ng+) = 0.2267
(nk-) = 0.1303

(ng+) /(=) = 1.740 (16)
(ng+) + (ng-) 0.17%5

The statistical errors of these yields may be estimated bytakal number of kaons
extracted from the 4.8M events of this experiment. These2é6k for K" and 170k for K.
From these numbers follows, including the additional stetal errors from particle identifica-
tion, Sect[ 4.6 Fid. 12, an error of 0.27% forkand 0.28% for K which is about one order of
magnitude below the smallest estimated systematic eredn¢Tl).

These numbers, together with the results for pions [1] amgdres [2] can be used
to establish the mean charged multiplicity as it resultsnfrihis experiment. The respective
numbers are given in Taklé 6 below.

positives negatives total
(n,y  3.018 2.360 5.378
(n 0.227 0.130 0.357
np)  1.162 0.039 1.201
n) 4.407 2.529 6.936

~
~

—~

—~

Table 6: Mean multiplicities of charged particles

In order to establish the total charged multiplicity and écdble to compare to the results
from bubble chamber work where the charged hyperons areded as on-vertex tracks, an
estimation of> ™ and X~ yields has to be performed. Several measuremenisof .~ and
¥:? are available in the energy range<d./s < 27 GeV, all with rather big relative statistical
errors of typically 15 to 50%. For the present purpose wheeecharged hyperons constitute
a correction of about 1%, this is nevertheless acceptableesall results stem from bubble
chamber experiments with small systematic uncertainfiegee quantities are interesting and
necessary for the present comparison:

1. theX"/A ratio
2. theX*/¥ ratio
3. theratio £~ + X% + ©+)/A

The X°/A ratio has been obtained by 5 experiments [36—40] with vaheteeen 0.1
and 0.74 with an average of 0.4. This value may be used torotftairatio £~ + X° + £ 1)/A
[41+43] which varies between 0.83 and 1.09 with an avera@9®. The ratic=+/X~ [39/41—
43/45]shows a variation from 2 to 5.2 with an average of 3.3.

Adopting the average values for the ratios (1) and (3) theliped yieldX " + X~ may
be obtained at/s = 17.2 GeV by interpolating the well-established total ¢ief A [39-44] 46—
59] to (na) = 0.12 per inelastic event at this energy. This results inrgrdaution of 0.07 per
inelastic event from charged hyperons and gives a totabeldamultiplicity

(nehy = 7.01 (17)
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from this experiment. This multiplicity may be compared he &xisting measurements essen-
tially from Bubble Chamber experiments taken from/[60] anelsented in Fig. 55.
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Figure 55:(n¢y) as a function of beam momenturgp..m The NA49 measurement is indicated
with an open circle

The full line in Fig[55 represents a hand interpolation & theasurements in the range
from 50 to 300 GeV/c beam momentum. It coincides incideptall\/s = 17.2 GeV, with the
parametrization

(nep) = —4.8+10/y/s +2.0Ins (18)
given by [61] which predicts

(nep) = 7.15 (19)

The relative deviation of the summed integrated yieldsmyaeove from this value cor-
responds to -2%. It is certainly governed by the systemataertainties of the dominant pion
and proton yields for which the systematic error estimafitii2] gave 4.8% (5%) for the lin-
ear sum and 2% (2.5%) for the more optimistic quadratic suth@tontributions,respectively.
Allowing for a typical error of about 1% of the bubble chamiota, it may be stated that the
observed deviation is within the error estimate for the NAl4ga.

At this point it is indicated to also check the charge balamicie NA49 results where
the difference between positive and negative particledgishould give two units from charge
conservation. Using the total charged hyperon yield esgohabove and the averade />~
ratio of 3.3 the following yields are obtained:

(ns+) = 0.054
(ns-) = 0.016
(npog = 4.461 (20)
(Tineg) = 2.545
(Npos) — (Nineg) = 1.916
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This means that the charge balance is off by 0.08 units orta#®6Lof its nominal value.
In order to put this number into perspective it should beizeal that a systematic downwards
deviation of ther™ yield by 1.5% accompanied by an upward shift of theyield by the same
relative amount is sufficient to explain this imbalance. rEfiere it may be stated that also the
charge conservation of the NA49 results is establishedinvitie stated systematic errors.

10 A new evaluation ofs dependence

The new set of kaon data presented and discussed above magdaek in connection
with existing data at other cms energies, to re-assess theriemxental situation as far as the
s-dependence, in particular also for integrated yieldsprscerned. It is indeed rather surprising
that the very first attempt in this direction by Rossi et @l. Which dates from 1975, is still
being used as a reference for rather far-reaching coneiasidth respect to kaon production in
heavy ion interactions [62]. This is especially concerrtimg admitted systematic uncertainties
which are given in([4] as only 15% for their estimated totalgs. In view of the rather sparse
phase space coverage of most of the preceding data setgedée2 &nd Fid.l1 above, itis in fact
for most cms energies quite difficult to establish integiateelds with defendable reliability.
In this context it is interesting to also look at the avaitatata on K production which, com-
ing for the s-range up to medium ISR energies exclusively from bubblertiex experiments,
have well defined systematic errors in particular for ingggd yields, notwithstanding their in
general rather limited statistical significance. Here, itelation between charged and neutral
kaon production deserves special attention as it is dieahsitive to the respective produc-
tion mechanisms. In the following section, five energy ranigem Cosmotron up to RHIC and
collider energies will be inspected in an attempt at estabblg some coherence with respect to
s-dependence.

10.1 The K" data of Hogan et al. [5] and Reed et al/[6] at/s = 2.9 GeV

These early experiments at the Princeton-Penn (PPA) and®d¢motron accelerators
use a range of beam momenta from 3.2 to 3.9 GeV/c with a comroion @t about 3.7 GeV/c.
The data at this energy have been used in order to establisdxanmm of combined phase
space coverage in the ranges<Ozr < 0.4 and O< pr < 0.6 GeV/c, see Fid.J1a. It should
be mentioned here that the definition:gf (Eq.[2) has been used throughout although it pro-
gressively limits the availabler range at low interaction energies due to energy-momentum
conservation, seel[8] for a detailed discussion,/At= 3 GeV this means rather sharp cut-offs
in production cross section towards ~ 0.5 andpr ~ 0.7 GeV/c. Within these limits, reason-
able inter- or extra-extrapolation may be performed in otdestablish approximate- andz
dependences. It should be stressed that throughout thés pagrithmetic parametrizations of
xp or pr distributions have been used as those would introduce Brgiematic biases which
are difficult to control. Instead, two-dimensional inteliggeon by multi-step eyeball fits, as dis-
cussed in Secl. 8.2 above, have been applied. Two examptessgirocedure are shown in
Fig.[56 for selected - andpr values, where the available, interpolated or slightly xtlated
data points are indicated. The resulting interpolatiorros sections over the complete and
pr ranges is presented in F[g.]57.

The interpolation shown in Figd.57 may be integrated in order to obtain thg,
dn/dxzr and(pr) dependences shown in Fig. 58.

In a second step the integration over may be performed resulting in an average
K* multiplicity of (ng+) = 0.00481. This value is 8.3% (6.0%) higher than the muttipés
(ng+) =0.0044117% and(nk+) = 0.00452-23% obtained by [5] and [6], respectively. These

44



f [mb/(GeV?/c®)]

2L _
10 ; .[5] ;

> [6]

L L L P
0 02 04 06 08 O 02 04 06 0.8
P, [GeVIc] P, [GeVI/c]

Figure 56:f as a function op for a) z = 0 and b)x» = 0.2. The data points from Hogan et
al. |5] and Reed et al. [6] are given together with the datarplation (full lines)

T
p, = 0.0 GeVic |

0.

0.

0.

8.

101 F 0
E 0

0.

0
1
2
3
.4
.5
6
7

f [mb/(GeVZc¥)]

102 F

103

4 I
10 0.6

Figure 57: Interpolated invariant cross sections as a fandf x » for fixed values opr

groups imposed isotropy (S-wave decay) in the cms systerrder ¢o be able to carry out the
data integration. There is also a bubble chamber experifnemt the BNL Cosmotron at the
same beam momentum [63] which gives-+) = 0.00462-19% for the K" multiplicity which
is only 4% lower than the result obtained above. In concluaistatistically consistentKyield
from 3 independent experiments may be claimed/at= 3 GeV/c which is about 55% above
the one elaborated inl[4].

The bubble chamber experiment [63] also gives tHerkiltiplicity as (ngo) = 0.00165.
With the usual assumptiofmyo ) = 0.5(ngo) this corresponds t@nyo ) = 0.000824. The ratio

0.5 ((r+) + (ng-))
<an>

RKgKi = (21)
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Figure 58:pr integrated a)F, b) dn/dxr and c)(pr) distributions as a function of . The
results obtained ay/s = 17.2 GeV (dashed lines) are also shown for comparison

is therefore, with(ny+) from [63] as given above, 2.8 which is substantially abowehlue
Ryogs =1 expected from isospin invariance. Inspecting tHeakd K* data of [37] and[[64],
Ryok+ is determined to 1.4 af/s = 3.5 GeV and 1.27 ay/s = 4 GeV. This indicates a steep
deviation from isospin invariance in kaon production asttiteshold is approached from above,

as shown in Fid. 59.
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Figure 59: RatiaRo k= between the average charged kaon afjd/kelds as a function of/s.
The threshold of kaon production is indicated at abgut~ 2.5 GeV

Evidently Rxox+ approaches unity rather quickly with increasing energy Isat t
Ryok= = 1 may be assumed within a few percent error margig/at> 5 GeV, see Sect. 11

below for a more detailed discussion.
It is also interesting to compare the differential data gfdbd [6] directly to the NA49

data. The ratio of the invariant inclusive cross sections,
f(xFapT7 \/g =3 Ge\/) (22)
f(xF7pT7 \/g =17.2 Gew

is shown in FigL6D as a function pf at constant:» and as a function of » at constant values
of pPr-

Ry =
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Figure 60: RatiaR, as a function of ap; at fixedz and b)z at fixedpr

Evidently the total yield ratio of 0.021 does not translat®ia common suppression
factor for the differential distributions but the local esection ratios show a strong and com-
plex dependence on the kinematical variables. If the commglgppression of K production for
pr 2 0.7 GeV/c andc 2 0.5 is a trivial consequence of energy-momentum consenvatie
local structures as for instance the maximum at~ 0.3 and lowp are a consequence of the
evolution of different production mechanisms with incieggnteraction energy.

10.2 Data in the PS/AGS energy range

In this subsection data in a range from 12.5 to 24 GeV/c beamentum are grouped
together, again in an effort to consolidate the availablermation and to quantify the consis-
tency of the different data sets. This concerns the doulfierential data by Akerlof et all [9] at
12.5 GeV/c beam momentum, of Dekkers etlall [10] at 18.8 antl @8V/c, and the extensive
data sets of the CERN/Rome group, Allaby etlall [7, 8] at 14922 and 24 GeV/c beam mo-
mentum. The data sets from all these groups have been tethdanhveniently by Diddens and
Schlipmann in Landoldt- Bornstein [65]. As the overvieiWa.[Ib shows, there is a fair cov-
erage of phase space and some mutual overlap, unfortursaieiry [1, 2] with the exception of
the lowzr region,zr < 0.1-0.15, at alby. In a first step, the Allaby et al. data [7, 8] are trans-
formed to the standard; values following EqLR2 and interpolated using the two-disienal,
multistep eyeball method described in séct] 6.2. An extedjmm into the non-measured phase
space areas is then attempted in order to allow the estaidistof integrated yields. The situ-
ation may be judged from Fif. 61 where the interpolatedégdlated cross sections are shown
as a function ofc at fixed values opr for KT, Fig.[61a, and K, Fig.[61b. Here the regions
with available measurements from|[7, 8] are marked by theheat areas.

Clearly, the above remark concerning the problems with éateapolation is well in
place here, especially for the higher regions. However, at least towards lpw there is not
much freedom of choice, as well as for the region 0< pr < 1 GeV/c towardscr = 0. Up
topr ~ 1 GeV/c itis hard to imagine an extrapolation which would lffebg more than, say,
10-20% from the lines shown at- = 0. It is also clear that the increasing error margin towards
higherpr will not contribute too much to the integrated cross sedidrhe ratio
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As already visible for the low energy data, Higl 60 aboveywtgar structures are appar-
ent with local maxima gbr < 0.5 GeV/c and: around 0.2 — 0.4. Evidently thedependence
varies over phase space by more than an order of magnitudeapjparent-independence,
within 5%, of the K" cross sections in the region.of around 0.3 fop; from 0 up to 0.6 GeV/c,
should however be seen as an indicator of systematic prabl€he fact that the data aofl[7, 8]
are apparently over-estimating the" Kields in this region can be shown in comparison with
data from other experimenis [9,/10]. Although these dataal@fier enough coverage to permit
a complete interpolation, they may be used to bring out lonatual inconsistencies between
the experimental results. As the data of Dekkers et/ al. [Edehbeen obtained at 18.8 and
23.1 GeV/c beam momenta, at only two fixed lab angles of 0 aldnii@d, also the Allaby
et al. data at 19.2 GeV/c beam momentum, which offer muctriorf@hase space coverage,
have been interpolated in order to permit direct comparfeoa maximum of data points. The
results are presented in Figs] 63 dnd 64.
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Figure 63: K- comparison Dekkers [10] and Allaby a)'Kpr = 0 GeV/c as a function of
xp. Full lines [7)8] extrapolation at 19.2 and 24 GeV/c beam raptum, data points from
[10] at 18.8 and 23.1 GeV/c b) Dekkers data and Allaby intljan at 18.8 (19.2) GeV/c
and 100 mrad lab angle as a functionzgf. Full lines Allaby interpolation, data points from
Dekkers. The data at 23.1 GeV/c and lines at 24 GeV/c arephalliby 0.1 for better separation

If the O degree data (Fig. 63a) show all the Dekkers pointsvboéthe Allaby extrapola-
tion, with a mean relative difference of 20%, the values ghbip;, Fig.[63b, are all far below
the interpolation by a factor of about 2. The same comparigoK ~ is shown in Fig.64.

Also for K~ the Dekkers data atr = 0 GeV/c are below the Allaby data, here by 30%.
This mightindicate a general offset between the two dataaf&t0-30% which does not seem to
be excluded by the systematic uncertainties given for thpaetive experiments. In contrast to
the situation for K the data interpolation at 19.2 GeV/c at higheris bracketing the Dekkers
data for K~ such that the mean deviation over the giygrscale tends to be small, FIg.164b.

A further possibility of controllings-dependence is given by the data of Akerlof et'&l. [9]
which were obtained with a 12.5 GeV/c proton beam at the AngoAGS. Although only 7
points for Kt and 17 points for K have been measured, thelependence between these data
is revealing if compared to the 19.2 and 24 GeV/c data of Adlabal. Starting with K, the
Akerlof data allow comparison at fixeel- of 0.632 GeV/c in the:r range from 0.12 to 0.32,
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Figure 64: K comparison Dekkers [10] and Allaby a) Kpr = 0 GeV/c as a function of
xp. Full lines [7)8] extrapolation at 19.2 and 24 GeV/c beam raptum, data points from
[10] at 18.8 and 23.1 GeV/c b) Dekkers data and Allaby intljian at 18.8 (19.2) GeV/c
and 100 mrad lab angle as a functionzgf. Full lines Allaby interpolation, data points from
Dekkers. The data at 23.1 GeV/c and lines at 24 GeV/c arephaliby 0.1 for better separation

and at fixedr = 0.24 forpr between 0.55 and 1.14 GeV/c. Higl] 65 shows #ftependence
for fixed z (panel a) and fixeg; (panel b) including the data from Allaby and NA49.
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Figure 65: K comparison as a function gfs, a)pr = 0.632 GeV/c forwr = 0.12, 0.2 and 0.32
b) xr = 0.24 forp;y = 0.55, 0.8 and 1.0 GeV/c

For all zx/pr combinations, a smootk-dependence between the four data sets is
observed. A different picture emerges forKFig. [66, where only 3 points in/s at
pr =0.632 GeV/c and = 0.24 are available.

As already apparent from Fig. 62, the Allaby et al data;at 0.632 GeV/cr = 0.2
(Fig.[66a) andrr = 0.24,pr = 0.55 GeV/c (FigL.66b) are on the same level as the NA49 data

50



f [mb/(GeV?/c?)]

107f

T T T ‘ T T T T ‘ T T T T T T ‘ T T ‘ T T T
. a) K" [ b) x =024 GeV/
p, =0.632 GeVic 1ir P, [GeVid]
, e 055
10™F E
A .
N X =02 | 1.18
102F ﬁ 126 .
o[9] i
a8 192Gevic | 10°F .
A [8], 24 GeVic
® NA49
Il Il ‘ Il Il Il Il ‘ Il Il Il Il 10_4 Il ‘ Il Il Il Il ‘ Il Il
0 10 20 30 0 10 20 30
\'s [GeV] \s [GeV]

Figure 66: K- comparison as a function qf's a) pr = 0.632 GeV/c forrr = 0.2 b)xy = 0.24
for pr =0.55, 1.18 and 1.26 GeV/c

for 24 GeV/c beam momentum, and are even higher for 19.2 GeMmpared to this the
Akerlof data show the expected decreasg/at= 5 GeV. The resultings-dependence looks
definitely unphysical indicating an excess of the order #f60 the K" yields of Allaby et al.

A similar problem is present in the Allaby et al. data at 14G@&V/c beam momentum which
only exist for K at a lab angle of 12 mrad, thus covering the lpwregion from 0.04 to
0.11 GeV/c for 0.25< zr < 0.6. Those data may be compared to the interpolation at 24¢eV
beam momentum. The cross section rgti@4.25 GeV/¢/ f (24 GeV/q is shown in FigL6l7 as

a function ofz .
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Figure 67:f(14.25 GeV/¢/ f (24 GeV/qg as a function ofr

Evidently there is a very smadkdependence also in this low- region, with an average
relative factor of only 0.8%0.05 where factors of 0.5 — 0.6 should be expected, see aso th
discussion in Sedi. 11 below.

Notwithstanding the apparent problems with theideasurements, the interpolated data
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at 24 GeV/c beam momentum may be integrated in order to optaimegrated invariant cross
sections, mean transverse momenta and total kaon muligdicThe resultingyr integrated
invariantz » distributions and mean transverse momenta are presenkgg.[68 in comparison
to the NA49 results.
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Figure 68:F' (24 GeV/g and(pr) as a function of: compared to the NA49 (dashed lines) and
/s =3 GeV (dotted lines) results; a) and b) fof Kand c) and d) for K

For thepy integrated distributions, Fif. 68a, the approach of theslognergy data to the
NA49 results for K, to within 10% atr» = 0.3, confirms the statements made above concerning
s-dependence. Also the behaviour(pf-) for K™ and K-, Fig.[68b and d, raises questions, in
particular if compared to the results @k = 3 GeV also shown in Fid. 68b.

The total integrated kaon yields afs = 6.84 GeV, as they result from the data interpo-

lation, are

(ng+) = 0.107

(ng-) = 0.0262. (24)

This is 10% above and 60% below the values fitted by Rossi @]dior K+ and K-,
respectively. A more detailed discussion of total yieldgii®@n in Sectd.11 arid 113 below.

10.3 Data at Serpukhov energy

In the range of 30 to 70 GeV/c beam momentum accessible atahmiov accel-
erator only a single double differential measurement ofmsais available at 70 GeV/c [11].
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This measurement has been performed at a constant lab drig3® enrad which corresponds
approximately tor» = 0 and in a transverse momentum rangepf> 0.46 GeV/c. In conse-
guence there is no possibility to establish a religiglentegrated yield at:» = 0, not to speak
of the total production cross section. A comparison with 819 data has been performed

taking account of the dependenceagf on p; shown in Tablé ]7 together with the invariant
Cross sections

priGevicl ol | f(AA) f(NA49) R [ f([1) f(NA19) R
K+ K~

0.48 0.0405 0.739 0.879 0.841 0.398 0.586 0.679
0.58 0.0329 0.483 0.582 0.830 0.255 0.392 0.651
0.69 0.0270 0.313 0.361 0.867 0.186 0.244 0.762
0.96 0.0178 0.0805 0.1050 0.767 0.0374 0.0641 0.583
1.29 0.0111 0.0157 0.0232 0.6780.00610 0.0126 0.484
1.55 0.0076 0.00377 0.00716 0.5260.00121 0.00350 0.346
1.68 0.0061 0.00182 0.00400 0.4550.00060 0.00194 0.310
1.75 0.0053 0.00134 0.00294 0.4560.00043 0.00133 0.324
1.99 0.0031 0.00039 0.00097 0.40p00.00012 0.00035 0.343

Table 7: Relation betweew- andz - for [11]

The data of NA49 have been interpolated to the respegtive combinations, see
Tablel7, in order to obtain the ratios of invariant crossisest presented in Table 7 and Higl 69.

0:17““““““““‘7
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Figure 69: Cross section rati® of [11] to NA49 for K and K~

If one interpolates the cross section ratios as shown in[3gand if one takes the
courage to extrapolate these curves dowmte 0 GeV/c as also shown in this Figure one may
obtain the invariant cross sections\d@t = 11.5 GeV,zr = 0, from the ones of the interpolated
NA49 data and integrate ovef. This yields the invariant cross sections (Eg. 15)
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F(K*, zp = 0) = 0.549

25
F(K™, zp = 0) = 0.322. (25)

These values are plotted in Fig.170 together with the crosticses determined in
Sects[10]1 and_10.2 above, with the NA49 data and the loweeraf ISR energies (see
Sect[10.4 below) in order to get a first view smlependence.
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Figure 70:F'(zr = 0) for K™ and K~ as a function of/s for 6 different energies

It is interesting to compare this dependence topthéntegrated cross sectiorfs(z )
anddo /dy(y) available from Zabrodin et all_[66] for Konly, at the lower Serpukhov energy
of 32 GeV/c beam momentum @fs = 7.85 GeV. They givé'(xr = 0) ~ 0.6 anddn/dy(y =
0) = 0.066. These values are about 30% higher than the onesebthy NA49 where on the
other hand a decrease by 2.8 would be expected froms-tlependence, Fig. V0. It is therefore
concluded that (contrary to the pion and baryon cross segtiovided by[[66]) their extracted
K~ yields are flawed, especially as the integration over tragidity distribution gives a total
K~ yield of 0.21, about 60% higher than the value from NA4Q/at= 17.2 GeV/c.

10.4 Data at ISR energy

The ISR data on kaon production may be separated into thggene of . A first
region atrr = 0 is covered byl[21, 22], the region from- = 0.08 to 0.49 by[[20], and finally
the data of([15=19] reach from ~ 0.2 to 0.7. For the purpose of the present work these data
are exploited in a phase space region (seelFig. 2)yinp to 1.9 GeV/c and in: up to 0.6 in
order to allow for a comparison to the NA49 data with reastnaimall extrapolations. This
makes available a substantial set of 383 points forakid 335 points for K.

10.4.1 The central region, [21,22]

The data of Alper et al! [21] and Guettler et al. [22] followckaother with several
years difference. The later data [22] are extending (an@és@gling) the earlier work [21] at
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low pr, in a range from 0.123 to 0.280 GeV/c. They feature sta@ikgcrors in the 5 to 10%
range, exceptionally small for ISR standards, and are (imgtibe best controlled data as far as
normalization and internal consistency are concerned.cbhgbined data sets are presented in
Fig.[71 at the five standard ISR energies frgfm= 23 to/s = 63 GeV.
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Figure 71: Invariant cross sectionsmat = 0 from [21/22] as functions gf; at five ISR energies,
a) to e) for K+, f) to j) for K—. The data interpolations are superimposed on the dataspoint

In order to eliminate some of the larger fluctuations in th@eklet al. data [21], a
multistep eyeball interpolation imposing smoothness both: and in thes-dependence has
been performed, again (see Séct] 6.2) avoiding any kind itifnaetic fitting. The resulting
pr dependences are superimposed on the data in_Hig. 71. Thibwdishs of the differences
between data points and interpolation, normalized to thissical errors, are shown in Fig.]72
separately for [21] and [22].
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Figure 72: Normalized differences between data and intatiom for a) [22] b) [21]
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The Gaussian fit to the differences shows an upwards shiftid 6r about 1% and
an rms of 0.6 for the data of Guettler et al. [22], indicatingeatain overestimation of their
statistical uncertainties. For Alper et al. [21] the upwastift is equivalent to 3—5%, with an
rms compatible with unity. The accumulation of entriesAsts in the region +0.5 and +1.5
corresponds to the data points in the lpw region of the Alper et al. data [21] visible in
Fig.[71b), e), g) and j). These points are in clear disagre¢mwih the later precision data.
Other points of([21], deviating far below the interpolatigegion of A /o < -2) and partially
even falling below the NA49 data, are visible notably in Fda), c), and f). This demonstrates
again a certain instability in the absolute normalizatibthe earlier ISR data also visible in
Sects[10.4]2 arid 10.4.3 and discussed for protons in [2].

In dividing the interpolation of [21, 22] by the one for NA4Séct[6.2) one may define
the ratios

_ fISR(xF = 07pT7 \/E)
FNAS (1 = 0, pr, 17.2 GV

shown in Fig[ 7B as a function ¢f- for the five ISR energies. For comparison, also the corre-
sponding ratios for the inter/extrapolation of the Serpuk[iL1] and PS[[B] data are included.

Rint(zp = 0,p7,/s) (26)
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Figure 73:Rint(pr, +/s) as a function opr including data from([8, 11]

A remarkable picture emerges. Evidently there is a veryngtfrchange of thes-
dependence withy;, with three clearly distinguished regions pf. A first, low pr region
extends up tpr ~ 0.6 GeV/c. The strong increase withalready stressed in [22] as "rising
plateau” is completely concentrated in this limited aregefond region at 0.6 pr < 1 GeV/c
shows in contrast a rather smaldependence, limited here to a relative increase of only 10%
(20%) for K and K, respectively, over the complete range frefia = 17 to 63 GeV. A third
region atpr 2 1.2 GeV/c shows again a strongdependence with increasinpg up to factors
of 2 (3.6) for K and K-, respectively, over the before-mentioned range /Gt These fea-
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tures reflect in the inverse slope parameters ofithedistributions (see Sedt. 6.4) presented in

Fig.[74.
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Figure 74: Inverse slopes of the interpolated distributions as function af; — my for the
5 ISR energies and for K( panels a) to e) ) and for K( panels f) to j) )

In plotting the extracted inverse slopes at fixgdas a function of\/s, Fig.[75, and
extending thes-range to Serpukhov and PS energies, the strong evolutighi®f’hadronic
temperature” both with and with,/s and thereby the sense (or, rather, non-sense) of thinking
in terms of a fixed "temperature” in soft hadronic productibacomes evident, see also Sect. 12
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Figure 75: Inverse slopes at fixeg as a function of/s for a) K and b) K
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below. Only (by accident) in the region of Serpukhov enesgiiere is a concentration of inverse
slopes in a small interval around 180 MeV for Kand 160 MeV for K.

10.4.2 The intermediatey region, [20]

In the following Sectd. 10.4.2 and 10.4.3, the NA49 data aregared to ISR results at
xr # 0. In this comparison, in addition to the ratio

fISR(xFa pr, \/g) (27)

R(zr, pr,V's) = NS (1 pp, 17.2 GeV

the ratio Rine(zr = 0, p7, /s) (EQ.[26) which describes thedependence atx = 0 is used
in order to make a prediction at all- # 0. As shown in these two sections, the ISR data in
forward direction are well described by the NA49 resultstiplied by Riq(zr = 0, pr, 1/s) at
all z. This non-trivial result shows that thedependence has no major change with

The data of Capiluppi et all [20] cover the ranges of 008cr < 0.5 and 0.2<
pr < 1.5 GeV/c, both as a function @f- for fixed x» and as a function aof» for fixed p.
An overview over theor dependence is presented in Higl 76 for &nd in Fig[7¥ for K. In
both Figures the invariant cross sections for the threevalues 0.08, 0.16 and 0.32 are plot-
ted separately for the thregs values of 31, 45 and 63 GeV. Also shown are the NA49 cross
sections at theser values and, in addition, the evolution of the cross sectains. = 0 with
respect to NA49, see Fig.173, for thegd values, as a function gf;.
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Figure 76: Invariant K cross sections [20] as a functionf at fixedz - for a) /s = 31 GeV,

b) /s =45 GeV and c)/s = 53 GeV in comparison to the NA49 data (dashed lines) andeto th
evolution withpr and,/s as measured at- = 0 (solid lines). The results at- = 0.16 and 0.32
are multiplied by 0.1 and 0.01, respectively, for betterassapon

Evidently thes-dependence at» = 0 is also describing the evolution in the region up
to 0.3 within the sizeable statistical errors of typicall-B0%, with some exceptions notably
for K* atzr = 0.32. The additional systematic uncertainties which eath the same size as
the statistical fluctuations have to be taken into accourd.he
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Figure 77: Invariant K cross sections [20] as a functionef at fixedz - for a) /s = 31 GeV,

b) /s =45 GeV and c)/s =53 GeV in comparison to the NA49 data (dashed lines) andeto th
evolution withpr and./s as measured at- = 0 (solid lines). The results at- = 0.16 and 0.32
are multiplied by 0.1 and 0.01, respectively, for betterssapon

A similar picture emerges for the data sets obtained at fixegs a function o . Here
the ratio to the NA49 data, averaged over theranges of[[20] from 0.1 to 0.4, is presented in
Figs.[78 and 79 as a function gfs, for the fourpy values 0.21, 0.42, 0.82 and 1.27 GeV/c.
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Figure 78: Cross section rati@ with respect to the NA49 data at @y = 0.21 GeV/c, b)
pr =0.42 GeV/c, cpr =0.84 GeV/c, dpr = 1.27 GeV/c, averaged over the ranges of[[20],
as a function of/s, for K*. Superimposed is thedependence measurediat= 0

In both Figures the-dependence extracted at thegevalues forzr = 0, Fig.[73, is
shown as the full line. Again the data follow thisdependence within their statistical uncer-
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Figure 79: Cross section rati with respect to the NA49 data at aF = 0.21 GeV/c, b)
pr =0.44 GeV/c, cpr =0.83 GeV/c, dpr = 1.25 GeV/c, averaged over the ranges of [20],
as a function of/s, for K—. Superimposed is thedependence measurediat= 0

tainty.

In conclusion it may be stated that the datalof [20] in therm&gliatez» range from
0.08 to about 0.4 are reasonably well described by the NA48& siapplemented with the
dependence extractedat = 0.

10.4.3 The forward data of Albrow et al. [15-19]

The CHLM collaboration has produced rich data sets for pj@hand protonsl[2], in the
latter case with far more than thousand cross section vakerkaons, however, the situation
is less favourable. In fact only less than 100 data pointge&mh charge fall into they region
below 0.5 usable for comparison purposes. On the other Heare is good overlap with the
data [20] thus allowing for meaningful cross checks althotige distributions of the statistical
errors, Fig[ 80, show wide spreads around mean values ot 4584.
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Figure 80: Distributions of the statistical errors for thetal of [15+-19] for a) K and b) K
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For K™ three data sets are available. A first Set [15] covers, at ireslangle, a; range
from 0.16 to 0.7 GeV/c in amz window from 0.12 to 0.5, the upper cut-off being imposed here
by the range of the NA49 data. The relation betweerandpr is given bypr = 1.33xr. The
ratio to the NA49 data is shown in Fig.]81 as a functiompfseparately for the three available
cms energies averaged over.
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Figure 81: RatioR between data from [15] and NA49 as a functiorpeffor a) /s = 31 GeV,
b) \/s =45 GeV and c)/s = 53 GeV. Thepr dependence at. = 0, Fig.[73, are included as full
lines. The broken lines in panels b) and c) indicate the tegal 15% downwards normalization
error

The corresponding, dependences at- = 0 are given as full lines in Fig, 81. As in
the case of the data frorn [20], see Séct. 10.4.2, the genevalwlard trend of the ratio with
increasingpr is well described by the ratios at- = 0, although for,/s = 45 and 53 GeV the
data fall below (in contrast to [20]) by about 15%. This ordémagnitude is definitely within
the normalization errors typical of ISR data, as discussesbime detail in[[2]. The averaged
ratios over 0.2< pr < 0.7 GeV/c and 0.15¢ zr < 0.5 are given in Fig. 82 as a function of
/s, indicating again the trend at- = 0 as the full line and the reduced ratio corresponding to
a 15% normalization error as the broken line.
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Figure 82: Ratiq R) between([15] and NA49 averaged over the intervals0;2- < 0.7 GeV/c
and 0.15< zr < 0.5 as a function of/s. Full line: behaviour at: = 0, broken line: 15%
normalization error

The second data set for K[16] is obtained at the fixed value of 0.19 in thep;
range from 0.14 to 0.92 GeV/c, gts = 53 GeV. The ratio to the NA49 data, FIg.183, shows a

61



structure which is very probably of systematic origin andi@dor K- and K". At pr below
about 0.5 GeV/c the ratios are compatible with no s-depereléom 17.2 to 53 GeV, whereas
for p; above 0.6 GeV/c the values are compatible withjh@&lependence observedagt = 0,
full line in Fig.[83.
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Figure 83: RatioR between|[[16] and NA49 for Kat x» = 0.19 as a function gb;. The full
line gives the behaviour at =0

The third and last data set available for KL7] at\/s = 45 GeV covers the highr range
above 0.5 for the threg; values 0.4, 0.55 and 0.75 GeV/c. Here the comparison is é&ten
up tox = 0.59 using a slight extrapolation of the NA49 Klata. The ratio betweeh [17] and
NA49 has been averaged over this window and is shown in Fid. 84 as a functiongf.
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Figure 84: Ratio(R) between|[[1/7] and NA49 K as a function ofp; averaged over thep
region from 0.5 to 0.59. The full line gives the behaviourat= 0, the broken line shows the
consequence of a 20% normalization error

Remarkably, the ratio turns out to be at or slightly belowtyrirhis would again indicate
no s-dependence betweegls = 17.2 and 45 GeV, as compared to the behaviourat 0
characterized by the full line in Fi§._84. This highly impaille case could be explained by
a 20% normalization uncertainty, see the broken line in [B#y. After all it should be kept in
mind that thes-dependence in the intermediaterange where most of the comparison data are
found is rather small and 10% effects may make all the diffeegn interpretation.

For Kt four sets of datad [16—19], with only partial overlap with tke results, are avail-
able. A first set/[16] is obtained at fixad- = 0.19 in thep; interval 0.14< pr < 0.92 GeV/c at
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/s =53 GeV. As for K, the ratio between [16] and NA49, F(g.I185, shows a structodécat-
ing systematic problems, with nedependence below, = 0.6 GeV/c followed by an increase
of about 50% apr ~ 0.75 GeV/c bracketing the behaviouragt = 0 shown as a full line in
Fig.[85.

Xg = 0.19 K*
\s =53 GeV

P, [GeVic]

Figure 85: RatioR between([16] and NA49 for K at 2 = 0.19 as a function gf. The full
line gives the behaviour at =0

A second data set [18] has been obtained at congtant0.8 GeV/c in a range af
from 0.23 to 0.8 at,/s = 45 GeV. Thezr range has been cut at the upper limit of 0.6 for
comparison purposes with the (partially extrapolated) BAéta. The ratio between [18] and
NA49 is shown in Fig[_86 as a function of..

o —— T
L K*
251 P, = 0.8 GeV/c
20 . ]
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i . \
: ® o o o
1,
[ ! Ll !
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Figure 86: RatiaR between([18] and NA49 for K as a function of:» atpr = 0.8 GeV/c and
\/s = 45 GeV. The dashed line shows the mean ratio of the measwoiats@nd the full line
shows the ratio at =0

The ratio averaged over the sevenvalues shown is 1.43 as compared to 1.09 as mea-
sured atr - = 0. This large value is in internal disagreement with theeo@HLM measurements
discussed here.

The third data set[19] contains data at fixedin p; ranges from 0.4 to about 1.7 GeV/c,
at/s = 31, 45 and 53 GeV. At/s = 53 GeV the fourz; values of 0.3, 0.4, 0.5 and 0.6 are
available, whereag/s = 31 and 45 GeV are limited to, = 0.6 only, a bit uncomfortable with
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respect to the range of the NA49 data. Therefore only the alajés = 53 GeV are compared
here, as shown in Fi§. 87.

D:2.5§
T
a'd

0.5t ‘
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Figure 87: RatioR between[[19] and NA49 as a functionpf at a)zr = 0.3, b)xr = 0.4, C)
xr =0.5,d)zr =0.6. Thepr dependence atr = 0 is shown as the full line in each panel

Within the large error margins of [19] the ratios are comiplativith flatp dependences
and mean values of 1.52, 1.25, 1.16 and 1.05 GeV/e for 0.3, 0.4, 0.5 and 0.6, respectively.
Except forz = 0.3, they are also compatible with the dependence-at 0, shown as solid
lines in Fig[87. The large mean ratiozat = 0.3 is in contradiction with [20=22].

Finally, the K" data of [17] at,/s = 45 GeV cover the range inx from 0.5 to 0.611 for
pr from 0.35 to 0.93 GeV/c. The ratio betweeén|[17] and NA49 isvemin Fig.[88, averaged
over the relatively smatlt » window, as a function of.
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Figure 88: Ratio{ R) between([17] and NA49, averaged owver, as a function opy. The pr
dependence atr = 0 is given as the full line
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Again the dependence is compatible with a constant ratio3&t, but incompatible for
pr > 0.5 GeV/c with the behaviour atz = 0 [15+19].

In conclusion of this sub-chapter concerning the CHLM dateertain frustration over
the apparent sizeable systematic effects contained i tth&ts should be admitted. This pre-
cludes a definite statement about theandp; dependences in the medium to forward region
of longitudinal momentum. This is the more regrettable agxeriments are in view to pro-
duce new, more precise data, especially not at the high greitiders including of course the
LHC. Nevertheless it may be stated that the observed patemcompatible, taking all data
of Sects[10.4]2 and 10.4.3 together, with the behaviouerebs atz = 0 within the given
statistical errors, allowing also for the known systematicertainties (see alsal [2]).

10.4.4 Extrapolation of SPS and ISR datate = 200 GeV

In view of the scrutiny of kaon production at cms energiesvatibe ISR at RHIC and
the p#p colliders in the following sub-sections, and in view of thedent problems encountered
with these higher energy data, it seems indicated to peréorrextrapolation of the combined
SPS and ISR data at least to RHIC energy, that ig/4& 200 GeV. This attempt looks feasible
given the dense coverage of th& scale between 17 and 63 GeV and the smooth behaviour of
the cross sections as a function\g§. This is evident from Fig$. 89 andI90 where the ratios of
kaon densities per inelastic eventat= 0

(f(zp, pr)/oine)'>" _ Rgiﬂéﬁg
(f(xp,pr)/oine)NA® e

are shown as a function gfs for fixed values opr including an extrapolation t¢/s = 200 GeV

for K* and K-, respectively. This extrapolation is extending the eyifialto the lower energy

data presented in SeCt.10J4.1 without using arithmetimédations.

R =
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Figure 89:R’ as a function of /s for K™ at a)pr = 0.1+ 0.8 GeV/c and byr = 0.9+ 2.0 GeV/c.
The values of/s are indicated with dotted lines. The NA49 point is markedhwitcle

The extrapolation is facilitated by the fact that over mdsthe p; range covered the
dependence oxys is approximately linear in the double-logarithmic plotsFogs.[89 and 90,
which means a power-law behaviour Bf as a function of/s. Noteable exceptions from this
simple behaviour are visible both at Igw < 0.5 GeV/c and at high; > 1.5 GeV/c. In both
regions the energy dependence flattens out with incregging
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Figure 90:R’ as a function of /s for K~ at a)p; = 0.1+ 0.8 GeV/c and by = 0.9+ 2.0 GeV/c.
The values of/s are indicated with dotted lines. The NA49 point is markedwircle

In this context it is also interesting to look at thé dependence ok’ towards lower
energies which is shown in Fig. 191 for a few values down tg/s = 3 GeV for K™ (Sect[10.1)
and 6.8 GeV for K (Sect[I0.R).
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Figure 91:R’ as a function of /s for a) K* and b) K" atpr =0, 0.5, 1, 1.5, 2 GeV/c. The values
of /s are indicated with dotted lines

As R’ must vanish at production threshold, the wide spread of thelependences for
constantpr below SPS energies indicates a corresponding and very atbastic spread of
kaon production thresholds with transverse momentum. $pisad is charge dependent and
reaches from/s about 2.5 to 10 GeV for K and from about 5 to 10 GeV for K for pr from
0 to 2 GeV/c. The lower effective threshold for"Ks following from the prevailing associate
kaon-hyperon decays of non-strange baryonic resonané®s gts whereas K can only stem
from heavy strange hyperons or heavy meson decay corresgptala higher overall mass
scale of the resonances involved.

The distributions of the invariant cross sectionszat = 0 as a function ofp; at
/s = 200 GeV, as they are resulting from the extrapolation shewhigs.[89 and 90, are
presented in Fidg. 92 for Kand K-, respectively.
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Figure 92:f(zr = 0, pr) as a function opr extrapolated tq/s = 200 GeV for a) K, b) K~

10.4.5 pr integrated kaon yields in the ISR and RHIC energy range

In view of the statements concerning the ISR data made alitoneght seem rather
daring to attempt the integration of the available doubftegkntial cross sections intpr in-
tegrated and even total kaon yields. Several facts enceureyertheless, a new attempt based
on purely experimental considerations:

— The NA49 data offer a relatively precise starting point ia titeighbourhood of the low-
est ISR energy.

— Following the discussion in the preceding sections, théutiam of the double differ-
ential cross sections from SPS to ISR energies may be coadids experimentally
established within error limits of about 10-30%, dependinghex - range under study

— Itis interesting to compare the integrated yields of chdriggons to the ones of¥ the
latter ones being rather precisely determined well intol8f energy range by bubble
chamber experiments, see Séct. 11 below.

— The extrapolation to RHIC energy described above will peareomparison of the,
integrated results and an estimation of the total kaon giatd/s = 200 GeV.

The following approach has been followed. The detailed ddpece of the invariant
cross sections opr and./s established atr = 0, Sect[10.4]1, as characterised by the two-
dimensional set of factor®;, relative to the NA49 data, Fi¢. 73, has been extended to the
full range of xr. This is motivated by the comparisons with all availableaddiscussed in
Sects[10.4]2 arild 10.4.3 above. This means that the invar@ss sections at each energy are
obtained from the double differential NA49 data as follows:

f(p,pr,V's) = f(zp,pr,vs = 17.2 GeV R(zp = 0, pr,V/s) (29)

A set of cross sections at each ISR energy covering the majboopthe available phase
space is thus established allowing the extractignahtegrated yields and total kaon multiplic-
ities. It should be stressed here that this approach avoélage of arithmetic formulations! [4]
which would introduce systematic uncertainties beyondstiagistical and systematic fluctua-
tions of the data.

The resultingpr integrated quantitie’, dn/dxr and (pr), see Sec{. 911 for the defi-
nitions and the results from NA49, are presented in Tabler&foand in Tablé B for K, as
functions ofz - for the five ISR energies and the extrapolatior/te= 200 GeV.
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Table 8:pr integrated quantitie8', dn/dxr and(pr) as functions ofr for K* at the five ISR

TR F dn/dzp (pr) F dn/dzp (pr) F dn/dzp (pr)
V5 =23GeV V5 =31GeV V5 =45 GeV
0.0 0.718046  1.194105 0.410B 0.766959 1.697890  0.404p 0.860732  2.688205  0.393}
0.01 | 0.715161 1.169576 0.411f 0.763902 1.640579 0.406} 0.857354  2.514922  0.399p
0.025 | 0.710924 1.074290 0.418f 0.759372 1.429303 0.417} 0.852268 1.980574  0.4165
0.05 | 0.678220 0.835444 0.4365 0.724279 1.018700 0.439f 0.812600  1.255044  0.4409
0.075 | 0.631185 0.626612 0.4548 0.673675 0.724205 0.458]l 0.755126  0.844196  0.457p
0.1 0.574058 0.468567 0.469p 0.612394  0.524937 0.4719 0.685878  0.594947  0.469P
0.125 | 0.525629 0.361256 0.4808 0.560492 0.397062 0.4818 0.627328  0.442880  0.477#
0.15 | 0.474791 0.280543 0.490{ 0.505994  0.304496 0.490B 0.565758  0.336136  0.4846
0.2 0.385352  0.176750 0.504P 0.410305 0.189023 0.502#+ 0.458033  0.206202  0.495p
0.25 | 0.315988 0.118011 0.5119¢ 0.336238 0.125195 0.509] 0.374951  0.135715  0.501p
0.3 0.252790  0.079474 0.516f 0.268889  0.083915 0.513p 0.299626  0.090630  0.5045
0.35 | 0.199830 0.054189 0.5198 0.212508 0.057048 0.515¢ 0.236701  0.061472  0.506#
0.4 0.157647 0.037561 0.523[ 0.167566 0.039451 0.518D 0.186460  0.042417  0.509}
/s =53 GeV /s =63 GeV /s =200 GeV

0.0 0.907310 3.283262 0.389p 0.958774  4.053594 0.3872 1.361199 15.780248 0.370(L
0.01 0.903767 3.003092 0.3967 0.955065 3.593640 0.3968 1.356041  8.327144  0.4108
0.025 | 0.898397 2.235482 0.417P2 0.949393 2.506432  0.420] 1.347942 3.865488  0.43438
0.05 0.856458 1.349593  0.441p 0.905015 1.445081 0.4436 1.284164 1.896418  0.4448
0.075 | 0.795580 0.891062 0.4571 0.840513 0.939197 0.4576 1.190655 1.179139  0.4518
0.1 0.722386 0.622589 0.4678 0.763056 0.651694  0.467H 1.079359  0.803331  0.458}
0.125 | 0.660523 0.461285 0.4754 0.697609 0.481094 0.4744 0.985550  0.587377  0.4641
0.15 0.595472  0.349070 0.4828 0.628735 0.363226  0.4809¢ 0.886712 0.440633  0.469Y
0.2 0.481787 0.213413  0.4924 0.508482 0.221500 0.4906 0.715118  0.266658  0.478f
0.25 0.394216  0.140205 0.498p 0.415966  0.145333  0.495P 0.583725  0.174178  0.4838
0.3 0.314933 0.093530 0.5014 0.332236  0.096874  0.4992 0.465636  0.115805  0.487p
0.35 0.248755 0.063399 0.503B 0.262389 0.065634 0.501p 0.367471  0.078339  0.488f
0.4 0.195886  0.043719 0.506H 0.206553 0.045234  0.5042 0.288794  0.053873  0.4919

energies and the extrapolationy& = 200 GeV

Table 9:p; integrated quantities’, dn/dxr and(pr) as functions ofc for K~ at the five ISR

TR F dn/dxp (pT) F dn/dxp (pr) F dn/dxp (pT)
\/s =23 GeV v/s=31GeV \/s =45 GeV
0.0 0.546957 0.929748 0.389p 0.614254  1.389848 0.3828 0.714212 2.266652  0.377bH
0.01 0.545661 0.912020 0.3901 0.612784  1.344296 0.3846 0.712491  2.121444  0.3828
0.025 | 0.532248 0.819621 0.397R 0.597648  1.144077 0.3955 0.694807 1.630612  0.3996
0.05 0.490776 0.612451  0.4159 0.550799 0.782306 0.4184 0.640128  0.992766  0.425f
0.075 | 0.428353 0.428707 0.4359 0.480435 0.519142 0.439p 0.558142 0.624896  0.4458
0.1 0.366644 0.300807 0.452) 0.410926 0.353239  0.455y 0.477167 0.414099  0.4612
0.125 | 0.311384 0.214662 0.4674 0.348679 0.247363  0.469f 0.404603  0.285632  0.4742
0.15 0.258263 0.152846  0.480) 0.288983 0.173995 0.482b 0.335162 0.199064  0.4863
0.2 0.178228 0.081804 0.4974 0.199154 0.091757  0.498p 0.230714  0.103833  0.5004
0.25 0.118186 0.044161 0.5038 0.131992 0.049151 0.5038 0.152835  0.055310  0.5048
0.3 0.080848 0.025436  0.5001 0.090330 0.028199  0.498P 0.104614  0.031643  0.4988
0.35 0.055669 0.015110 0.4931 0.062224 0.016712 0.4901 0.072072 0.018720  0.489D
0.4 0.037560 0.008959  0.4849 0.042014 0.009898 0.481p 0.048682 0.011078  0.4789
V5 =53 GeV V5 =63GeV /5 = 200 GeV

0.0 0.765590 2.807327 0.376P 0.811005 3.464805 0.376R 1.191690 13.608795 0.383p
0.01 | 0.763732 2.568326 0.3828 0.809016 3.071368 0.385p 1.188510  7.248433  0.4278
0.025 | 0.744740 1.866148 0.4038 0.788890 2.091635 0.408p 1.158889  3.315935  0.4558
0.05 | 0.686089 1.083758 0.4298 0.726775 1.161676 0.435p 1.068634  1.576865  0.470#
0.075 | 0.598198 0.670376 0.449P 0.633740 0.708087 0.453D 0.933621  0.924127  0.4845
0.1 0.511375 0.440723 0.464] 0.541804 0.462577 0.468p 0.799559  0.594897  0.4974
0.125 | 0.433532 0.302680 0.4766 0.459325 0.316632 0.480B 0.678664  0.404384  0.5089
0.15 | 0.359087 0.210408 0.4886 0.380485 0.219703 0.492p 0.563037  0.279733  0.5211
0.2 0.247095 0.109417 0.502 0.261793 0.114001 0.5055 0.387693  0.144548  0.533f
0.25 | 0.163661 0.058196 0.5068 0.173381 0.060565 0.5098 0.256741  0.076602  0.5366
0.3 0.112020 0.033267 0.499P 0.118662 0.034597 0.501f 0.175373  0.043612  0.5266
0.35 | 0.077167 0.019669 0.4895 0.081727 0.020444  0.491f 0.120507  0.025690  0.5139
0.40 | 0.052124 0.011636 0.479p 0.055198 0.012090 0.4808 0.081217  0.015151  0.5011

energies and the extrapolation{y& = 200 GeV
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Figure 93:F, dn/dxr and(pr) as functions ofr for K* for /s = 23, 63 and 200 GeV

Corresponding plots of these quantities are shown in E§ar®[ 94 for the three en-
ergies 23, 63 and 200 GeV and for'kand K-, respectively. Salient features of these results
are the relatively slow and smooth increasgoivith energy in comparison to the fast increase
of dn/dxp at low x which is practically proportional tq/s, see Eq._15 above, and the quasi-
invariance of meap, with energy. The latter feature is explained by the incredsiee invariant
cross sections both at low and at highp;, compensating each other for the mean value, and
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Figure 94:F, dn/dxr and(pr) as functions ofr for K~ for /s = 23, 63 and 200 GeV
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10.4.6 Total kaon yields

Integration over: of the dn/dx distributions results in the total multiplicities given
in Table[10 together with the mean kaon yields and the totdKK ratios.

VslGeVl (ng+) (ng-)  ((ng+) + (ng-))/2  (ng+)l{ng-)
23 0.2734 0.1709 0.2222 1.600
31 0.3269 0.2204 0.2737 1.483
45 0.4087 0.2901 0.3494 1.409
53 0.4482 0.3277 0.3880 1.367
63 0.4928 0.3625 0.4277 1.359
200 0.8189 0.6511 0.7350 1.258

Table 10: Total kaon multiplicities, mean charged yieldd &i/K~ ratio at ISR energies and
extrapolation to,/s = 200 GeV

These multiplicities are plotted as functionsg$ in Fig.[93a. They are supplemented in
Figs.[9%b and 95c by the quantitié$xr = 0,+/s) anddn/dzr(zr = 0,4/s), respectively.
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Figure 95: aXnk), b) F(zr = 0) and ¢)dn/dzr(xr = 0) as functions of/s for K+ and K~

It is difficult to define an error estimation for these quaast In fact all values with the
exception of the bubble chamber experimént [63] and the Ndet for which the systematic
errors are within a bracket of 2-12%, see Talble 1 above, hese bbtained using rather impor-
tant inter- and extrapolations. It would therefore be aalvie when performing comparisons or
predictions, in particular in connection with heavy iondrgctions, to allow for error margins
of at least 20% both at energies below and above the SPS range.

10.5 Dataat RHIC

Only rather limited experimental information is availalitedate from RHIC as far as
double differential inclusive cross sections for identlfieaons in p+p interactions are con-
cerned. Data on central production come from STAR [23-2%)gislifferent identification
methods and from PHENIX [26], both gfs = 200 GeV, as well as preliminary data from
PHENIX [27] at/s = 62.4 GeV. The BRAHMS experiment has shown datg/at 200 GeV
with rapidities ranging from 0 to 3.3. In the present comgani two sets of central BRAHMS
data [28, 29] and the most forward data at rapidity 2.95 aBd3]] will be addressed.
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The invariant cross sections at= 0 and./s = 200 GeV, Fig[96, form a wide band
within a margin of about a factor of 1.5-2 in tipe range from a lower limit at 0.25 GeV/c for
STAR and about 0.4 GeV/c for PHENIX and BRAHMS up to the uppaitlat about 2 GeV/c
usable for the direct confrontation with the lower energtada this paper.
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Figure 96: Invariant kaon cross sections from RHIC at cénaidity and,/s = 200 GeV [23—
26,28 29] as a function of; for a) K™ and b) K. The corresponding data from NA49 (dotted
line), the interpolated data from the ISR\@t = 63 GeV (dashed line) and the extrapolated ISR
data at,/s = 200 GeV (full line) are also shown

The reason for this large internal variation of results vhgoes beyond any other data
sets discussed in the preceding sections, has to remainfop#re time being. It is however
clear that, if compared to the NA49 data, to the ISR datgsat 63 GeV and to the extrapolated
ISR data, Secf._10.4.4 also shown in Higl 96, there is an evicleange in shape of the-
distributions in particular compared to the 200 GeV exttapon. In the lowep; region, below
about 1 GeV/c, all RHIC data approach or cut below the ISRagxtiation, whereas towards
high pr a rather constant, large offset of factors 2 to 3 is visible.

This is quantified in the ratio plots shown in F[g.197. Here thgos R’ of particle
densities per inelastic event,

f($F, pT)/O_m\/EEI:ZOO GeV (30)
f(xr,pr)/ong”

are presented in order to take out the increase of the inetasts sections with energy for the
PHENIX data[[26] and the extrapolated ISR data (Sect. 1p.4.4

In Fig.[97, two basic features of this data comparison amrlyieisible for the PHENIX
data: both for K and for K~ there is appr > 1 GeV/c a nearly constant factor of 1.5-1.8 with
respect to the extrapolated ISR data, whereapfok 1 GeV/c the data sets approach each
other rapidly to become equal at the lowercut-off of the RHIC data.

R =
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Figure 97: Ratiog?’, Eq.[30, as functions qfr, for the data from PHENIX[26] (full line) and
the extrapolated ISR data gfs = 200 GeV (dashed line). Panel a) for Kb) for K~

At this point it might be useful to look at the central kaon aléitom PHENIX at
Vs = 62.4 GeV [27] that is, in the immediate neighbourhood of I8R data [21l, 22] at
/s =63 GeV. Here, the PHENIX experiment giveg;adistribution with the same lower cut-off
as at 200 GeV, air = 0.45 GeV/c as shown in Fig.98.
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Figure 98: Invariant kaon cross sections,at = 62.4 GeV from PHENIX[[27], for a) K and

b) K—, as a function opr. The original data points (full points) and the data dividbgdr (open
points) are indicated. The data from the ISRI[21, 22}/at= 63 GeV are also shown, together
with the NA49 data, as the full and dashed lines, respegtivel

A glance at the RHIC data points in Fig.98 shows that theyaraliove the ISR data by
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a factor of 3-5 varying withyr, and even well above the PHENIX data,gt = 200 GeV [26].
As the same large factors apply for pions and baryons, it leas lzoncluded that a factor of
1/m has probably been dropped in the cross sections given in§akt that is not uncommon
in the definition of rapidity densities. Tentatively applgithis factor, the cross sections move
down to the lower data points shown in Hig] 98. In direct corigmm to the ISR data one may
define the ratio

_ fRpp,xp =0,/5 = 63)
~ fSR(pr,zp =0,/s = 63)

e(pr,xp = 0) (31)

shown in Fig[9®.

P, [GeVic] P, [GeVic]

Figure 99: Cross section ratidpr) as a function ofpy for a) Kt and b) K. The full lines
give a representation efas a constant offset g > 1 GeV/c combined with an efficiency loss
towards lowemp

Both for K~ and for K* two features are emerging from this plot. Belpw~ 1 GeV/c
there is a sharp drop efreaching values below 1, corresponding to cross sectiolosvidbe
ISR data at the lower, cut-off at 0.45 GeV/c. This looks like an apparative lossftitency
for kaon detection towards lops. At p > 1 GeV/c on the other hand there is an offset which
is approximatelypr independent at a value of about 1.3 for ldnd 1.45 for K. Tentatively
regarding the ISR data as a reference this may be transtdted correction factor to be applied
to the PHENIX data as a function ¢f- indicated by the full lines in Fig._99 which combine
a constant offset determinedzat > 1 GeV/c, with an efficiency drop towards lowgf. The
latter effect, if of apparative origin, might be expectedhtdd for all reactions and all interaction
energies studied by this experiment, in particular alsafiermeasurements gts = 200 GeV
both for elementary and nuclear collisions. The overalsetf on the other hand, could well
depend on different experimental constraints as for examgitex distributions and/or trigger
efficiency, and thereby be and reaction dependent. In particular the trigger cond#iare
largely different for elementary and nuclear reactionse@ritical factor in comparing p+p
interactions between ISR and RHIC experiments is given byfitaction of inelastic events
picked up by the trigger arrangements, with trigger efficiea approaching 100% at the ISR
as compared to typically 60-70% at RHIC which favours snmafjact parameters and thereby
will tend to enhance strangeness yields.

Coming back now to the situation gts = 200 GeV, Fig[ 97, one may try to apply the
correction factoe(pr, zr = 0), Eq[31, as determined from the PHENIX datg/at= 62.4 GeV,
to the higher energy data, allowing only for an additionalstant overall factor corresponding
to a variation of the offset term. As shown in Fig. 100 an addal factor of 1.3 applied to
e(pr,zr = 0) both for Kt and K~ brings the RHIC data sets into close agreement, within a
10% margin, with the extrapolated ISR data.
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Figure 100: Ratiog?’ as functions op, for the data from PHENIX[26] divided by 1.3(full
line) and the extrapolated ISR data,at = 200 GeV (dashed line). Panel a) for Kb) for K~

This admittedly rather daring procedure might nevertreleing some consistency into
an experimental situation which otherwise would appeareBsingly incoherent within large
factors.

As far as the STAR results are concerned, they seem to irdécaimilar combination
of droop at lowp; and a constant, very large overall offset. In view of the alide internal
inconsistencies between the different publications frbie experiment, a comparable study
has however not been tried here.

The central BRAHMS data follow the PHENIX cross sectionhieatclosely for K-
down to a lower cut-off inpr at 0.55 GeV/c[[29]. Concerning the'Kand K~ data shown
in [28] there is however a rather dramatic and unphysicap dibthe given lowep limit at
0.375 GeV/c indicating an efficiency loss very similar to &dme observed for PHENIX. In[28]
the data for both charges fall below the PHENIX values by &2096 in the overlapping
region.

The final data sample addressed in this comparison conderisrivard measurements
from BRAHMS at rapidities 2.95 and 3.3 ands = 200 GeV [30]. As shown in the/pr
correlation plot of Fig[L101 these data start from a loweritliat about 0.7 GeV/c iy and
correspond to am range between about 0.1 to 0.3 for the combined two rapidilyes.

y=2.95 y=3.3

P, [GeV/c]
N

0 01 02 03 04
Xp

Figure 101: Correlation between. and p; for the two rapidities 2.95 and 3.3 df [30] at
/s =200 GeV/c
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This coverage is comparable to the intermediate data ofi@apiet al. [20] at the ISR,
see Sect._10.4.2. These results have been shown,[Figs.[B to Be compatible with the
application of thes-dependence observedagt = 0 to the NA49 data in the corresponding
andpr ranges. It is therefore interesting to confront the forwBRIAHMS data both with the
NA49 data and with the extrapolation of the ISR resultste = 200 GeV, Sect_10.4.4, as
shown in Fig[10p.
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Figure 102: Invariant cross sections as a functiop,ofor rapidity 2.95 and 3.3 for K (panels
a and b) and K (panels ¢ and d), respectively. Also shown are the NA49 didahed lines)
and the extrapolated ISR data (full lines) at these rajgigliti

Evidently the K" data from BRAHMS are rather close to the extrapolated ISR &t
pr > 1.2 GeV/c, whereas the Kdata show offsets by factors of about 0.6,at 2.95 and 0.5
aty =3.3 in the same; range. Belowp; ~ 1.2 GeV/c the BRAHMS data increase rapidly up
to a local maximum ab ~ 0.8-0.9 GeV/c which is evidently non-physical. The shagpdsf
the cross sections below this maximum to values even beleW#A¥9 data indicates again the
loss of kaon detection efficiency belgw ~ 1 GeV/c which seems to be common to all RHIC
data which have been discussed in this section. These ésadte quantified in Fig._ 103 where
the ratio of kaon densities per inelastic evéht(Eq.[28) is plotted as a function of transverse
momentum.

In conclusion to this section it appears that the RHIC dasaldised here seem to in-
dicate not only problems with absolute normalization emida@ the comparison of different
experiments at the same energy and to extrapolations fremSR range, but in addition a
common drop in kaon efficiency in the approach to their lopecut-off, see also Sedi. 10.6.1.
This cut-off is, with about 0.4 to 0.8 GeV/c, uncomfortablgln with respect to an eventual
determination of p). The use of these data as a reference for nuclear interactioparticular
concerning eventual "nuclear modification” or "jet quenulii effects widely claimed by the
RHIC community, is therefore to be seen with some concern.
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Figure 103: Ratia?’ of kaon densities per inelastic event as a functiop;ofor K* (panels a
and b) and K (panels c and d). The ratid® corresponding to the extrapolated ISR data are
shown as the full lines

10.6 Data from p+p colliders

Three experiments at the CERNp¢ollider have given kaon cross sections: UAS [67—
71], UA2 [72] and UA1[[73] in the range qf/s from 200 to 900 GeV. At the Fermilab Tevatron,
two groups, CDF[74,75] and E735[76] have produced kaonfdata /s = 300 to 1800 GeV.
These data are generally centered at central rapidity,invéhrange of 1.5 to 5 units. From
refs. [75] and [[76] only unnormalized yields are availalfter charged kaons, the statistical
significance is limited to a few dozen to a few hundred idesdifparticles, whereas forKa
wide range from a few hundred up to 60k reconstructed decagsevered. Due to the isospin
configuration of the initial state and the limited acceptan€all experiments iz, only the
mean charged yields, (K+ K~)/2 are given. As also the equality:

(32)

is at least within the quoted errors fulfilled for this energgion, see the following Se¢t.]11 for
a more detailed argumentation, both the mean charged kabtharkl, data are combined in
this section in an attempt to link the results to the lowergypeegime discussed above.

As all experiments use double-arm triggers with a limitedezage in the extreme for-
ward direction, the trigger cross sections correspond imeggd not to the total inelastic cross
section but to a fraction of the so-called "non single-difftion” cross section. This fraction is
quoted as 93% (E735), 95% (UA5), 96% (UA1) and 98%(UA2). 8isiagle diffraction makes
up about 15% of the total inelastic cross section, the erpants trigger on about 80% 6f,¢;. If
compared to the NA49 and ISR data including the extrapolat®00 GeV which are obtained
in relation to the fullo,e, @ correction for the trigger losses is in principle necesganly the
UAGS collaboration has estimated this correction| [69] towthd6% at,/s = 200 GeV and -12%
at /s = 900 GeV. In the following subsections all comparisons aeied out including the
necessary correction to the full inelastic cross sectioddition all data are given as invariant

76



densities by dividing the invariant cross sections, if giu@mb, by the inelastic cross section.

10.6.1 Data at,/s =200 GeV

The UA5 experiment [71] gives cross sections fdy &d (K" + K~)/2 which may be
compared to the extrapolation from NA49 and ISR data to thésgy, Sec{_10.4.4. As the UA5
data are given over their rapidity interval 2.5 units of rapidity in the form /oyspd®o /dp%

a transformation into invariant density (2 proine)d?c /dydpr has been performed including
the correction for trigger losses, see above. This resultsda data shown in Fig._104a compared
to the extrapolated NA49/ISR data.
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Figure 104: a) Invariant kaon density from UA5 compared ®KA49/ISR data extrapolation
(dashed line) and to the extrapolation multiplied by 1.38I (ine) b) UA5 fit to their data
(dashed line) compared to the data extrapolation multphigh 1.35 (full line)

Evidently the UA5 data are on average higher than the datamotation (dashed line
in Fig.[104a) by about 35% as shown by the full line in Fig.]10Aas systematic difference is
certainly compatible with the uncertainty inherent in ttagadextrapolation and with the20%
uncertainty given for the normalization of the UAS5 data. Wsainteresting here is that the
shape of the extrapolated distribution after renormalirais compatible within the statistical
errors with the UA5 data over the full range pf from 0.07 to 2 GeV/c.

UAS has performed a fit to their data of the double form:

1 do Ae~bmr, for pr < 0.4 GeV/c a3
UNSDE A (pr%m) , forpr > 0.4 GeVic (33)

The first form at lowpr is necessitated by the unphysical behaviour of the secand fo
throughpr = 0; it is motivated by the idea of thermal behaviour at lowngeerse momen-
tum. The fit parameters [69] af's = 200 GeV ared = 10.9,b = 8.2, A’ = 0.60,n = 8.8 and
po = 1.3 GeV/c. The inverseur slope of 0.12 GeV/c implied by the parameteis however
rather low and corresponds to the non-thermal behaviowerebd for the ISR data, see Higl 74.
As stated above, the fit values have been reduced by 16% fopar@son at the full inelastic
Cross section.

The UAGS fit is compared to the renormalized data extrapahatiactor 1.35 introduced
above) in Fig[_.104b where good agreement is visible dowm-te- 0.5 GeV/c. The deviation
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towardspr = 0 GeV/c leads to a difference of about 20 MeV/djn-), see Seci. 10.6.4 below.
As far as integrated yields are concerned, UA5 gives a rgpaensity of 0.12 per inelastic
event [69] which corresponds to the integrated cross se@ie= oipe/7 - dn/dy = 1.608 mb
and compares to 1.277 mb for the NA49/ISR extrapolationsThia 26% difference which
agrees, taking into account the different shape ofthdistributions, with the renormalization
shown in Fig[CI0Xa. For the totalKield, UA5 extrapolates to full phase space using model as-
sumptions([69]. This leads to a totafKnultiplicity of 0.68 [71] or 0.72[[69] per inelastic event
at,/s = 200 GeV. For the NA49/ISR data extrapolation this numbénjg: - ,) = 0.735 per
inelastic event. This agreement to within 5% is of coursegtodgarded as fortuitous in view of
the large uncertainties involved in both attempts to edenatal yields.

A further interesting comparison is offered by thé Hata from STAR[[24] concerning
invariant densities per evenf (2rpr) - d*N/dydpr. These data are shown in comparison to the
NA49/ISR extrapolation of (K + K~)/2 in Fig.[105a.
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Figure 105: Comparison of Kdata from STAR at RHIC with the (K+ K~)/2 extrapolation
at+/s = 200 GeV. Panel a) invariant rapidity densities, panel bpraetween the two results,
panel c) ratio between the STAR results and the UAS data fit

At pr > 0.8 GeV/c there is a large offset of more than a factor of 2 betwthe STAR
data and the extrapolation. This offset reduces rapidlyatd& lowerp, until the STAR yields
fall below the extrapolation at their lowest measuped The ratio between STAR and extrap-
olation is given in Figl_105b. The observed behaviour withoéeet factor of 2.4 and a rapid
decrease of the ratio below ~ 1 GeV/c reproduces the features seen for charged kaons, see
Sect[10.6. The comparison of the STAR data with the UA5 dgtgifj.[10%c, shows that these
data are also in disagreement with the UAS results obtaibhdteasame energy.

10.6.2 The/s region of 540-630 GeV

Five measurements are available in this regiogyabf 540 and 630 GeV: (K + K7)/2
and K from UA5, (K™ + K™)/2 from UA2 and (K™ + K™)/2 from E735 at,/s = 540; (K" +
K~)/2 and K, from UA1 and K from CDF in two different data sets gts = 630 GeV. As the
central rapidity densitylN/dy changes only by 4.8% and the inelastic cross section by 1.6%
between these two energies, the results may be comparedrbgluning the resulting small
correction. In the following all results will be referred {gs = 540 GeV. As in Sec{._10.8.1,
invariant densities will be obtained from mb cross sectianisenever given, dividing by the
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inelastic cross section. In addition a reduction of 14% isouced to refer the data to the full
inelastic cross section.

The fit (33) to the UA5 data [69] has been chosen as an abseligience for the sub-
sequent data comparison. s = 540 GeV the parameters are= 7.09,b = 7.5, A’ = 0.508,
n = 7.97 andp, = 1.3 GeV/c. The comparison of the UA5 datal[68] with this fisigwn in

Fig.[106.
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Figure 106: UAS5 data ay/s = 540 GeV. The full line corresponds to the fit described intthe

UA1 data with about 60k K and 3000 charged kaons are available [73]. These data are
shown in comparison to the UA5 fit in Fig. 1107 upstg = 2.08 GeV/c.
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Figure 107: a) K and (K" + K™)/2 data from UA1[[73] in comparison to the fit of the UA5
data (full line) b) ratioRya; = ( / ) /( L ) . The mean offset factor of 0.634 fof}K
Al UAG fit

Tinel U Tinel

is indicated in panel b) with dashed line

For the K there is a mean offset by a factor of 0.634, with an excelleptaduction of
the shape of the UA5 fit as a functionf. This is quantified in panel b) of Fig. 107 where the
ratio between the UA1 data and the fit is presented as a funafip;. The fluctuation around
the mean ratio, with a standard deviation of about 7%, is aibfe with the errors quoted
by UAL. The four given data points for charged kaons, withssabtially larger errors, are on
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average higher than thekdata and fluctuate to within one standard deviation arouedJs
fit.

UAZ2 [72] has published seven data points ort (KK ™)/2 yields which are compared
to the UAS fit in Fig[108.
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Figure 108: a) (K + K7)/2 data from UA2[[72] at/s = 540 GeV compared to the UA5 fit, b)
. The mean offset factor of 1.13 is indicated in panel b)

ratio Ryp2 = (Ji].:e|>UA2/ (

Uine') UAS fit

f

with dashed line

As is visible from the ratio as a function of- in Fig.[108b there is good agreement
between the two data sets, with a mean offset of only +13%eh2 data with respect to the
UADS fit. Again the shape of thg; distribution is well reproduced.

The CDF collaboration at the Fermilab Tevatron has pubtigiv® data sets concerning
K% production at/s = 630 GeV. The first set (CDF I), with only 27%Kmeasured, yields 6
absolutely normalized data points compared in 109¢dUAS fit. The second set (CDF 11)
with the very large statistics of 32k%is not absolutely normalized. It has been re-normalized
to the UAG fit atpr = 1.55 GeV/c.

o T T
=]

§ a] B ol & | 2
O L ] L ]
= 10" *CDFI {1 ¥ 2 COFI 1 ° 2f CDF Il

OCDF Il ] [

, 1.5¢ ] 15F ]
10°F 3 ' [

i ; 1F -
-3 L i :

10 0.5F ] 0.5F ]

10 0T L

P, [GeVI/c] P, [GeVI/c] P, [GeVI/c]

Figure 109: Comparison ofKdata from CDF with the UAS fit, a) cross sections as a function
of pr. CDF | data (full circles), re-normalized CDF Il data (opercies); Ratios b)Rcpr| =

(i> /(i> , €) Reprn = ( ! ) /<i> . The mean offset of CDF |
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data from UAS fit is indicated in panel b) with dashed line
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As quantified in the ratio plots, Fig._109b and c, the absalata CDF | fluctuate around
the UAS fit, with a mean offset of only a couple of percent, ia tange 0.85< pr < 2.35 GeV/c.
The CDF Il data on the other hand, which cover a laggerange starting at 0.45 GeV/c, show
after re-normalization to the UA5 fit large systematic déwias from the UAS fit which increase
sharply belowpr ~ 1.5 GeV/c, as presented in Fig. 109c.

In this situation the (K + K™)/2 data from the E735 experiment at the Tevatron [76],
although not absolutely normalized, give important infation in this lowerp region as to the
shape of they, distribution, Fig[11D.
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Figure 110: Comparison of the (K+ K~)/2 data from E735 with the UAS5 fit, a) data and fit as

a function ofpr, b) ratio Rg735 = (Uf |> E735/ (o_f ')UASf as a function opr. The mean offset
Inel ine |t
factor of 0.958 is indicated in panel b) with dashed line

The 9 data points given, after re-normalization to the UA&tfit; = 0.45 GeV/c, clearly
support the shape of the UAS fit in the region B2p; < 1.2 GeV/c, as compared to the
deviating CDF Il data. This is quantified in Fig. 110b with aan@leviation by a factor of 0.958
and fluctuations which comply with the given error bars.

10.6.3 Data at,/s= 1800 GeV

Only the CDF experiment, again with two data sets (CDE | [74] @DF Il [75]) and the
E735 collaboration [76] have published kaon data at thedsglevatron energy of 1800 GeV.
Here the fit to the CDF | data, transformed to kaon densitiediaging by the inelastic cross
section, and corrected by -14% for the trigger losses, id ase reference. The fit has the form
f/0ine = C/(po + pr)" with C = 5.38,n = 7.7 andp, = 1.3 GeV/c. As shown in Fig_111 it has
been modified abr < 0.4 GeV/c following the shape of the UAS fit in thig region, in order
to avoid the unphysical behaviour of this form at lpw.

The 9 data points given for the CDF | sample, correspondiradptut 450 K, are given
as full dots in Fig[.Z11[1a. The data points from CDF Il (opemles) deviate again from the fit
for pr < 1.5 GeV/c. This deviation, Fig. 1l11b, reproduces exactythenomenon observed at
/s =630 GeV, see Fig. 109c, thus indicating a systematic prolibethe CDF Il data analysis.
On the other hand the re-normalized E735 data trace the CDFallier well as a function of
pr, Fig.[111c, supplementing the scale of CDF | which is limited tp > 0.8 GeV/c, towards
low pr.
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Figure 111: Kaon data af's = 1800 GeV; a) Full line fit to the CDF | data [74]. Full circles:
CDF | data. Open circles: CDF Il data re-normalized to the AQD# at p;r = 1.55 GeV/c.
Triangles: E735 data re-normalized to the CDF | fit. b) Ragbaeen the re-normalized CDF I
data and the fit as a function pf c) Ratio between the re-normalized E735"(k K~)/2 data
and the fit. The mean offset of E735 data from CDF | fit is indédaih panel c) with dashed

line
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10.6.4 Mean transverse momenta

Given the uncertainties and partial inconsistencies ottikder (and RHIC) data dis-
cussed in the preceding sections, especially concernmgéheral lack of coverage and the
evident systematic deviations in the lgw region, it is not surprising to perceive large varia-
tions in the first moments of ther distributions. Indeed, if the mean transverse momentum of
K% or (K* + K™)/2 is plotted as a function of/s in the RHIC and pp collider energy range,

P, [GeVI/c]

Fig.[112, a rather disturbing overall picture emerges.
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Figure 112:(py) in the \/s range from 200 to 1800 GeV from different experiments

The data which have been published in a time window from 1@83Q08 span an
extremely wide band of typically 0.2 GeV/c at each of the Slatée energies. For each of the
experiments certain assumptions about the shape gf;tlkstributions have to be made (see
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the preceding section for some examples) and in all cases satrapolation either towards
low p7 or towards highpr has to be established.

In order to bring the evaluation of the mean transverse meoaneand the data compar-
ison on a more quantitative level, the following definitidres/e been used.

The kaon density from which the mean transverse momentuerigadl may be defined
in bins of - as a function ofc - and in bins ofy as a function ofj:

dn dn
and . 34
dxpdpr dydpr (34)
The corresponding mean- values are:
dn 2
U/pT dpr /rglfdpr
pT>J3F - dn - pr ( )
d — fd
| i | 1
dn
/ Pr o 4P / pr fdpr
(pr)y = 2 = , (36)
[ [onsdm
dydpr

whereF is the kaon energy anfithe invariant inclusive cross section, Sé¢t. 5.

Evidently there is a difference between the two definitioneig by the energy factor in
(pr). (EQL35). This term will enhance the contribution from Ipwand reduce the contribution
at highp; to the mean value inx as compared to thg binning. In addition aty unequal to
0 the longitudinal dependence of the cross sections wilptointo the mean valuér), as
well as the kinematic limit iy which will truncate thep distribution at small angles. The

resultingz» andy dependences dpr).,. and(pr), are shown in Fig._113 for the case of the
NA49 experiment at/s = 17.2 GeV.
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Figure 113: a)pr)., as a function ofcr and b)(pr), as a function of; at/s = 17.2 GeV

Clearly (pr), is bigger thanpr),,. atzr =y = 0, at this energy by about 70 MeV/c. One
may question the extension @fr), toy > 0 as then a rather complex interplay of transverse and
longitudinal dependences intervenes. Thdistribution of (pr), therefore decreases steadily
with y whereaspr)..,. shows a characteristic increase with ("seagull” effect).
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The (pr) values shown in Sedt. 9.1 above are defined in Feynmamwhereas allp)
values at collider energies shown in Fig. 112 are definedpidity bins. In addition, the)r
integration for the lower energy data has been establishele range O< pr < 2 GeV/c.
Hence these results are not directly comparable.

The following procedure has therefore been adopted. Indheler energy range 200—
1800 GeV the results with doubtful cross section behaviadow pr [23,[75] are not con-
sidered for their(py) values. The fits to the UAS [69] and CDF[I[74]%Kdata are used at
v/s =200, 540 and 1800 GeV for the determination of bih).,,. and(pr),. For the lower
energy data (Sedt. 9.1)r), is calculated in addition tgpr),,. for (K™ + K7)/2 including the
data extrapolation tq/s = 200 GeV. In a first step, the integration is carried out in riduege
0 < pr < 2.0 GeV/cin order to obtain for all data a comparable badisislowerp range.The
resulting(pr),, and(pr), values are shown in Fig._Il14 as a function,&.
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Figure 114:(pr)., atzp = 0 and(pr), aty = 0 as a function of/s. The lines are drawn to
guide the eye

This Figure exhibits a smooth behaviour @f-) in the energy range frony/s = 11.5
to 63 GeV, also including the extrapolation to 200 GeV, withaaiation of only 30 MeV/c for
(pr)«r and(pr),. There is, however, a clear offset of about 10 MeV/c{for),,, and 20 MeV/c
for (pr), between the extrapolation of the lower energy datg/to= 200 GeV and the trend
of the collider data which cannot be imputed to hjghtails in this integration window. It is
rather the different behaviour at lowy, see Figl 104b, which can explain the difference. Given
the general uncertainty of the collider data in therange below 0.5 GeV/c, the observed offset
may still be regarded as compatible with the published srvdnich are on the level of 30 to
40 MeV/c [69]. Another interesting feature is the rather Bimarease of(pr) which is only on
the order of 50 MeV/c forpr).,. and 70 MeV/c for(pr), between,/s = 200 and 1800 GeV,
always in thep; range below 2 GeV/c.

In order to quantify the dependence @) on the upper integration limit ip7, this
limit has been increased from 2 GeV/c to 6 GeV/c. For thisythe published polynomial fits
of the collider data have been used. For the lower energytdatéllowing procedure has been
chosen. The polynomial form

o Do "
fom = A () @)
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has been fitted to the high regionpr > 1.5 GeV/c withp, fixed at 1.3 GeV/c. This procedure
is possible for/s = 11.5 GeV where the data reach upto= 4.2 GeV/c and in the ISR energy
range where data up {g- = 4 GeV/c are available. The corresponding exponerdee plotted

in Fig.[115 as a function of/s.
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Figure 115: Fitted exponentas a function of/s. The full line is shown to guide the eye

A consistent and smooth drop in the exponefitom about 16 at/s = 11.5 GeV to 8 at
/s =1800 GeV is evident, describing the flattening of thedistributions with increasing/s.
This allows for the interpolation ta = 14 at\/s = 17.2 GeV where the NA49 data do not reach
beyondpr = 1.7 GeV/c.

For the,/s range below ISR energies, the kinematic limipinatzr = 2pr//s =1 has
to be taken into account. This limit influences the measureldy progressively from = 0.5
upwards. This necessitates a downward correction of thgnpatial fit atp; > 3 (4.5) GeV/c
for /s =11.5 (17.2) GeV, respectively.

The increase of the mean values as a function of the upper integration limit from 2 to
6 GeV/c is given in Fig.116 where the differenge-)-(pr) uw=-2ceveis shown fory/s from 11.5

to 1800 GeV both defined inz and iny bins.
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Figure 116Z<pT>-<pT>pquzzeewc for a) (pr)., and b)(pr),. The /s values range from 11.5 to
1800 GeV. The curves are shown to guide the eye
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The(pr) values saturate rapidly at an upper integration limit oft®.3.5 GeV/c between

Serpukhov and ISR energies, with a total increase of less3tMeV/c (10 MeV/c) for(pr) .,
and (pr),, respectively, in this energy range. At collider energies saturation limit moves
up to beyond 6 GeV/c, with very substantial increases of ntwsie@ 15 MeV/c and more than
50 MeV/c in (pr),, and (pr),, respectively.(pr),, and (pr), are shown in Figl_117 as a
function of /s for the upper integration values from 2 to 6 GeV/c.
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Figure 117:(pr)., atzr = 0 and(pr), aty = 0 as a function of/s for different values of the
upper integration limit from 2 to 6 GeV/c

The rather complex dependence of the mparvalues both on/s and on the upper

integration limits, in addition to the apparent systematiiects in passing from the ISR to
collider energies, calls for some remarks:

86

— A precision measurement dpr) with an absolute error of less than 20 MeV/c in the

region above,/s = 100 GeV/c is still missing. This fact is mostly due to uneetties in
the lowp region.

The sizeable difference betweeény),, and (pr), has to be taken into consideration
whenever results ofpr) are to be compared for different experiments gfidregions.
The large dependence @f;) on the upper integration limitin the collider energy range,
especially for(pr),, is a reason for concern. It may be asked whether the definitio
an average quantity which depends strongly on a higkail more than a factor of 10
above its value, makes any sense.

In fact at least part of the increase @fr) with /s is to be imputed to the extension
of the available transverse phase space. The kinematiciimi- is below 6 GeV/c at
Serpukhov energy and it must be recalled that this limitflsencing the particle yields
already atrr = 2pr/+/s > 0.5, this means aboye- ~ 3 GeV/c at this energy.

The above remarks are especially applying for the depemdeh¢p) on additional
constraints, as for instance on the total hadronic mudtigli Also in this case it might
be advisable to separate clearly the behaviour in the lpweegion from the increasing
high pr tails.



11 The s-dependence of K production and its relation to charged kaons

A sizeable number of experiments [39+44 ,/46-59] have adddeseutral kaon produc-
tion from /s = 3 GeV to/s = 27.6 GeV. This ensures coverage from close to threshold up t
well into the ISR energy range. Essentially all these meaments come from Bubble Cham-
bers. This has the consequence that the total number ofsteaoted K is usually rather limited
to a range between a few hundred and a few thousand. Thisdzgmidi however offset by the
superior quality of the Bubble Chamber technique in term®obnstruction efficiency, control
of systematic effects and corrections, and above all a defilhed absolute normalization. It is
in particular interesting to compare thé ko the average charged kaon yields discussed above,
as the Eq[_32 is generally assumed to hold based on isospimetyn[68] although it is not
fulfilled for instance forp and Charm decay.

Due to the low event statistics, double differential crossti®ns are not available from
any of the experiments with the exception (of|[46]. Tlheintegrated invariant cross sectién
(see Eql_I5) has however been given by 10 experiments betyieer.9 and,/s = 27.6 GeV.
These data are plotted in Fig. 118 as a function of
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Figure 1187 integrated invariant K cross section$’ as a function of: for various values

of /s. Independent hand-interpolations at each energy are givéull lines. The dashed lines
correspond taF' (K™ + K7)/2) from NA49, Sect[[9]1, Tablel 5. The interpolated results from
ISR [15+22] forF'((K* 4+ K™)/2) are also presented
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Independent hand-interpolations at each energy have érmed in order to allow
for the evaluation of the-dependence at fixed valuesxf as shown in Fig._119.
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Figure 119:p; integrated invariant K cross sectiong” as a function ofy/s, interpolated to
fixed values ofr from 0 to 0.4 using the hand-fits shown in Hig. 118. The erras lzaie an
estimation of the uncertainties of the full lines in Hig. 1 T8e lines are drawn to guide the eye

Also shown in this Figure i$'((K* + K™)/2) as derived above for the--extrapolated
Serpukhov data[11] afs = 11.5 GeV, the NA49 data and the interpolated ISR data, G8ct.
Evidently there is agreement, within the experimental uadeties, with the interpolated K
data at allz values. This might lend some credibility to the assumptiomstained in the
evaluation of the ISR data over the full phase space in B8ct. 1

A similar procedure may be performed for the total integie@ yields per inelastic
eventin comparison to the total mean charged kaon yields.cBmparison is shown in Fig. 120
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Figure 120: Total integrated Kyields as a function of/s [39-+44[46-59] (open circles). The
total mean charged kaon yields for NA49 (full circle), ISRlaxtrapolation to 200 GeV (trian-
gles) are also shown.The scale in panel b) is extended yfs t9200 GeV. The lines are drawn
to guide the eye
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using the total number of Kper inelastic event given by the 19 experiments réfs.[[39484
59].

Also for the total kaon yields the equality (32) is fulfilledthin errors. Note that the
NA49 data have a 3% error bar corresponding to the estimgstdaatic uncertainty, whereas
the interpolated ISR data have been tentatively given a 11066 lear.

12 Some remarks about contributions from resonance decay

The evolution of the observed kaon yields with transversener@um and interaction
energy described in the preceding sections is charactebyeather complex patterns which
are not easily describable by straight-forward paramations as they might follow from parton
dynamics or thermal models. It seems therefore reasonalaeoke for illustration the contri-
bution from the decay of some known resonances to the inedson cross sections. Three
resonances, th(1020), theA(1520) and the charmed mesons D(1865) have been selected her
as they give an idea about the build-up of kaon yields atdgvor the two former cases, and to-
wards highp for the latter one. In this context it should be recalled hbet most if not all final
state hadrons are known to be created by the decay of mesahbaayonic resonances |35/ 77].
Indeed, the estimations quoted|in[35, 77], using only atBohset of mesonic and baryonic res-
onances, arrive at fractions of 60-80% from resonance digafl studied final state hadrons.
See also [34] for a more recent study based on two-body deday&known resonances.

12.1 ¢(1020) andA(1520) production and decay

The ¢ production has been measured by a number of experiments-fomperactions
in the SPS energy range |35, 78]. Results from the NA49 expant [79] are being used here
to obtain the inclusivén/dzr andd?o /dp% distributions shown in Fig. 121.
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Figure 121: a)» and b)p2 distributions of¢

These distributions integrate ta,,) = 0.0143 per inelastic event or an inclusive cross
section of 0.453 mb in good agreement with other measuresment

Due to the very lowQ value (32 MeV) of they decay into two kaons, the resultipg
andz - distributions are narrow compared to the inclusive kaomsgections. This is reflected
in the ratiosR%, of K~ mesons fromp decays to inclusive K shown in Fig[12P.

Evidently this contribution is very sharply peaked at smpalbnd vanishes at, > 0.3.
The given percentages have to be regarded as lower limitg, @sduction is known to be
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accompanied by additional kaons in most if not all cases. [TBgse additional kaons come
partially from doubles production[[80] with again smat) values since the four-K mass spec-
trum has a steep threshold enhancement in the mass rang2.ftam2.3 GeV([80]. This would
mean that the effective contributions, Hig. 122, couldéase by as much as a factor of 1.5, see
below.

Another candidate resonance for lpw-kaon production is tha (1520) in the NK decay
channel with its small) value of 87 MeV. Measurements at ISR energy [81] and at the[SB]S
have been combined in Fig. 123a to obtain an approximatéz  distribution.
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Figure 123: a)rr and b)p2 distributions ofA(1520)

The full line in Fig.[128a is a hand-interpolation of thes¢addat has been used in the
Monte Carlo simulation. It integrates to the numbex 1s20) = 0.0219 per inelastic event or a
total inclusive cross section of 0.697 mb. Since no data erctiresponding? distribution are
available the fit tof (x, p2) = e P77, with B = 2.9 as given in[[81] and shown in Fig._123b

has been used.
Due to the rather flat - distribution of theA(1520) which is typical of neutral strange

baryons, the ratio between decay and inclusivesiows a characteristic increase fram=0
to a maximum at:» ~ 0.3 as shown in Fig. 124.
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Again, as for thep decay, the very sharp enhancemeniQf towards lowp is evident
whereas the contribution to the inclusive kaon yield vaessht aboupr = 1 GeV/c. On the
other hand thery distribution of R is complementary to the one from decay in itszp
dependence such that the sum of the two contributions bexcatieerz - independent. This is
evident in the combined ratifipt" = K, , /K;,, shown in Fig[I2b, where the Kyield from

¢ has been multiplied by a factor 1.5 in order to make up for tleelpction of additional kaons
in ¢ production, see above.
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Figure 125: Ratidkgl* = K, /K{,, @) as a function of  for differentp, and b) as a function
of pr averaged over ther range 0< x < 0.4. In panel b) the error bars give the variation
with z around the average. The full line represents the relatimease of the K cross section

as a function of/s, Fig.[73b, normalized atr = 0 GeV/c

As the combined contributions fromandA(1520) decay reach about 25% of the total
K~ yield at lowp; and,/s = 17.2 GeV this discussion shows again the importance ohezsme
decay for the understanding of inclusive hadron producitiomhis particular case for the low
pr behaviour of the kaon cross sections. This is also evidetttap distribution shown in
Fig.[125b which is very similar to the low; enhancement witR/s shown in Fig[7B. The
s-dependence in the region belpy ~ 1 GeV/c will be determined by thedependence af
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andY™* production with respect to the other contributing resomandf the latter contributions
rise as little as in the region 08 p;r < 1 GeV/c¢ andY ™ decays will become dominant in the
ISR energy range.

12.2 D(1860) decay

In complement to the discussion of the lpw area of kaon production in the preceding
section, it is interesting to look for resonance decay cbations in the highpy region of
pr > 1 GeV/c. Here high mass mesonic resonances with sizeabg dewanching fractions
into 2 or 3 body final states including kaons will contribuAdthough there is a large number
of non-strange and strange resonances in the mass range BbaseV fulfilling this criterion,
the charm mesons'®(1860) will be regarded here as an example of heavy flavoudymiion
and decay. In fact the charm production threshold is crogsélte SPS energy range and the
charm yields will start to saturate at p€ollider energies where beauty meson production will
give access to still higher transverse momentum ranges.

Close to 100% of all charmed meson decays end up in final statesk either in semi-
leptonic or hadronic decay modes. Most of these are few bedgyb with larg&) values, like
Klv,K*lv in the semi-leptonic and K Kr7 and Krzr in the hadronic case. Given the high
D mass, the addition of one or two pions in the final state will change the phase space
distribution of the kaons appreciably. The two body decaglidrmed mesons into Kwill
therefore be studied in the following.

One of the rare measurements of charm production in p+paatiens by the LEBC-
EHS collaboration [82] at the CERN SPS will be used to esthlile input:» andp; distri-
butions as shown in Fig. 1P6.
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Figure 126: a)in/dxr as a function ofc and b)do /dp3 as a function of2. of D(1860)

The inter/extrapolatedn /dz - distribution and the fitted Gaussidn /dp2. = Ae~ %%

are shown in panels a) and b) as full lines. The integrationhaf parametrization yields
(npo+) = 0.000944 per inelastic event corresponding to a crossoseof 29 pb. This cross
section, at,/s = 27 GeV, contradicts an upper limit of less than /110 established from the
study of muon pair production [83] at this energy. This dépancy notwithstanding, the ef-
fective cross section has been reduced tq.BQtaking into account the steepdependence
for the following comparison to inclusive Kcross sections at the energy of the NA49 exper-
iment, /s = 17.2 GeV. The effective branching fraction of charm mesaiispinto K- may

be estimated from_[82] to about 47%. In order to take into aotdhe softening of the decay
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kaon spectra in multibody decays, a conservative value @ Bs been used for the following
two-body decay simulation.

Typical pr distributions of the invariant K cross section from charm meson decay are
shown in Fig[12]7 for two values afr. These distributions are compared to the total inclusive
K~ yields normalized to the decay distributionpat= 0 GeV/c.
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Figure 127: Invariant K cross sections from charm meson decay a)forE 0, b) forzr = 0.3
as functions opr at/s = 17.2 GeV. The corresponding total inclusive kfields (dashed lines)
are shown for comparison normalized to the decay distamstaty = 0 GeV/c. Panel ¢) shows
the absolute ratid.,am N percent as a function gf for the twox - values

The decay kaons evidently show a much wigerdistributions than the inclusive K
The relative increase of the ratio

Koo

Ki;cl
is shown in Fig[ . 127¢ as a function pf for the twoz values of 0 and 0.3Rcham increases
steeply withpy from values of less than 0.1% at lgw to more than 1% apr = 2 GeV/c,
whereas the ratio of the total inclusive Kross sections is of order 0.15%. This increase will
clearly continue ap; > 2 GeV/c. The situation is quantified for the completgp, plane in

Fig.[128 which shows:.ham as a function of: for different values op.
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A characteristic pattern emerges. At law Rcharm gains about one order of magnitude
betweerpr =0 andp; = 2 GeV/c. This gain increases wiily and reaches more than two orders
of magnitude atr = 0.5 (see also the discussion of two body decays in [34])idwof the
sizeable experimental uncertainties still involved witlaom production in p+p interactions, the
percentage scale of the observed pattern should be takeniadieation rather than a precise
prediction. Scale variations of up to a factor of two are lggsossible should more precise
measurements become available. It is the relative evaolwtith x » andp; which is unavoidably
involved with heavy flavour decay given the precisely meegplarge branching fractions into
few body decays. Taking into account the rapid increase etdkal charm cross section with
/s there is no doubt that heavy flavour decay will represent goomant contribution to the
total kaon yields at large; and at larger - already in the ISR energy range.

12.3 Non-thermal behaviour of the decay products

Transverse mass distributions of the inclusively produaashs have been presented in
Sect[6.4 above. The inverse slopes of bothad K= show a strong variation with{r — m )
from about 150 MeV at lown — mg to 200 MeV at the upper limit ofn; — m available in
this experiment. In this context it is interesting to haveaki at the inverse slope parameters of
the decay kaons from thig1020),A(1520) and D(1860) discussed above and shown i Fig. 129
as a function ofny — my.
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Figure 129: Inverse slopes of rom the decay 0$(1020),A(1520) and D(1860) as a function
of mr — my. The result for inclusive K production is also shown

Evidently the inverse slopes of Kfrom ¢(1020) andA(1520) decay cluster around the
low "temperature” values of 80—-100 MeV, whereas Kom charm decay show inverse slopes
between 200 and 300 MeV. This is of course a result of the hamdjerent () values of the
respective decays convoluted with the sizeable transvameentum of the parent particles
which gives them a mean transverse velo¢ity) ~ 0.3-0.4.

In thermal models such anomalies are not a priori foreseeall aecondary hadrons are
supposed to have Boltzmann-type distributions:ipawith a unique inverse slope characteristic
of the hadronic reaction involved. In Hagedorn’s thermaaiyic model for instance this "black
body” radiation of hadrons happens from "fireballs” whicle awot allowed to have transverse
momentum. Hagedorn [84] has in fact realized that decayymtsdare non-thermal in the above
sense for the decays(1230)— Nx andp(770)— 7, albeit in a non-complete argumentation
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as these parent resonances were in fact allowed transvemsemium and were taken as
functions at their PDG mass values (see [34] concerningtipeitance of the proper resonance
mass distribution). If, as argued above, the majority oflfgstate hadrons stem from the few-
body decay of resonances which have important transveigee of freedom, the concept
of a unique hadronic "temperature” in p+p interactions lmees an artefact. The fact that this
concept is not able to explain the evolution of particlegsgiowards high transverse momentum
and highy/s, and, by the way, towards nuclear interactions without tieduction of ad-hoc
concepts like the Quark-Gluon Plasma, see [84], has iteanghe same deficiency.

13 Data summary

After the detailed discussion of charged and neutral kaelalgiin the preceding sections
it is now mandatory to summarize the obtained results andtapare them to existing studies
of global kaon production. The single differentig}; integrated invariant cross sectiof$zr =
0), see Eq_I5, and the total yields elaborated in Sects. 10 Badellisted in Tablg11 for K,
K~and KZ.

ref. | /s [GeV] | F+ (0) [mb] | Fi— (0) [mb] | Fyo (0) [mb] | (n+) | (n—) | (ko)
63 2.9 0.00462 0.00082
[5l6] 2.9 0.042 0.00481

B7l 3.45 0.00802 0.00294
[@4) 3.59 0.00670
64] 4.04 0.01760| 0.00080| 0.00719
[@6] 4.9 0.120 0.0190
@] 4.9 0.0473 | 0.00747| 0.0198
@7 6.1 0.185 0.0420
[@e] 6.8 0.206 0.0410
@] 6.8 0.0999 | 0.0330 | 0.0493
7 6.84 0.440 0.120 (0.280) | 0.107 | 0.0262 | (0.0666)
[@9] 7.8 0.300 0.0636
1] 11.5 0.549 0.322 (0.435)

[@0] 11.5 0.375 0.109
0] 13.8 0.121
B1] 13.9 0.505 0.146
52] 16.7 0.490 0.158
NA49 | 172 0.672 0.477 (0.575) | 0.227 | 0.130 | (0.179)
4] 19.7 0.590 0.181
[M6422]| 23.0 0.718 0.547 (0.633) | 0.273 | 0.171 | (0.222)
[55] 23.8 0.670 0.224
[56] 238 0.212
58] 25.7 0.670 0.262
59 27.4 0.200
@3] 276 0.680 0.232
[M6422]| 31.0 0.767 0.614 (0.691) | 0.327 | 0.220 | (0.274)
[L6422]| 45.0 0.861 0.714 (0.788) | 0.409 | 0.290 | (0.350)
[M6422]| 52.0 0.907 0.766 (0.837) | 0.448 | 0.328 | (0.388)
[M6422]| 63.0 0.959 0.811 (0.885) | 0.493 | 0.363 | (0.428)
[6422]| 200.0 1.361 1.192 (1.277) | 0.819 | 0.651 | (0.735)
69] 200.0 1.680 0.700
69 546.0 2.306 1.000

Table 11: Single differentialy; integrated cross sectiot&zx = 0) in mb and total yields for
K*, K~ and K for 31 values of,/s. The values in brackets for)are derived from the cross
sections and yields for the charged kaons under the assumiptio ) = 0.5({ng~+) + (ng-))
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A look at this Table shows that theli§/ields present by far the most dense and consistent
coverage of thg/s scale from threshold up to collider energies, as comparédetoesults for
charged kaons. This has already been evoked in [Séct. 11ig&20.

13.1 Total kaon yields

In a first attempt at establishing a consistertependence from these data, the total
yields (ng+), (ng-) and(ngq ) will be treated. These quantities are shown in 130.
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Figure 130: Total yieldgn+), (nk-) and(ngo) as a function of/s. The full line through the

K% results is an eyeball fit, the lines through theé End K~ data are derived from Fig. 181
below. The full circles in the K data correspond t0.5((n«+) + (nk-)) established at the
corresponding/s values

Whereas the coverage in thg¢s scale is dense and continuous faio ), the corre-
sponding data for the charged kaons show wide gaps in theraag,/s < 17 GeV and above
/s = 63 GeV. In this upper energy range, the extrapolation fr8R to RHIC energy has been
evaluated in Seci. 10.4. The situation towards lower eesngi confounded by the fact that the
available data a{/s = 4.9 and 6.8 GeV are evidently doubtful by internal incotesisy, see
Sect[10.R. The following procedure has therefore beenvat to come to a consistent de-
scription of thes-dependence. In a first step an eyeball fit through tBedKta is established
over the full \/s scale, see the full line in Fig. IB0. This fit gives a consistiscription of
the situation within point-by-point variations of typitall0—20%. In a second step the ratios
(ng+)/{nkg) and(ng-)/{ngo) are obtained from the available data, see Table 11. Theis rat
are presented in Fig. 1B1.
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Figure 131: Ratiogny+)/(ngg) and(ng-)/(ngg) as a function of/s. The full lines are eyeball
fits through the data af’s < 4.9 GeV and,/s > 6.8 GeV

A smooth,/s dependence is imposed on these data points between thedogyeange
/s < 4.8 GeV and the higher energigs > 6.8 GeV/c using the fact that the cross sections
in the PS energy range have been shown to deviate upwards[I8&t). The(n-+)/(ng, ) and
(nk-)/{nky,) ratios thus obtained are then used to produce the smoothifirféig [130 through
the K™ and the K data by multiplying with the K interpolation.

Itis interesting to compare these interpolated resultk thié global study of kaon yields
by Rossi et al[[4] which dates from 1975 but is still widelyedgoday[85]. Their fits to the K
and K~ data are shown in Fig._1B2 in comparison with the presentteesu
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Figure 132:(nyx+) and (ng-) from ref. [4] as a function of,/s, full lines, compared to the
interpolated K, K~ and K, yields Fig[13D (broken lines)
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There are evidently major deviations over the fyfk range. Especially flagrant is the
fact that the K yields of [4] are above the Kmultiplicities between/s = 10 and 50 GeV. This
is clearly unphysical. The relative deviations betweentthe attempts are shown in Fig. 133
on a percent scale.
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Figure 133: Relative deviations between the present stidyharged kaon yields andl[4] in
percent as a function qgf's

These deviations are in the range from -40 to +80% and demat@swhich order of
magnitude of systematic effects must be expected if usimgieg parametrizations. The K
analysis of [4] is particularly questionable in the range:8,/s < 12 GeV by using proton-
nucleus data from a Serpukhov experiment [86] with protomAtuminium in anzx range
above 0.3 and for only 3 fixed lab angles between 0 and 12 mragimiains a mystery, con-
sidering the poor state of knowledge about proton-nucletgsactions and their normalization,
especially in the strange sector, how these data could bslétad into total kaon yields in p+p
collisions.

13.2 pr integrated invariant cross sections atcr = 0

As far as thepr integrated invariant cross sectionseat= 0, F'(xr = 0) are concerned,
the experimental situation is similar to the one for the lt&@on yields with the exception
that only very scarce data beloyis = 6.8 GeV for charged kaons and below 4.9 GeV fdr K
are available. Again the Kdata may be used as a reference in establishing a consigtent
dependence as shown in Hig. 134.

The full line through the K data is an eyeball fit down t¢’s = 4.9 GeV. As the UA5
data [69] and the ISR extrapolation gk = 200 GeV show a 26% difference, see Sect. 10.6.1,
the fit has been chosen to pass 13% above the data extrapa@atidl 3% below the UA5 data
which allows a smooth continuation tg’s = 540 GeV. In order to obtain a fit through the
charged kaon data, a reference t liKas been used by plotting the ratio between the charged
kaon and interpolated Kdata as presented in Fig.135.

These ratios may be smoothly connected by an eyeball fit legty/e = 200 GeV (both
K+ and K~ shifted upwards by 13%) angls = 11.5 GeV. As already visible for the case of
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Figure 134:F(zr = 0,+/s) as a function of/s for K (open circles: direct measurements, full
circles: obtained as average front lind K~), K* (squares) and K (triangles)
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Figure 135: Ratio between'Kand interpolated K data (full circles) and betweenKand
interpolated K data (open circles) as a function ¢f

total yields, Fig[ 131, the datal[7] afs = 6.8 GeV do not fall on the smooth extrapolation
below/s = 11.5 GeV indicated in Fif. 185, with a deviation of about 6f@K * and 25% for
K~. This complies with the discussion of these data in $ecf. 10.view of this the following
attempt to nevertheless obtain an approximate descripfidi{z» = 0) at low energy has been
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followed. The fit to the K data together with the KK% and K*/KY ratios has been used to
obtain the charged kaon cross sections dowkyto= 4.9 GeV. The line through the Kdata
has then been continued to the single measuredndss section a{/s = 2.9 GeV. The fit for

K~ has been discontinued afs = 4.9 GeV. This admittedly rather daring procedure produces
nevertheless a consistent overall picture with systenestars belowy/s ~ 5 GeV on the level

of about 20%. Only new precision measurements in this errexg@n may help to improve on
this unsatisfactory situation.

13.3 K'/K~ ratios

The data interpolation described above allows also an eemf the KT/K ~ ratios both
for the total yields and for theg; integrated cross sectionsat = 0. This is shown in Fid. 136,
where the full lines refer to the eyeball fits in Figs. 130 aBd and the data points to Talble 11.
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Figure 136:Rx+- ratios for total yields (open circles) and(zr = 0) (closed circles) as a
function of \/s. The error bar at/s = 200 GeV marks the range &%+ (0)/Fx- (0) of published
results by the RHIC experiments

One feature of these dependences is the rather slow apptoakh/K~ = 1 for
Fy+(0)/Fx-(0) with increasingy/s. For /s = 200 GeV the ratio of the; integrated cross
sections atrr = 0 is 1.14 for the extrapolated ISR data as compared to a raihgaues be-
tween 1.03 and 1.08 published by the RHIC experiments [Zb33® reason for this further
discrepancy might be again the low trigger cross sectiorRHIC with respect to the total
inelastic cross section which enhances central collisiorashence kaon ratios closer to unity.

14 Conclusions

The new data on the inclusive production of charged kaongmipteractions at SPS
energy presented here complete a detailed study on chaegeddary hadrons including pions
and baryons in the framework of the NA49 experiment at the RERS. These data offer the
possibility to check the sum rules of mean charged muliigliand charge conservation. It is
demonstrated that both constraints are fulfilled withinttgbt error limits of about 2% as they
have been quoted for the systematic uncertainties in thependent evaluation of inclusive
cross sections for the different particle types.
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The extended coverage of the data in thép; plane, fromz = 0 to 0.5 and from
pr = 0.05 to 1.7 GeV/c, allows a precise study of particle rafrosn the same experiment,
both for K/ and K/baryon ratios. A detailed comparison to existing datie SPS/Fermilab
energy range shows in general good agreement in the limiiedepspace regions available, in
particular also for the complete set of particle ratiosjmabme exceptions essentially due to
normalization problems.

As the interaction energy of/s = 17.2 GeV is located at a strategical point be-
tween threshold-dominated and scaling phenomena at lonérhégher energies, respec-
tively, a new and complete study of thedependence of kaon production including Kas
been attempted using the new NA49 data as a reference. Tidlg sbvers the energy range
3 < /s < 1800 GeV and aims at establishing an internally consistietuie of kaon produc-
tion as far as this is possible with the often restricted andradictory available data. Through-
out, the use of data parametrization with simple arithmitrmulations has been avoided in
order to take the rather complex dependence of the measaré&di@ yields on the kinematic
variables fully into account.

This study reveals basic weaknesses in the existing datalwdk at lower and higher
\/s. At PS/IAGS energies the charged kaon data suffer from laygemsatic inconsistencies,
and the almost complete absence of differential data atuBbqgy energies renders the estab-
lishment of integrated yields hazardous to say the least. &tiension into the ISR energy
range on the other hand, using all available data, gives nsights into the complex evolution
of strangeness yields as functionsigfand, in particularp resulting in explicitly non-thermal
transverse distributions. These findings are discusseahinection with some typical examples
of resonance production and decay which are relevant tgptteaomenology.

In addition to the charged kaon cross sections, it has beerdfaseful and necessary to
also look at the evolution of the Kyields. In fact the relation K = 0.5(K™ 4+ K~) which is
found valid within the experimental precision at least ia émergy rangg/s > 5 GeV provides
a strong constraint on the overall data consistency. Indbigext the early bubble chamber
work up to/s ~ 28 GeV proves to be essential due to its internal consistandyits superior
precision concerning the overall normalization.

As far as the extension of the study to the RHIC anp pellider energies is concerned,
a rather disturbing overall picture emerges. Evidentlg, published results do not represent a
decisive improvement as far as precision and internal stersty are concerned in comparison
to the lower energy data which in most cases date back by rhare30 years. There are several
reasons for this situation:

— The study of soft hadronic production in elementary cadlis is certainly not at the
heart of the experimental programs at collider energiesti@rcontrary it is the discov-
ery potential for "new” physics either in Heavy lon interacts (RHIC) or within and
beyond the Standard Model (polliders) which defines the main priorities.

— Precision studies of elementary hadronic production aallspecific constraints both
concerning accelerator layout and operation (as for igtarertex distributions and
stability) and the experimental set-ups (trigger efficierdata normalization, material
budget at low total momenta).

— The large multi-purpose detectors generally set up at thelers are not really opti-
mized for these constraints and small-size, dedicatediempets as they have been used
in practically all the preceding lower energy work, are hertavailable nor planned.

In view of these problems in a first step the extrapolatiorheflSR results tq/s = 200
GeV has been attempted in order to obtain a common point opaason between ISR ex-
tension, RHIC and the lowest availableppeollider energy. At this energy the UAS streamer
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chamber data turn out to offer a reliable reference althdbgloverall statistical errors are size-
able. This is reminiscent of the bubble chamber work at Iesveargies which definitely benefits
from the application of optical methods in terms of recomstiion efficiency and normalization.
In contrast all RHIC data show large systematic offsets agéreral weakness towards the
lower cut-off inpr which lies in general in the region 0.4-0.7 GeV/c.

This new study of the-dependence of charged and neutral kaon production rasults
smoothed interpolations of the centray}, integrated invariant yieldg'(xr = 0, 1/s) and of the
total kaon multiplicities as they are presented in Sedt.fltBie paper.
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