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Abstract

New data on the production of charged kaons in p+p intenastiwe presented. The data
come from a sample of 4.8 million inelastic events obtainéth the NA49 detector at
the CERN SPS at 158 GeV/c beam momentum. The kaons are idértifienergy loss
in a large TPC tracking system. Inclusive invariant crosdises are obtained in inter-
vals from 0 to 1.7 GeV/c in transverse momentum and from 03dr0Feynman x. Using
these data as a reference, a new evaluation of the energydiame of kaon production,
including neutral kaons, is conducted over a range from 3 ®g#p collider energies.



1 Introduction

Following the detailed investigation of inclusive pion [djd baryon [2] production in
p+p interactions, the present paper concentrates on thg sfucharged kaons. It thus com-
pletes a series of publications aimed at the exploratiomal 8tate hadrons in p+p collisions
by using a new set of high precision data from the NA49 detesttéthe CERN SPS [3]. The
data have been obtained at a beam momentum of 158 GeV/cpondiag to a center-of-mass
system (cms) energy of 17.2 GeV. This matches the highestantum per nucleon obtain-
able with lead beams at the SPS, permitting the direct casgraof elementary and nuclear
reactions. In addition, the chosen cms energy marks, coimgekaon production, the transi-
tion from threshold-dominated effects with strosglependences to the more gentle approach
to higher energies where scaling concepts become wortlstiga¢ing. On the other hand the
characteristic differences between lind K= production which are directly related to the un-
derlying production mechanisms, as for instance assoegtis pair production, are still well
developed at SPS energy. They are manifest in the strongtemlof the K'/K~ ratio as a
function of the kinematic variables. One of the aims of trapgr is in addition the attempt to
put the available results from other experiments into pegtype with the present data in order
to come to a quantitative evaluation of the experimentabsion.

A critical assessment of the completelependence of kaon production seems the more
indicated as its evolution in heavy ion interactions, egdlcin relation to pions, is promul-
gated since about two decades as a signature of "new” phlygittse creation of a deconfined
state of matter in these interactions. As all claims of trasure have to rely completely on
a comparison with elementary collisions, the detailed stftthe behaviour of kaon produc-
tion in p+p reactions from threshold up to RHIC and collideergies should be regarded as
a necessity in particular as the last global evaluation isftype dates back by more than 30
years [4]. A complete coverage of phase space, as far as aaczmp of different experiments
is concerned, is made possible in this paper, as comparddrs 1] and baryons [2], by the
fact that there is no concern about feed-down correctiams fveak hyperon decays, with the
exception of2 decay which is negligible for all practical purposes.

This paper is arranged in the same fashion as the precedbigations [1, 2]. A sum-
mary of the phase space coverage of the available data frber ekperiments in Sect. 2 is
followed by a short presentation of the NA49 experimentadseptance coverage and the cor-
responding binning scheme in Sect. 3. Section 4 gives dainithe particle identification via
energy loss measurement as they are specific to the problkaoofyield extraction. The eval-
uation of the inclusive cross sections and of the necessargations is described in Sect. 5,
followed by the data presentation including a detailed daterpolation scheme in Sect. 6.
K*/K~, K/7 and K/baryon ratios are presented in Sect. 7. A first step taf clamparison with
data in the SPS/Fermilab energy range is taken in Sect. 8ioS8é&cdeals with the data inte-
grated over transverse momentum and the total measuredylkelda. The data comparison is
extended, in a second step, over the range fyém- 3 to ISR, RHIC and pp collider energies
in Sect. 10. Section 11 concentrates on an evaluatiorf,ofi&lds in relation to charged kaons
and on a discussion of total kaon multiplicities as a functd /s. A comment on the influ-
ence of resonance decay on the observed pattenms afid s dependence is given in Sect. 12.
In Sect. 13 a global overview of charged and neutral kaordgiak they result from the study
of s-dependence in this paper is presented, both fopthiategrated invariant yields atr = 0
and for the total kaon multiplicities. A summary of resultglaonclusion is given in Sect. 14.
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2 The experimental situation

This paper considers the double differential inclusivessrgections of identified charged
kaons,

d?*c
——— 5 1)
dz pdpy
as a function of the phase space variables defined as traesvementunp, and reduced
longitudinal momentum

PL
Tp = \/5/2 (2
wherep;, denotes the longitudinal momentum component in the cms.

If the phase space coverage of the existing data has beemdbdwe incomplete and
partially incompatible for pion and baryon production ir threceding publications [1, 2], the
situation is even more unsatisfactory for charged kaonsidewange of data covering essen-
tially the complete energy range from kaon threshold viaRBeand AGS up to the ISR and
RHIC energy has been considered here. One advantage cimgcéra data comparison for
kaons is the absence of feed-down from weak decays with tepérn of(2~ decay which can
be safely neglected at least up to ISR energies. An overvidhecavailable data sets is given
in Fig. 1 for Kt and Fig. 2 for K in thexr/pr plane.
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Figure 1: Phase space coverage of the existinglita: a) Cosmotron/PPA [5, 6], b) PS/AGS
[7—10], c) Serpukhov [11], d) SPS/Fermilab [12-14], e) I3B4{22], f) RHIC [23—-30], g) NA49

The sub-panels a) through g) show successively the enarggsaf the Cosmotron/PPA
[5,6], PS/AGS [7-10], Serpukhov [11], SPS/Fermilab [1Z;19R [15-22] and RHIC [23-30]
accelerators in comparison to the new data from NA49. Thecggaof data in the important
intermediate energy range aroud ~ 10 GeV and the general lack of coverage in the low-
pr and low= regions are clearly visible. The coverage of the NA49 daigs.FLg and 2g, is
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Figure 2: Phase space coverage of the existinglta: a) Cosmotron/PPA, b) PS/AGS [7-10],
c) Serpukhov [11], d) SPS/Fermilab [12-14], e) ISR [15-0722], f) RHIC [23-30], g) NA49

essentially only limited by counting statistics towardgtpr and by limitations concerning
particle identification towards highy, in particular for K-, see Sect. 4 below.

The task of establishing data consistency over the wideerarfigenergies considered
here is a particularly ardent one for kaons, as will be shavthé data comparison, see Sects. 8
and 10 below. This concerns especially any attempt at ésit@d total integrated yields where
the existing efforts evidently suffer from a gross unddirestion of systematic errors. Their
relation to the total yields of K which are established with considerably higher reliapilip
to SPS/Fermilab energies as well as their eventual congrawith strangeness production in
nuclear collisions should therefore be critically recoesed.

3 The NA49 experiment, acceptance coverage and binning

The basic features of the NA49 detectors have been desdnloledail in [1-3]. The top
view shown in Fig. 3 recalls the main components.

The beam is a secondary hadron beam produced by 450 GeV/argnorotons imping-
ing on a 10 cm long Be target. It is defined by a CEDAR Cerenkawntar, several scintillation
counters (S1, S2, V0O) and a set of high precision proporticmambers (BPD1-3). The hydro-
gen target is placed in front of two superconducting Magfé®X1 and VTX2). Four large
volume Time Projection Chambers (VTPC1 and VTPC2 insidethgnetic fields, MTPCL and
MTPCR downstream of the magnets) provide for charged parttiacking and identification.
A smaller Time Projection Chamber (GTPC) placed betweerntwitemagnets together with
two Multiwire Proportional Chambers (VPC1 and VPC2) in fardl direction allows tracking
in the high momentum region through the gaps between theipahtrack detectors. A Ring
Calorimeter (RCal) closes the detector setup 18 m dowmstoddhe target.

The phase space region accessible to kaon detection istiafigeonly limited by the
available number of 4.6 M inelastic events. It spans a raftgamsverse momenta between 0.05
and 1.7 GeV/c for K and K- and Feynman » between 0 and 0.5 for K For Kt a limitation
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Beam and trigger definition elements
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Figure 3: NA49 detector layout and real tracks of a typicaamenultiplicity p+p event. The
open circles are the points registered in the TPC’s, theeddithes are the interpolated trajec-
tories between the track segments and the extrapolatidhg tevent vertex in the LiHtarget.
The beam and trigger definition counters are presented imsie¢

toxr < 0.4 isimposed by the constraints on particle identificatimcussed in Sect. 4 below.

These kinematical regions are subdivided into bins inath& plane which vary ac-
cording to the measured particle yields, effects of finite widths being corrected for in the
evaluation of the inclusive cross sections (Sect. 5). Theltiag binning schemes are shown in
Fig. 4 also indicating different ranges of the correspogditatistical errors.
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Figure 4: Binning schemes iry- andp7 for a) Kt and b) K= together with information on the
statistical errors



Particle identification

The identification of kaons by their ionization energy las#hie gas of the TPC detector

system meets with specific problems if compared to pion [H baryon [2] selection. This
specificity has several reasons:

— Corresponding to the momentum range of the NA49 data theation energy loss has
to be determined in the region of the relativistic rise ofénergy deposit, with the kaon
energy loss positioned in between the one for baryons anuidos.

— The relative distance idE /dz between the different particle species is small and varies
from only 4.5 to 7% for kaons with respect to protons and frofté 14% with respect
to pions, over therr range of the present data, with an rms width of the energy loss
distributions of typically 3%. This creates an appreciaberlap problem over most of
the phase space investigated.

— High precision in the determination of the absolute positéthe mean truncated en-
ergy loss per particle species and of the correspondindhidttherefore mandatory.

— The relative production yield of kaons is generally smallcampared to pions, with
K/7 ratios on the level of 5-30% for Kand 5-20% for K. In addition, for K the fast
decrease of the Klp ratio from typically 1 atr» = 0 to less than 5% atr = 0.4 finally
imposes a limit on the applicability ofF /dx identification towards high  values.

This general situation may be visualized by looking at a é®optypicaldE' /dx distri-

butions for different:» regions as shown in Fig. 5.
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Figure 5:dF/dx distributions for K" and K~ bins atr = 0.05,p7 = 0.4 GeV/c and:- = 0.25,
pr = 0.4 GeV/c superimposed with results of the fitted distrdmg

As already described in [2] a considerable effort has beeesited into the improved

control of the analog response of the detector. Severattesaed results of this work, in partic-
ular as far as kaon identification is concerned, will be dised in the following sub-sections.
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4.1  Non-Gaussian shape of thd E /dx distributions

Due to the small Kt and K/p ratios mentioned above, the precise descriptiomef t
tails of the energy loss distributions of the dominant p#tspecies becomes important. The
kaon extraction becomes indeed sensitive to small dewistio the upper tail of the proton
and in the lower tail of the pion distributions for the extrerield ratios mentioned above, as
is also apparent from the examples shown in Fig. 5. Evengyahmetries with respect to the
generally assumed Gaussian shape of the energy loss digtng have therefore to be carefully
investigated as they will influence both the fitted centraipon and the extracted yields of the
kaons. A detailed study of the shape of thi/dx distributions has therefore been performed
both experimentally and by analytical calculation.

By selecting long tracks in the NA49 TPC system which pash bHobugh the VTPC
and the MTPC detectors one may use the energy deposit in dhe d1PC’s to sharply select
a specific particle type of high yield, for instance pions mstpns. ThelFE /dx deposit in the
other TPC will then allow a precise shape determination. ¥angple is shown in Fig. 6 for the
selection of pions at = 0.02 ancghr = 0.3 GeV/c in the VTPC. The corresponding distribution
of the truncated mean for 90 samples in the MTPC is presentddg. 6a together with a
Gaussian fit.
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Figure 6: a) Conventional Gaussian fit of the MTRE /dx distribution, for tracks with pion
selection using the VTP@FE /dx; b) Ratio of data and fit function

The small but very evident skewness of the truncated eneggy distribution is ex-
pressed in Fig. 6b by the ratio of the experimental data to @s§an fit. This ratio may be
described by a cubic polynomial form with one normalizatpamameterZ, shown as the full
line in Fig. 6b.

(Data) /(Gaussiah~ 1 + Z(g° — 3g), 3
whereg is the transformed energy loss distribution,
1[[/dFE dFE
=2 |() (%)) @

ando is the rms of the Gaussian fit.
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Thusg corresponds to a normal distribution with mean zero and ffris Dhe parameter
Z is related to the number of measured poifis, on each track, and the centrél /dx value
by the relation

dE\"
Z = %N, "’ (%) , (5)

with 5 and~ experimentally determined to 0.5 [1] and &@.2, respectively. Together with the
relation:

o L (dEN\“
v =N (%) ©

assumingy = v which is a safe assumption regarding the sizeable erroeidé¢termination of
v, 2o IS Obtained as

2o = 0.215+£0.02 for the VTPC

zo = 0.21 £0.02 for the MTPC. (7)

A Monte Carlo simulation based on the Photon AbsorptionZation (PAI) model [31]
confirmed these results, demonstrating that the shapetthsics indeed a remnant of the basi-
cally asymmetric Landau distribution of ionization enelgys.

4.2  Position and width of the energy loss distributions

Particle identification proceeds, in each defined bin of plspsice, via &2 optimization
procedure between the measured energy loss distributiwh®ar single particle/E /dx dis-
tributions of known shape but a priori unknown positions adths for electrons, pions, kaons
and protons, respectively. Due to the generally smallifvachf electrons and their position in
the density plateau of the energy loss function, and duegtériown dependence of thié’ /dx
resolution on thelF /dx value for each particle species [1], (Eq. 6), the problenuced in
practice to the determination of eight quantities: thresitpmns, one width parameter and four
yield values which correspond to the particle cross sestiorbe determined. If the fit of the
pre-dominant particle species like pions and protons iregdmpresents no problems, the situa-
tion is more critical for the kaons. Here it is in principletbentral kaon position and the overall
rms width of thed F'/dx distributions which are liable to create systematic yieddations. In
the ideal case, the detector response should reproducesesdiag in thep/m variable as im-
plied by the Bethe-Bloch function of ionization energy I¢B8), with p the lab momentum
andm the particle mass. As shown in [1-3] this scaling is fulfilfed pions and protons in the
NA49 detector on the sub-percent level. The precision ofdthédx fitting procedure allows
for a quantification of the remnant deviatiohwith respect to the Bethe-Bloch parametrization
as a function of:» andp

dE
d(rp,pr) = %(xF,pT) — BB 8)
in units of minimum ionization (MIP), wheréFE /dz is the mean truncated energy loss [1]. This
is presented in Fig. 7 for the mean deviationrofand protons.
The observed deviations are due to residual errors in thieraibn of the detector re-
sponse and in the transformation between the Bethe-Blochnrizations of the different

gases used in the VTPC and MTPC detectors [3]. They stay iergebelow the level of
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Figure 7: Mean deviatiorié,+ ,) of 7+ and protondE/dx with respect to the Bethe-Bloch
parametrization as a function pf for different values of: »

+0.005. The fitted shifts of the kaon position, as charaatdrizy their difference to the pion
positiondx — d,, are shown in Fig. 8 as a function of- and averaged over, the error bars
representing the rms deviation of the averages.
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Figure 8: Mean deviations of a)*Kand b) K~ with respect to the pion positiofdx+ — d,+) as
a function ofx , averaged ovep,

Evidently the measured positions fall well within the margif +0.005 obtained for
pions and protons. The similarity, within errors, betwela tesults for K and K indicates
systematic detector response effects as the principlesafithe measured deviations.

The fitted rms widths of theé £/ /dx distributions, characterized by their relative devia-
tion from the calculated expectation value (Eq. 6 above),stwown in Fig. 9 as a function of
x, after averaging overy.

The results show that the predicted widths are reproducéu am accuracy within a
few percent of the expected values, with a slight systemgtieards trend as a function of-
closely similar for K" and K.
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4.3  Estimation of systematic errors

The dependence of the fitted kaon yields on the four parametentioned above,
namely the positions of pions, kaons, protons, and theivelats width of the fits, has been
studied in detail. It appears that only two of these paramedee liable to produce noticeable
systematic effects. These are the kaon position and the rdts.vBy enforcing a range of
fixed values of these parameters, their influence on theagttyields may be obtained. This
is demonstrated in Fig. 10 for the dependence on kaon positd in Fig. 11 for the depen-
dence on the relative rms width, the error bars in each pltitating the rms size of the,
dependence.

! I
0.1 0.2 0.3 0.4

X

oL

slope of the yield variation [%/0.001]
AR

4 \% 4
|

E

Figure 10: Slope of the yield variation given in % per assutkeeh shift of 0.001 for K and
K~ as a function of: -, averaged ovepr

Several aspects of this study are noteworthy:

— As far as the influence of the kaon position uncertainty isceomed, and taking into
account the size of the measured deviations from pions astdns and their rms fluc-
tuation (see Fig. 8) the related errors stay on the levelss tkan 1% up tar = 0.2.
Above this value the K yield reacts very critically on the fitted position. This éated
to the proton yield which becomes rapidly overwhelming taygehighz .

— Concerning the rms width the situation is somewhat morécatiespecially for K.
Here, allowing for a systematic error of about 0.5% in thedittelative rms, Fig. 9,

9
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Figure 11: Slope of the yield variation given in % per assumiegahge ot of 0.005 for K*
and K™ as a function of: -, averaged ovepr

the corresponding yield error reaches values of about 284 &t 0.2 and about 10% at
xr = 0.4. This is again measuring the influence of the large proiction. For K on
the other hand, the systematic error stays below the 2% few¢he wholez region
investigated.

The systematic errors estimated here have been includée iertor estimation in Ta-
ble 1.

4.4  Fit stability and x r limit for kaon yield extraction

The fitting procedure described above results in stableegalor all eight parameters
involved forz - values below about 0.25 forKand below 0.3 for K. This is to be understood
in the sense that thg? optimization procedure converges to a well-defined miniminrall
variables with reasonable values for the ratigéfover the degrees of freedom. For higher
values the fits tend to become unstable in the sense thahcextéables tend to "run away” into
unphysical configurations. In the present case of kaon @xtrathis concerns basically only
the kaon position in thé E/dx variable and the rms width parameter of the energy lossdistr
butions, as the pion and proton positions are always weBttaimed even in the critical regions
of phase space. The problem is of course connected to theséigitivity of the extracted kaon
yield on these two parameters in relation to the smait Khd K/p ratios as discussed in the
preceding section.

As the evolution of both the kaon position and the rms widtkhwhe phase space
variablest» andpr shows no indication of any rapid variation up to the limitditiing stability,
and as indeed the geometrical configuration of the tracksamPC detectors shows a smooth
and slow dependence on the track momenta in the regions r@a;ét has been decided to
extend therr range up to 0.4 for K and to 0.5 for K by imposing constraints on the two
critical parameters. This is realized by constraining therkposition to fixed values with respect
to the pions, as indicated by the extrapolated lines in Fign8 by also fixing the rms widths to
the values following from the smooth extrapolation indézhin Fig. 9. The expected statistical
error margins, allowing for reasonable values for the ulatsties in the quantities concerned,
see Figs. 10 and 11, have been added in quadrature to trsticthtrrors.
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45 Estimation of statistical errors

It has been shown in [2] that the estimation of the statiséinar of the extracted particle
yields has to take into account the dependence of the fittreswdll parameters fitted via the
covariance matrix. This means that the inverse square ffathiegpredicted numbers of each
particle species is only a first approximation to the retasvatistical error. The fluctuations
of the fitted particle positions discussed above and theitributions to the error of the yield
parameters are intercorrelated with the particle ratias &ith the relative distances of the
energy deposits in théFE /dx variable. The method outlined in [2] has been applied to all
extracted kaon yields and results in the statistical eqamted in the data tables, Sect. 6 below.
The ratio Rq between the full statistical error and the inverse squaot¢ ob the extracted
yields is a sensitive indicator of the fluctuations inheiarthe fitting method itself. It can vary
drastically over phase space according to the correlatitimthe particle ratios and the relative
positions with respect to the Bethe-Bloch function. Thiwisble in the distributions of the
ratio Rsi; defined above and shown in Fig. 12 for Kind K= in two different regions of: .
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S 10+ mean = 1.39 K+ - 15? mean = 1.17 K i
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5k mean =2.11 | 3 mean = 1.49 -
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R

stat stat

Figure 12:Rga = 0say/ (1/v/'N) for the binszy < 0.2 (solid line) and 0.Z 2 > 0.25 (dashed
line); a) K and b) K

Rsiatis in general bigger for K than for K- due to the large p/ratio. In both cases the
forward bins inzx show a strong increase s Which indicates the approach to the limit of
stability of the fit procedure in particular forK In the higher: bins,zr = 0.3 andz» = 0.4
the constraints imposed on some fit parameters, Sect. #hid oli course also the range of the
possible statistical fluctuations. Here, the problem hdsetdracked by the evaluation of the
corresponding systematic errors.

5 Evaluation of invariant cross sections and corrections

The experimental evaluation of the invariant cross section

3
f(zr,pr) = E(xp, pr) - j—;(xF,pT) 9

follows the methods described in [1] including the normetiizn via the measured trigger cross
section and the number of events originating from the lidwidrogen target given in this ref-
erence. The corrections to be applied to the extracted kietatsyare discussed below.
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5.1 Empty target correction

Due to the small empty/full target ratio of 9% and the largacfion of zero prong
events in the empty target sample, the empty target comtribumay be treated as a small
correction as argued in [1]. This correction is, within thetistical errors, equal for Kand K~
and independent gn- andz . It is compatible with the one given for pions [1] and prot§2ls
and is presented in Fig. 13 as a functiorncef

c 1.08

s L

© L 1
2 1061 1
8 | ]
m o104 | + .
s v [ ]
5 1.02- * -
g | ’
IS ]

098002 04

Figure 13: Empty target correction for'kand K~ as a function ofr, averaged over;

5.2  Trigger bias correction

This correction is necessitated by the interaction triggeich uses a small scintillator
placed between the two magnets (S4 in Fig. 3) in anti-coaraé with the beam signal. This
trigger vetoes events with fast forward particles and twereecessitates a trigger bias correction
which can in principle depend both on particle type and orkthematic variables. As described
in detail in [1] the correction is quantified experimentadlly increasing the diameter of the S4
veto counter off-line and extrapolating the observed ckangross sections to diameter zero.
For the case of kaons, the correction turns out to be withioreindependent opy and similar
for KT and K. Its 2 dependence is shown in Fig. 14.

§—r————
[ a)

p+tp - K’

trig. bias corr. [%]
<

L L L L L L ] L 1 L L L L L L L
0~ 0.2 0.4 0 0.2 0.4

Figure 14: Trigger bias correction as a function:effor a) K and b) K. The lines correspond
to the parametrization of the correction
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5.3 Re-interaction in the target

This correction has been evaluated [1] using the PYTHIA egenerator. It i3 inde-
pendent within the available event statistics. Thiedependence is shown in Fig. 15.

target re-interaction corr. [%]
5

o 02 04

Figure 15: Target re-interaction correction as a functibm©

5.4  Absorption in the detector material

The correction for kaons interacting in the detector mateldwnstream of the target is
determined using the GEANT simulation of the NA49 detediaking account of the K and
K~ inelastic cross sections in the mostly light nuclei (Airagtic foils, Ceramic rods). Due to

the non-homogeneous material distribution the correctimws some structure bothzi and
xp as presented in Fig. 16.

20 T

lo\3| 3 T T T T T T
= K*, K

o L

A p,=0.1GeV/c

8 o p_=1.1GeVic

@

@

©

Figure 16: Correction due to the absorption of produced &adnrthe downstream detector
material as a function af » for two p values. The lines are shown to guide the eye

5.5 Kaon weak decays

Due to their decay length of about 30 m at the lowest lab moumerstudied here, the
weak decay of kaons necessitates corrections of up to 7%efdrat production. Due to the
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high @ value of the decay channels and unlike the weak decay of pibasdecay products
are not reconstructed to the primary vertex. This has begfieeeby detailed eyescans using
identified kaons with visible decays inside the TPC systehe decay correction is therefore
determined for those kaons which decay before having patsedecessary number of pad
rows for reconstruction and identification. The resultiogrections are presented in Fig. 17.

L e

kaon decay correction [%]

Figure 17: Decay correction as a functionagf at differentp, values. The lines are shown to
guide the eye

5.6 Binning correction

The effect of finite bin sizes on the extracted inclusive sigections is determined using
the second derivatives of the- or p; distributions, as discussed in detail in [1]. The assodiate
corrections are within the statistical errors equal forahd K-. Examples are shown in Fig. 18
as a function of: at fixedpr and as a function gi at fixedz .

4 I L N T T T 7T N L N L I T T T T T N T T T T N T T T T I T T
[ a) 1 [ b ]
2f p. =04 GeVl/c

binning correction [%)]

[ e -
oL KK

V|\\\\\\\\\\\\\\\\\\\|\\7 V\\\\\\ P P
8O 01 02 03 04 0 0.5 1 15

Xp P, [GeVic]

Figure 18: Binning correction, a) as a functionagf for pr = 0.4 GeV/c and b) as a function
of pr for zr = 0.1. The crosses represent the corrections for fixed vatiés, = 0.05 and

opr = 0.1 GeV/c, respectively, and the open circles give thesobions for the used bin widths.
The lines are shown to guide the eye
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5.7  Systematic errors

The systematic errors of the extracted cross sections éireeddy the uncertainties of
the normalization and correction procedures and by a daritoin from particle identification as
described in Sect. 4. In particular the uncertainties dulkdaorrections may be well estimated
from their distributions over all measured bins presenteBig. 19. The corresponding error

estimates are given in Table 1.

K+t K~ K+ K~
Normalization 1.5% 1.5% 1.5%
Tracking efficiency 0.5% 0.5% 0.5%
Particle identification 0.0% | 4-12% 0-6%
Trigger bias 1.0% 1.0% 1.0%
Detector absorption
Kaon decay } 1.0% 1.0% 1.0%
Target re-interaction
Binning 0.5% 0.5% 0.5%
Total(upper limit) 45% | 8.5-16.5% 4.5-10.5%
Total(quadratic sum) 2.2% | 4.6-12.2% 2.2-6.4%

Table 1: Summary of systematic errors

The linear sum of these estimations gives an upper limit 5%4.the quadratic sum
an effective error of 2.2% farr < 0.2. These values are close to the estimations obtained for
pions [1] and baryons [2]. In ther region above 0.25, however, the upper limit (quadratic sum)
can reach 16.5%(12.2%) for‘Kand 10.5%(6.4%) for K. The spread of the corrections over
all selected bins of phase space may be visualized in Fig.Hi€walso gives the distribution
of the sum of all corrections.

la) lb)l IC)I ld)l
1501

41 100} 4 2001

entries

100[

1001 1 501 4 100p

501

0 0 0 020710 0 10 20
correction [%]

] 1s0p P { o

1 100} 1 401

1 50 1 20f

10 20 %010 0 10 20
correction [%]

920710 0
correction [%]

10 20 %20 10 0
correction [%)]

Figure 19: Distribution of correction for a) target re-irgetion, b) trigger bias, c) absorption in
detector material, d) kaon decay, e) empty target contdbuf) binning, g) total correction
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6
6.1

Results on double differential cross sections
Data tables

The binning scheme described in Sect. 3 results in 158 datéspeach for K and K.
The corresponding cross sections are presented in Tables 2 a

Table 2: Invariant cross sectiorf(zr, pr), in mb/(GeVt/c®) for Kt in p+p collisions at
158 GeV/c beam momentum. The relative statistical ertyy§,are given in %, the transverse

f(zr,pr), Af
pr\TF 0.0 0.01 0.025 0.05 0.075 0.1
0.05| 2.78 7.23 2.73 5.30Q 3.174 2.83 2.797 3.33 2.438 3.54 2.169 4.47
0.1 296 496 3.22 4.22 2799 227 2572 223 2.344 2.62 2.046 2.6]
0.15| 256 6.29 2.53 5.10 2.598 2.06 2.460 1.93 2.070 2.28 1.955 2.71
0.2 235 5.00 2.27 5371 2.294 1.87 2.219 1.69 2.093 1.98 1.738 2.06
0.25| 195 6.80 2.11 5.14 2.014 3.09 1.904 1.73 1.789 1.94 1563 2.3§
0.3 | 1.748 4.82 1.692 551 1.762 2.70 1.625 1.66 1.517 1.92 1.395 1.84
04 | 1.289 3.62 1.232 4.22 1.224 255 1.177 1.54 1.074 1.56 0.963 1.77
0.5 | 0.839 4.23 0916 5.12 0.819 3.14 0.804 2.46 0.740 1.82 0.680 2.0(
0.6 | 0.530 3.84 0.539 3.67 0.539 3.15 0.487 2.10 0.4462 2.09
0.7 | 0.371 4.47 0.333 4.22 0.320 4.16 0.323 3.320.2760 2.73
0.8 | 0.241 5.33 0.216 5.32 0.215 5.09 0.1903 4.510.1812 3.9¢%
0.9 | 0.1412 6.7% 0.1358 6.630.1286 6.720.1357 5.340.1217 4.9¢
1.1 | 0.0580 6.2% 0.0595 6.750.0498 6.76 0.0485 4.98
1.3 | 0.0231 8.04 0.0194 9.08 0.0184 8.03
1.5 | 0.0106 12.8 0.0092 12.7 0.00856 11.6
1.7 |0.00354 17.3 0.00291 13.8
pr\TF 0.125 0.15 0.2 0.25 0.3 0.4
0.05| 1.87 551 1.60 6.47
0.1 | 1.758 4.20 1.469 4.09 1.220 4.21 0.941 7.94 0.796 7.00 0.475 5.95
0.15 | 1.813 3.21 1.396 4.0%
0.2 | 1.603 3.11 1.390 2.96 0.995 3.34 0.843 6.62 0.720 5.00 0.408 4.54
0.25 | 1.379 2.85 1.313 3.44
0.3 | 1.243 2.7% 1.057 2.76 0.842 3.24 0.729 5.29 0.546 5.00 0.300 4.3§
0.4 | 0.912 2.19 0.809 2.46 0.666 3.06 0.540 5.19 0.450 5.00 0.253 4.11
0.5 | 0.617 2.40 0.574 2.59 0.493 3.04 0.394 5.00 0.392 5.000.2014 4.1%
0.6 | 0.410 2.82 0.385 2.96 0.339 3.64 0.269 4.22 0.208 6.00 0.1632 4.23
0.7 | 0.2593 3.520.2453 3.56 0.2046 4.350.1756 4.84 0.143 7.00 0.1042 4.9%
0.8 | 0.1709 4.970.1528 4.340.1340 5.010.1130 7.620.1040 8.00 0.0583 7.14
0.9 | 0.1102 6.160.1019 5.550.0754 6.94 0.0753 8.230.0488 10.0 0.0372 8.47
1.1 0.0400 5.1%0.0339 6.8%50.0267 8.90 0.0200 11.0 0.0148 8.6%
1.3 0.0184 8.290.0143 9.770.0118 11.70.0091 14.00.00640 12.3
15 0.00458 18.50.0055 20.60.00437 16.70.00384 19.00.00165 23.0
1.7 0.00257 16.00.00232 23.20.00141 30.3

momentunpr in GeV/c
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f@r,pr), A
pr\cr 0.0 0.01 0.025 0.05 0.075 0.1 0.125
0.05 1.90 6.0 2.04 5.04 2270 3.0% 1911 3.47 1.530 4.29 1.294 5.221.089 6.03
0.1 2.153 4.2% 2.151 4.54 2.041 2.07 1.847 2.17 1540 2.92 1.234 2.841.081 4.37
0.15 193 543 1.885 4.93 1.907 1.94 1.735 2.09 1.422 252 1.219 3.08 0.934 3.84
0.2 1.600 4.6% 1.683 5.19 1.717 1.69 1501 1.74 1.333 2.26 1.067 2.22 0.842 3.6(
0.25 | 1.599 557 1.661 5.04 1.522 2.82 1.296 1.91 1.147 2.22 0.949 2.69 0.811 3.21
0.3 1.301 4.39 1.188 5.58 1.291 2.49 1.141 1.89 0.997 2.13 0.864 2.00 0.694 3.3(
0.4 0.909 3.51 0.907 4.41 0.905 2.3% 0.796 154 0.736 1.67 0.615 1.76 0.515 2.54
0.5 0.588 4.10 0.551 5.88 0.572 2.97 0.538 2.540.4751 2.020.4115 2.020.3734 2.62

0.6 | 0.380 4.39 0.378 3.45 0.357 3.14 0.3073 2.4(00.2709 2.310.2263 3.21
0.7 | 0.235 4.62 0.2374 4.150.2038 4.320.1779 4.060.1626 2.930.1546 3.54
0.8 | 0.1502 5.3% 0.1391 5.540.1356 5.340.1258 4.67 0.1055 4.2(0.0958 5.36
0.9 | 0.0910 7.10 0.0833 7.060.0770 6.930.0614 7.470.0687 5.290.0554 7.24
1.1 | 0.0340 6.66 0.0303 7.230.0303 6.79 0.0245 5.6%
1.3 | 0.0113 9.68 0.0112 11.G 0.00758 8.00
1.5 [0.00435 15.4 0.00487 16.8 0.00341 15.9
1.7 |0.00211 18.83 0.00172 15.7
pr\cr 0.15 0.2 0.25 0.3 0.4 0.5

0.05 | 0.774 7.78
0.1 | 0.759 4.52 0.514 4.54 0.290 7.50 0.208 11.4 0.1318 7.140.0323 30.7
0.15 | 0.742 4.71%
0.2 | 0.709 3.37 0.478 3.24 0.299 6.11 0.217 7.77
0.25 | 0.647 3.9¢
0.3 | 0.597 3.00 0.381 3.15% 0.243 5.46 0.183 7.46 0.0966 4.770.0226 11.(
0.4 | 0424 2.670.2623 3.63 0.212 5.06 0.1268 7.87
0.5 | 0.3022 2.90 0.2044 3.64 0.1415 5.880.0936 8.140.0389 5.840.0172 9.78
0.6 | 0.1900 3.360.1524 3.91 0.0957 6.0i 0.0706 8.41

0.7 | 0.1306 3.810.0921 4.86 0.0553 7.570.0445 9.76 0.0165 7.64 0.0110 10.4
0.8 | 0.0780 4.80 0.0600 5.630.0381 8.890.0252 12.4
0.9 | 0.0480 5.980.0402 6.720.0257 9.770.0187 13.30.00878 9.260.00363 16.0
1.1 | 0.0191 6.320.01204 8.140.00875 10.80.00736 13.30.00246 16.20.00106 27.Y
1.3 |0.00805 10.20.00578 10.50.00302 16.90.00163 27.80.00080 26.%
1.5 |0.00271 17.00.00198 18.50.00189 19.90.00110 31.4
1.7 0.00102 18.3 0.00054 30.3

Table 3: Invariant cross sectiorf(zr, pr), in mb/(Ge\t/c®) for K~ in p+p collisions at
158 GeV/c beam momentum. The relative statistical ertyg,are given in %, the transverse
momentunpr in GeV/c
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6.2  Interpolation scheme

As in the preceding publications concerning p+p and p+Caatéons [1, 2, 32] a two-
dimensional interpolation based on a multi-step recursie¢hod using eyeball fits has been
applied. The distribution of the differences of the meadyreints with respect to this interpo-
lation, divided by the given statistical error should be &aan with mean zero and variance
unity if the interpolation is bias-free and if the estimatiof the statistical errors, see Sect. 4.5
above, is correct. The corresponding distributions showiig. 20 comply with this expecta-
tion.

(’) 25- T T T I T T T I T T T I T T T ] 25- T T T I T T T I T T T I T T T ]
2 [a 0=0.93 ] [ b) o= 0.88]
c I + mean = 0.04 ] i - mean = -0.06 ]
W K 1 20f K T .
15} 1 15 .
10 1 10F - .

5f { sf .

0- 1 1 1 1 I 1 1 1 I r L I 1 1 1 I 1 1 1 1 ]

-4 -2 0 2 2 % -2 0 2 4

AN f AV/AN|

Figure 20: Difference\ between the measured invariant cross sections and thesponging
interpolated values divided by the experimental uncetyain/ for a) Kt and b) K

As to first order the 8 first neighbours and to the second the@dsl neighbours to each
data point contribute to the establishment of the intefimiaa reduction of the local statistical
fluctuations of a factor of 3 to 4 may be expected. The authmsefore advise to use the data
interpolation which is available under [33] for data comgan and analysis purposes. On the
point-by-point level, the statistical error of the intelgied cross sections has been estimated as
the mean value of the statistical errors of each measured plois the 8 surrounding points in
thepr/xr plane, divided by the (conservative) factor of 2. The systtruncertainties are of
course not touched by this procedure, in addition they areasftly non-local origin.

6.3  Dependence of invariant cross sections oty and pt

Shapes of the invariant cross sections as functions-@ndx are shown in Figs. 21
and 22 including the data interpolation presented aboverder to clearly demonstrate the
shape evolution and to avoid overlap of plots and error Isnssequent; distributions have
been multiplied by factors of 0.5 (Fig. 21).

6.4 Rapidity and transverse mass distributions

As in the preceding publications [1, 2, 32] data and inteapoh are also shown as func-
tions of rapidity at fixedh7 in Fig. 23.
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Figure 21: Double differential invariant cross sectipfx -, pr) [mb/(GeV#/c?)] as a function

of pr at fixedzr for a) Kt and b) K= produced in p+p collisions at 158 GeV/c beam momen-
tum. The distributions for different values are successively scaled down by 0.5 for better
separation. The lines show the result of the data interipolaBect. 6.2
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Figure 22: Double differential invariant cross sectitfn -, pr) [mb/(Ge\#/c?)] as a function of
xp at fixedpr for a) Kt and b) K~ produced in p+p collisions at 158 GeV/c beam momentum.
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The lines show the result of the data interpolation, Segt. 6.
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Figure 23: Double differential invariant cross sectitia , pr) [mb/(GeV#/c?] as a function of
y at fixedpr for a) K and b) K produced in p+p collisions at 158 GeV/c beam momentum.
The lines show the result of the data interpolation, Segt. 6.
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Figure 24: Invariant cross section as a functiomgf — my for a) K and b) K~ produced at
y = 0.0. The lines show the result of the data interpolationt.Se2

Transverse mass distributionsigt = y = 0 are presented in Fig. 24 again including the
data interpolation. The corresponding dependence of tleese slopes of these distributions on
mr — my IS shown in Fig. 25 together with the results from the datarpulation. The local
slope values are defined by three successive data points.

K+ and K~ show a similar behaviour of the inverse slope parametershwiail from
values around 180 MeV at lom —mx to a minimum of 150 MeV atvy —mx ~ 0.05 GeV/@

(pr ~ 0.220 GeV/c), see also results from ISR (Fig. 74). They timngteadily towards higher
mr and reach 180 MeV atr ~ 0.6 (0.9) GeV/c and 200 MeV atr ~ 1.0 (1.8) GeV/c for K
and K-, respectively. These trends resemble the ones observpbfe [1].
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Figure 25: Local inverse slope of ther distribution as a function afir — my for a) Kt and
b) K~. The lines correspond to the data interpolation, Sect. 6.2

7 Particle ratios

The present data on charged kaon production offer, togetitieithe already available
pion [1] and baryon [2] cross sections with similar phasesmaverage and precision, a unique
possibility to study particle ratios, in particular thewodution with transverse momentum and
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x . This section will therefore not only deal with'iK — but will also address K/ and K/baryon
ratios.

7.1 K*/K~ ratios
The ratio of the inclusive K and K~ cross sections,

Ryr- = f(KT)/f(KT) (10)

is shown in Fig. 26 as a function of- at fixedp, and in Fig. 27 as a function ¢f; at fixed
values ofz .

p.=0.2 GeVic
L

p_=0.15 GeV/c
-

v P, = 0.05 GeV/c

4 - -
2r 1k
O 1
8 T T T T
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0 010203040 010203040 010203040 01 02 03 04
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Figure 26:Ry+¢- as a function ofcr at fixedpr. The lines show the result of the data interpo-
lation, Sect. 6.2

In each panel the corresponding ratio of the data interjpoist Sect. 6.2, is superim-
posed to the data points as a solid line. The basic featurdsealata may be described as a
steady increase dRx+x- over the available:r range by about a factor of three (Fig. 26) with
some structure visible at certai andp; values. Theyr dependence (Fig. 27) reveals a more
detailed evolution. The increase Bf-«- in the interval 0< pyr < 1.7 GeV/c which amounts
to about 60% at lowt - flattens out in ther range 0.1 — 0.2 to only 20% before it increases
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Figure 27:Ry+¢- as a function opr at fixedzr. The lines show the result of the data interpo-
lation, Sect. 6.2

again towards higherr. This may be visualized in Fig. 28 where the ratios of therpue
lated cross sections are shown as a functiopydior several: - values on an enlarged vertical
scale. Fig. 28b gives an estimate of the statistical unicéytaf Ry+- to be expected for data
interpolation, characterized by the hatched area aroumddminal values.
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Figure 28: a)Rc+«- for the data interpolation as a function pf for differentzy; b) Error
bands expected for data interpolation
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7.2 K/m ratios

The K/r ratios shown here make use of the pion data and the corresyganterpolation

published in [1]. The ratios of the invariant inclusive g@®ctions

Rrr = f(KD)/f(77)
By = [(KT)/f(77)

are presented in Figs. 29 to 34.

Ry+ .+ is shown in Fig. 29 as a function ¢f- for fixed = and in Fig. 30 as a function

of z for fixed pr.
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Figure 29:Ry+.+ as a function opr at fixedz . The lines show the result of the data interpo-

lation, Sect. 6.2
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Figure 30:Rx+,+ as a function ofc» at fixedp,. The lines show the result of the data interpo-
lation, Sect. 6.2

Here the salient features are the strong increase pyittvhich is rather independent
on zr and reaches values of about 6 relative to jewat 1.7 GeV/c, and the rather smalt
dependence with a slight increase at lpwand a comparable small decrease in the high
region. These features are again shown in the composit8Eigihere thevr dependence of
Rg+,+ from the interpolated data is plotted for the full rangergfvalues.
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Figure 31:Ry .+ as a function op for differentz

In Fig. 31 the "cross-over” point at; ~ 0.5-0.7 GeV/c where the full relative variation
of Rx+,.+ With z is on the level of only 20% of the ratio, and the practicallygh@! evolution
of Rx+ .+ with pr for differentz » over a wide range of transverse momentum should be pointed
out.
Ry~ .- isshown in Fig. 32 as a function pf- at fixedz and in Fig. 33 as a function of
xp for fixed pr.
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Figure 32:R- .- as a function op at fixedz . The lines show the result of the data interpo-
lation, Sect. 6.2

Also for R¢-,- a strong increase withy and the independence af for low py fol-
lowed by a decrease withy at highpr are evident. This is visualized in the composite Fig. 34
where thep; dependence for several values is plotted for the interpolated data values.

Again a "cross-over” point irpy with a practically completerr independence, for
R¢-.— atpr ~ 0.3 GeV/c should be mentioned, together with the more prooed decrease at
higherpr. A general remark concerns the lgw regions of Figs. 29, 31, 32 and 34. The rapid
variation of the Kf ratios belowpr ~ 0.2 GeV/c with some minima atr ~ 0.15 GeV/c are
due to the structure of the™ and=r~ cross sections observed in this region [1]. This structure
is more pronounced far* than forr— and has been explained by resonance decay [1, 34].
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Figure 33:Ry- .- as a function ofc » at fixedpr. The lines show the result of the data interpo-
lation, Sect. 6.2
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Figure 34:R.- .- as a function opr for differentx

7.3  K/baryon ratios

The K/baryon ratios shown below use the new data on protoaatighroton production
published in [2]. The ratios of the invariant inclusive g@®ctions

Ry+p = f(KT)/f(D) (13)
Ry = f(K)/f(P) (14)

are presented in Figs. 35 to 41.

Ry+p is shown in Fig. 35 as a function pf- for fixed z and in Fig. 36 as a function of
xp for fixed pr.

Fig. 35 indicates a strong, rapidly decreasing ¢component at low; andzr < 0.15,
superimposed on an almagst independent contribution which shows a marked decrease wit
increasinge r but also a slight increase wigh atxr > 0.2. This corresponds to the strong
dependence at lowr in Fig. 36 which flattens out rapidly with increasipg. The compos-
ite Fig. 37 joins these trends using the ratio of the datapatations as a function qgi; for
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Figure 35:Ry+, as a function op at fixedz . The lines show the result of the data interpola-

tion, Sect. 6.2
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Figure 36:R¢+, as a function of: - at fixedpr. The lines show the result of the data interpola-

tion, Sect. 6.2
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Figure 37: a)l+, for the data interpolation as a function;af for differentz ; b) Error bands
expected for data interpolations
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R+, seems to converge towards high to anxzy independent value of about 0.4 —
0.5 as indicated in Fig. 37 by the dashed extrapolated lioethe differentz values. This
is reminiscent of a similar behaviour for the(pf ratio pointed out in [2]. As the point of
convergence seems to lie closepto ~ 3 GeV/c it is tempting to use the available data at this
transverse momentum from differegfs, although the detailed study of thedependence of
Ry+p is outside the scope of this work. The analysis of the exgstiata atp; = 3 GeV/c and
xr = 0 from Serpukhov energy [11] via Fermilab [12] to ISR [15:-20—-22], Fig. 38, shows
indeed consistency within errors with the value from theapolation shown above, indicating
at the same time the very strorglependence of this particle ratio at high

o 2rT T T T T
L L

nd

pT:SGeV/c

15F X=0 s

0 20 40 60
\Is [GeV]

Figure 38:s-dependence aRy+, atpr = 3 GeV/c andrr = 0. The open circle corresponds to
the NA49 extrapolation, Fig. 37

It should be remarked here that the Fermilab data have beegcted for a systematic
effect of 20% concerning the proton yields discussed infif| @l ISR ratios by 10% to account
for the expected amount of proton feed-down from stranggdoes.

Ry-p is shown in Fig. 39 as a function pf- for fixed z» and in Fig. 40 as a function of
xp for fixed pr.
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Figure 39:Ry - as a function opr at fixedzr. The lines show the result of the data interpola-
tion, Sect. 6.2
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Figure 40:Ry -, as a function of: - at fixedpr. The lines show the result of the data interpola-
tion, Sect. 6.2

As for R+, the sizeableyr dependence at lowr flattens out at mediunp, 0.15<
xr < 0.25, and re-appears towards = 0.4. Ther dependence, Fig. 40, is very different from
the one ofR+,. There is no strong enhancement at low Ry -, being rather independent on
xp up toxr ~ 0.3. Beyond this value the ratio increases rapidly towaedises between 5 and
6 at the maximum accessiblg-. Fig. 41 shows these trends using the ratio of the interpdlat
data as a function qf; for differentx .
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Figure 41: a)i -, for the data interpolation as a function;af for differentz ; b) Error bands
expected for data interpolations

The small structures described above are clearly visiblgether with the strong in-
crease atr > 0.25 and a minimum at; values between 0.9 and 1.1 GeV/c.

8 Comparison to Fermilab data

In a first step of data comparison, the NA49 data will be comgap the existing,
double differential cross sections at neighbouring eesrgi order to control data consistency
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with only small necessary corrections fodependence. A wider range of comparisons ranging
from kaon threshold to RHIC and collider energies will befpened in Sect. 10 below. For
the case of kaons all comparisons are facilitated by thenalesef feed-down corrections from
weak decays of strange particles.

8.1  The Brenner et al. data [13]

This experiment which has shown a good agreement on thedéwieé double differ-
ential cross sections for pions [1] and baryons [2], offef-data points for K and 32 points
for K~ at the two beam momenta of 100 and 175 GeV/c. The averagstst@terrors of these
data are unfortunately rather large for the kaon sampldh, atiout 25% for K and 40% for
K~. This is shown in the error distributions of Fig. 42, panélared d). Although the/s values
at the two beam energies are, with 13.5 and 18.1 GeV, clodeetdblA49 energy, an upwards
correction of 8% (12%) at the lower energy and a downwardsection of -2% (-5%) at the
higher energy has been applied for lind K, respectively, see Sect. 10 for a more detailed
discussion ok dependence.
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Figure 42: Statistical analysis of the difference betwdenrmheasurements of [13] and NA49
for KT (upper three panels) and Klower three panels): a) and d) error of the difference of
the measurements; b) and e) difference of the measurensgaty] f) difference divided by the
error

The statistical analysis of the differences between themeet al. data and the interpo-
lated NA49 results is presented in Fig. 42. Although thetnedadifferences, dominated by the
statistical errors of [13], are very sizeable, see panasb)e), the differences normalized to the
given statistical errors, panels c) and f) show reasonapieement between the two data sets,
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in particular for K" where the normalized differences are centerel /at = 0 with the expected
variance of unity. The K show a positive offset of 0.3 standard deviations whichesponds
to an average difference of 19%.

A visualization of the Brenner data with respect to the ipbdsited NA49 results and
their distribution in ther» andp, variables is given in Fig. 43.
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Figure 43: Comparison of invariant cross section betweeANAnes) and measurements from
[13] at 100 (full circles) and 175 GeV/c (open circles) for ids a function of apr at fixedz
and b)zr at fixedpr, and for K= as a function of cp at fixedzr and d)z at fixedps. The
data were successively divided by 4 for better separation

Taking into account the comparison of all measured parsipkxies for the two experi-
ments [1, 2] it may be stated that a rather satisfactory ¢thesgeeement, within the limits of the
respective systematic and statistical errors, has beepm&nated.
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8.2  The Johnson et al. data [14]

This experiment gives 40 data points for lind 50 points for K within the range of the
NA49 data obtained at 100, 200 and 400 GeV/c beam momenturaoRtparison purposes the
data have been corrected to 158 GeV/c beam momentum usirgitq@endence established in
Sect. 10 below. The distribution of the relative statidteraors is shown in Fig. 44 panel a) for
K™ and panel d) for K, with mean values of 12% and 9%, respectively. This is suitisiéy
below the errors of [13].
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Figure 44 Statistical analysis of the difference betwdenrmheasurements of [14] and NA49
for KT (upper three panels) and Klower three panels): a) and d) error of the difference of
the measurements; b) and e) difference of the measurensgaty] f) difference divided by the
error

The statistical analysis of the differences with respec¢h&interpolated cross sections
of NA49 is also given in Fig. 44 in terms of the distributiontbé relative differencé\, panels
b),e) and of the difference normalized to the statisticedref /o, panels c) and f). Two main
features are apparent from this comparison: an upwardsaglabout 23% (10%) correspond-
ing to 2.5 (1.0) standard deviations and large fluctuatimmsesponding to 1.7 (3.0) standard
deviations for K and K-, respectively. As similar observations have been madeiéorsg1]
and baryons [2] one may state that a general offset of 10 — 2% to be present which is
compatible with the normalization uncertainty given in].IBhe fact that the proton data show
a smaller offset might be connected with theircoverage which is mostly at large negative
(low lab momenta). On the other hand, the underestimatidhepoint by point fluctuations
by a factor of 2 to 4 with respect to the claimed statisticadies; for all particle species, has to
remain unresolved.
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The phase space distribution of the data of [14] is shown g¥dsi as a function af ¢

at fixed values opr in comparison with the interpolated NA49 cross sections.
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Figure 45: Comparison of invariant cross section betweeANAnes) and measurements from
[14] at 100 (full circles), 200 (open circles) and 400 GeMidl(triangles) as a function of -
at fixedpr for a) Kt and b) K. The data were successively divided by 3 for better searati

8.3  The Antreasyan et al. data [12]

It is only the lowp part of this experiment which can be compared to the NA49,data
at xr close to 0. Due to the fact that the spectrometer of [12] wasosa constant lab angle
for all beam energies and particle species, the given cexdias have to be compared at their
properz values as given in Table 4, see also the corresponding arganmg2].

poeam[GeVI] 200 300 200
prlGevicl S Gev) 19.3 23.7 27.3
oy 0.0054  -0.011 0.020
0.77 Rs 0.826:0.12 1.026:0.16 1.116-0.20
Ry 0.966:0.12 1.21720.18 1.1640.18
e 00302 -0.031 20.020
1.54 Rs 0.796:0.05 1.086:0.08 1.26@-0.12
Ry 0.791:0.06 1.246:006 1.616.0.14

Table 4: Offset incy at different,/s and pr. The cross section rati®,+ between the data
from [12] and NA49.

The cross section ratid,+ and Rx- are shown in Fig. 46 as a function ¢fs at fixed
pr, together with the-dependence extracted in Sect. 10 below from data at0 at Serpukhov
energy [11] and ISR energy [21, 22].

Evidently the data [12] comply, within their sizeable statal errors, with thes-
dependence as established by the other experiments. Howekee of the four points at
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Figure 46: The cross section ratios between the data frofrafi@ NA49 as a function o{/s
for two values ofpr for a) K™ and b) K. In both of the panels the NA49 point is indicated
with full triangle. The full and dashed lines represent thsult of thes-dependence atr = 0
established in Sect. 10 belowat = 0.77 and 1.54 GeV/c, respectively

200 GeV/c beam momentum are low by about two standard demgtiThis would, by us-
ing the data [12] alone to establish tkelependence, lead to a large underestimation of the
kaon yields at lowes. See also the discussion in [2] for baryons.

8.4  Comparison of particle ratios

As systematic effects tend in general to be reduced in parétios, it is interesting to
also look at the consistency of the corresponding ratias fi2—14] with the NA49 data shown
in Sect. 7 of this paper. This is shown in Fig. 47 @+~ ratios, in Fig. 48 forRy+,+ and in
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Figure 47: Comparison oky+x- between [12] (triangles), [13] (circles), [14] (squareafia

NA49 (lines) as a function of a}» and b)p;. The data were successively shifted by 10 for
better separation
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Fig. 49 for K/baryon ratios.

8.5  Conclusion from data comparison at Fermilab energies

In conclusion of the detailed comparisons in the FermilRl¥®nergy range shown
above it may be stated that a mutually consistent picturek&mmn production from several
independent experiments has been established, with tleptxe of some offsets in the ab-
solute cross section especially for [12] and [14]. Thessetf tend to cancel in the particle
ratios R +x- for both [12] and [14]. The ratiok, and Rk, are consistent for [13] and [14]
within their statistical uncertainties, whereas for [112$ systematic effects discussed in [2] for
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Figure 49: Comparison between [12] (triangles), [13] (eis3, [14] (squares) and NA49 (lines)
of Rx+, as a function of apr and b)z and Ry - as a function of cpr and d)zx. The data
were successively shifted by 1.2 fé+, and by 6 forR, - for better separation

baryons and in Sect. 8.3 for kaons persistAr. and Rx,. What is also important to note is the
apparent absence of systematic deviations as a functionefiatic variables » andpr. This
lends, as none of the existing experiments has on its owrtguifiphase space coverage, some
confidence to the establishmentefintegrated and total yields from the NA49 measurements
alone, as discussed below.

9 Integrated data

In a first step the data interpolation, Sect. 6.2, will be usederform an integration
over transverse momentum. In a second step the total chkegedyields will be determined.
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These can be used, in conjunction with the total pion anddrayyelds published before [1, 2]
to control the total charged multiplicity with respect t@threcision data from bubble chamber
experiments.

9.1 pr integrated distributions

Thepr integrated non-invariant and invariant kaon yields arengefiby:

dn T Vs [
L e
dxp Tinel 2 E
= [ 1 (15)
dn T

R dn?
dy Uinel/f Pr

with f = E - d®c/dp?, the invariant double differential cross section. Thednétions are per-
formed numerically using the two-dimensional data intéapon (Sect. 6.2) which is available
in steps of 0.05 GeV/c in transverse momentum.

K+ K~ K+ K~

TE F  Aldn/dzp A |(pr) A|{(p%) A F A ldn/der A | {pr) A | {(p2) A | y|dn/dy|dn/dy
0.0 |0.67151.17 0.8531 1.3(0.4157 0.610.2427 1.1§ 0.4762 1.04 0.6166 1.5(0.4002 0.6§0.2227 1.2$0.0,0.066350.04729
0.01 |0.6688 1.54 0.8417 1.4%0.4165 0.7$0.2435 1.39 0.4760 1.90 0.6096 1.7$.4007 0.8}0.2228 1.6(]0.20.065910.04693
0.0250.6648 0.87 0.7985 0.780.4208 0.580.2480 1.04§ 0.4644 0.82 0.5666 0.700.4053 0.4%0.2277 0.910.4{0.064960.0453¢
0.05|0.6344 0.78 0.6633 0.6}0.4343 0.4(0.2629 0.8 0.4286 0.66 0.4547 0.63.4198 0.4$0.2427 1.080.60.062580.04216
0.0750.5906 0.63 0.5260 0.5$0.4509 0.390.2814 0.7¢ 0.3745 0.68 0.3364 0.710.4378 0.3%0.2627 0.7(10.80.059100.03814
0.1 |0.5374 0.64 0.4077 0.6]10.4657 0.410.2990 0.9]) 0.3210 0.70 0.2449 0.680.4542 0.480.2815 0.991.00.054580.03334
0.1250.4923 0.81 0.3219 0.8(0.4776 0.40.3136 0.89 0.2730 0.90 0.1792 0.9(0.4690 0.4§0.2989 0.8§1.20.049040.02803
0.15 |0.4449 0.87 0.2542 0.8(0.4881 0.490.3261 1.07 0.2267 1.05 0.1298 1.040.4826 0.630.3156 1.3(}1.4{0.043280.022271
0.2 |0.3614 1.07 0.1635 1.0$0.5037 0.6$0.3449 1.5§ 0.1568 1.310.07101 1.2/D.5006 0.710.3369 1.441.60.036800.01677
0.25]0.2965 1.79 0.1104 1.700.5127 0.940.3551 1.7} 0.1041 1.900.03880 2.1{(0.5080 1.0$0.3460 2.1$1.80.0303(0.0118%
0.3 |0.2373 1.900.07491 1.9(D.5184 0.970.3620 1.9§0.07112 2.580.02248 2.58.5059 1.440.3445 2.852.00.023890.00774
0.4 |0.1481 1.440.03569 1.48.5259 0.9¢0.3705 1.970.03296 2.5[0.007959 2.5[0.4933 1.4$0.3305 2.8§2.20.0178§0.00485
0.5 0.01370 5.310.002667 5.3[0.5117 2.870.3440 4.3}]2.4/0.012530.00281
2.6/0.007540.00134
2.80.003530.00044
3.0/0.001130.00007

PO~ 0P <O O —¢5Y

Table 5:py integrated invariant cross sectidn [mb-c], density distributiondn/dxr, mean
transverse momentuiipr) [GeV/c], mean transverse momentum squaped [(GeV/cy] as
a function ofx -, as well as density distributiain./dy as a function of; for K+ and K. The
statistical uncertainty\ for each quantity is given in % as an upper limit considerimg full
statistical error of each measurgglz bin

The statistical uncertainties of the integrated quarstigieen in Table 5 are upper lim-
its obtained by using the full statistical fluctuations otle® measured bins. As such they are
equivalent, for the kaon yields, to the statistical errothaf total number of kaons contained in
eachzr bin.

The resulting distributions are shown in Fig. 50 for Knd K~ as a function of: and
y. The relative statistical errors of all quantities are galte below the percent level. They
increase towards the high end of the availabjeregion essentially defined by the available
event number and, especially forKby limits concerning particle identification (Sect. 4).€Th
K*/K~ ratio, (pr) and(p%) for kaons as a function aof are presented in Fig. 51a—c. Fig. 51d
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shows the mean transverse momentum of all measured pasgiel@es in a single panel in
order to allow a general overview of the interesting evolutof this quantity withzr which
demonstrates thép) is equal to within 0.05 GeV/c for all particlesat ~ 0.3 —0.4.
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Figure 50: Integrated distributions offkand K~ produced in p+p interactions at 158 GeV/c:
a) density distributionln/dxr as a function of: z; b) invariant cross sectiof as a function of

x; ) density distributionin /dy as a function of
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Figure 51: a) K/K~ ratio, b) mearpy, and ¢) mean? as a function ofr for K™ and K~
produced in p+p interactions at 158 GeV/c; d) mearfor 7+, #—, K*, K=, p,p on an enlarged

vertical scale

9.2  Comparison to other data

As in Sect. 8, a first stage of the comparison is limited to tAR8/&ermilab energy range
where only two experiments provide integrated cross sestibhe data of Brenner et al. [13]
are obtained from a limited set of double differential cresstions, using basically exponential
fits to the measured points. The resulting invariant crosmses F'(x ) are shown in Fig. 52 in
comparison to the NA49 data.

As already remarked for the case of pions and protons, vesable deviations are
visible in the distributions of Fig. 52a, which are quantifigy the ratio of the two measurements
shown in Fig. 52b. If the relative differences lwere limited to about-40% for pions and
protons [1, 2], the factors are even bigger for kaons, witheamdeviation of about 50%. This
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Figure 52: a) Comparison @f integrated invariant cross sectidhas a function ofr for K+
and K- measured by [13] to NA49 results (represented as lines)dateefor K- are multiplied
by 0.1; b) RatioR between measurements of [13] and NA49 results. The mears ffati K™
and K- are presented with dashed lines

again demonstrates the danger of using oversimplified edgelparametrizations of double
differential data which comply with the NA49 measurememtshe point-by-point level within
their statistical errors (Sect. 8.1).

The EHS experiment [35] at the CERN SPS, using a 400 GeV/opitmtam, offerg
integrated data which are directly comparable in all quistidefined in Eqg. 15. In view of the
s-dependence which is enhanced at lowin the quantitydn/dzr [1,2] and of the important
shape change to be expected in the rapidity distributionly, thhe invariant integrated cross
sectionF' is plotted in Fig. 53 in comparison to the NA49 data.

T 7T ] [ T 1
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Figure 53: Comparison ofy integrated invariant cross sectidhas a function ofr» for a) K*
and b) K- measured by [35] to NA49 results (represented as dasheg] line

Some remarks are in place here. The EHSd&ta show an enhancement at low of
about 35% which is substantially above the expectel@pendence, see also the discussion of
the kaon data in Sect. 13. After a local instability of margnstard deviations atr ~ 0.15 the
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distribution cuts, however, below the NA49 data in the radldLl75< = < 0.45. This decrease
cannot be explained by any knowrdependence. For Kthe situation is qualitatively similar.
Here atx = 0 an enhancement of 41% is observed, withvardependence which smoothly
approaches the NA49 data to become equal to these crossnsewithin errors atr > 0.22.
Again such behaviour contradicts the expectatependence. A possible explanation might be
contained in the meapé. data shown in Fig. 54. If the results @p2.) agree atrr = 0 within

the respective errors, the EHS data deviate rapidly upweosdsthe NA49 measurements with
increasingr . For KT the instability in the cross sectionsat = 0.15 is seen as a break in the
rr dependence ofp%) at the samer value. Thexrr dependence then flattens in the region
0.2< xr < 0.45 which corresponds to the depletion of the cross seciging again steeply to
very large values atr beyond the range accessible to NA49. A similar behavioubgeoved

for K= where (p2) shows reasonable consistency uprio ~ 0.2 with a slight increase over
the NA49 data which is however inconsistent with tidependence in Sect. 10.6.4. Above
rp ~ 0.2, however, there is again a strong almost linear increb&e.) with = with values in
excess of 0.8 (GeV/&)n the highz region. One may speculate that both the behaviour of the
invariant cross sections and the on€@f) are of the same origin if one assumes that there are
detection losses for kaons with increasingand at transverse momenta below the mean value.
This would reduce the observed cross sections and enhaaoeetry?..
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Figure 54: Comparisofp3.) as a function of: » for a) K+ and b) K- measured by [35] to NA49
results (represented as dashed lines)

In conclusion of the comparisons with the EHS experimentivhiave been carried out
with some precision for pions [1], baryons [2] and here foork®, a somewhat unsatisfactory
and partially inconsistent picture emerges. In generalay e stated that sizeable relative
differences, even after taking into account possibiiependences, emerge at a level of typically
+10 — 30% which cannot be explained by a common factor like atimation uncertainties. In
addition there seems to be a general tendency of unphysbaliour in the EHS data farg
values above about 0.2 both in the cross sections and, meresty, for the behaviour of
meanp..

9.3  Total kaon yields and mean charged multiplicity

For thexr integration of thein/dxzr distributions presented in Table 5 an exponential
extrapolation into the unmeasured region at highhas been used. This is well justified by the
shape of the distributions within the measured region antié@yact that only 4% (0.3%) of the
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total yields are beyond the experimental limits for End K-, respectively. The resulting total
kaon yields are:

(n+) = 0.2267
(ng-) = 0.1303

(ng+) /(ng-) = 1.740 (16)
() + () _ 1785

The statistical errors of these yields may be estimated bytdtal number of kaons
extracted from the 4.8M events of this experiment. These2@6k for K and 170k for K.
From these numbers follows, including the additional staial errors from particle identifica-
tion, Sect. 4.5 Fig. 12, an error of 0.27% for kand 0.28% for K which is about one order of
magnitude below the smallest estimated systematic eredn€TL).

These numbers, together with the results for pions [1] angdmes [2] can be used
to establish the mean charged multiplicity as it resultsnfrihis experiment. The respective
numbers are given in Table 6 below.

positives negatives total
(ny)  3.018 2.360 5.378
(n 0.227 0.130 0.357
(np)  1.162 0.039 1.201
n) 4.407 2.529 6.936

~
~—

—~

Table 6: Mean multiplicities of charged particles

In order to establish the total charged multiplicity andéadble to compare to the results
from bubble chamber work where the charged hyperons aradadl as on-vertex tracks, an
estimation of>™ and X~ yields has to be performed. Several measuremenistof .~ and
»? are available in the energy range<3./s < 27 GeV, all with rather big relative statistical
errors of typically 15 to 50%. For the present purpose whieeecharged hyperons constitute
a correction of about 1%, this is nevertheless acceptahlze sll results stem from bubble
chamber experiments with small systematic uncertainfieeee quantities are interesting and
necessary for the present comparison:

1. theXx/A ratio
2. theX*/3 ratio
3. theratio £~ + X% + X+)/A

The X°/A ratio has been obtained by 5 experiments [36—40] with vahetaeen 0.1
and 0.74 with an average of 0.4. This value may be used torothtairatio £~ + X° + £+)/A
[41-43] which varies between 0.83 and 1.09 with an avera@9&. The ratio>+/>~ [39,41-
43, 45]shows a variation from 2 to 5.2 with an average of 3.3.

Adopting the average values for the ratios (1) and (3) thelined yieldX* + X~ may
be obtained at/s = 17.2 GeV by interpolating the well-established total ¢ief A [39-44,46—
59] to (n,) = 0.12 per inelastic event at this energy. This results inrdrdmtion of 0.07 per
inelastic event from charged hyperons and gives a totagjeldamultiplicity

(nen) = 7.01 (17)
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from this experiment. This multiplicity may be compared he existing measurements essen-
tially from Bubble Chamber experiments taken from [60] anesented in Fig. 55.

10;

N
3]
c

0 200 400
Ppcam [GeV/c]

Figure 55:(n¢y) as a function of beam momentusgam The NA49 measurement is indicated
with an open circle

The full line in Fig. 55 represents a hand interpolation &f teasurements in the range
from 50 to 300 GeV/c beam momentum. It coincides incideyptall\/s = 17.2 GeV, with the
parametrization

(nen) = —4.8 4+ 10/+/s +2.0In s (18)
given by [61] which predicts

(neh) = 7.15 (19)

The relative deviation of the summed integrated yieldsmyasfeove from this value cor-
responds to -2%. It is certainly governed by the systemattettainties of the dominant pion
and proton yields for which the systematic error estimafig2] gave 4.8% (5%) for the lin-
ear sum and 2% (2.5%) for the more optimistic quadratic suthetontributions,respectively.
Allowing for a typical error of about 1% of the bubble chamblata, it may be stated that the
observed deviation is within the error estimate for the NAl4éa.

At this point it is indicated to also check the charge balasfcde NA49 results where
the difference between positive and negative particledgishould give two units from charge
conservation. Using the total charged hyperon yield es@thabove and the average />~
ratio of 3.3 the following yields are obtained:

(ns+) = 0.054
(ny-) = 0.016
(pod) = 4.461 (20)
(Nneg) = 2.545
(Npos) — (Nneg) = 1.916
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This means that the charge balance is off by 0.08 units ortal86wof its nominal value.
In order to put this number into perspective it should beizedlthat a systematic downwards
deviation of ther™ yield by 1.5% accompanied by an upward shift of theyield by the same
relative amount is sufficient to explain this imbalance. rEfiere it may be stated that also the
charge conservation of the NA49 results is establishedmilie stated systematic errors.

10 A new evaluation ofs dependence

The new set of kaon data presented and discussed above masdeek in connection
with existing data at other cms energies, to re-assess pherimental situation as far as the
s-dependence, in particular also for integrated yieldspigerned. It is indeed rather surprising
that the very first attempt in this direction by Rossi et a].Which dates from 1975, is still
being used as a reference for rather far-reaching conclsiswith respect to kaon production in
heavy ion interactions [62]. This is especially concerrimgadmitted systematic uncertainties
which are given in [4] as only 15% for their estimated totalgs. In view of the rather sparse
phase space coverage of most of the preceding data seteae@ &nd Fig. 1 above, it needs
in fact for most cms energies quite some imagination to tyestablish integrated yields with
defendable reliability. In this context it is interestimydlso look at the available data or} K
production which, coming for the-range up to medium ISR energies exclusively from bubble
chamber experiments, have well defined systematic erropaiiticular for integrated yields,
notwithstanding their in general rather limited statigkgignificance. Here, the relation between
charged and neutral kaon production deserves speciatiatiegs it is directly sensitive to the
respective production mechanisms. In the following sective energy ranges from Cosmotron
up to RHIC and collider energies will be inspected in an agteat establishing some coherence
with respect tas-dependence.

10.1 The K™ data of Hogan et al. [5] and Reed et al. [6] at/s = 2.9 GeV

These early experiments at the Princeton-Penn (PPA) and@®d¢imotron accelerators
use a range of beam momenta from 3.2 to 3.9 GeV/c with a commiom gt about 3.7 GeV/c.
The data at this energy have been used in order to establiskxenom of combined phase
space coverage in the rangescOrr < 0.4 and 0< pr < 0.6 GeV/c, see Fig. la. It should
be mentioned here that the definitionxgf (Eq. 2) has been used throughout although it pro-
gressively limits the availabler range at low interaction energies due to energy-momentum
conservation, see [8] for a detailed discussion,/At= 3 GeV this means rather sharp cut-offs
in production cross section towargs ~ 0.5 andpr ~ 0.7 GeV/c. Within these limits, reason-
able inter- or extra-extrapolation may be performed in ptdestablish approximage- andz
dependences. It should be stressed that throughout thes parithmetic parametrizations of
xp or pr distributions have been used as those would introduce &rgfematic biases which
are difficult to control. Instead, two-dimensional intelgdmn by multi-step eyeball fits, as dis-
cussed in Sect. 6.2 above, have been applied. Two examptessgirocedure are shown in
Fig. 56 for selected  andpr values, where the available, interpolated or slightlyaxtiated
data points are indicated. The resulting interpolatiorro$s sections over the complete and
pr ranges is presented in Fig. 57.

The interpolation shown in Fig. 57 may bg integrated in order to obtain thg,
dn/dzr and(pr) dependences shown in Fig. 58.

In a second step the integration over may be performed resulting in an average
K* multiplicity of (nx+) = 0.00481. This value is 8.3% (6.0%) higher than the multtipés
(ng+) =0.0044H1-17% and(ng+) = 0.00452:23% obtained by [5] and [6], respectively. These
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Figure 56:f as a function op for a) z = 0 and b)zr = 0.2. The data points from Hogan et
al. [5] and Reed et al. [6] are given together with the datarpulation (full lines)
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Figure 57: Interpolated invariant cross sections as a fomdf x » for fixed values opr

groups imposed isotropy (S-wave decay) in the cms systemdigr @0 be able to carry out the
data integration. There is also a bubble chamber experifmemtthe BNL Cosmotron at the
same beam momentum [63] which gives-) = 0.00462-19% for the K™ multiplicity which
is only 4% lower than the result obtained above. In conchuaistatistically consistentKyield
from 3 independent experiments may be claimed/at= 3 GeV/c which is about 55% above
the one elaborated in [4].

The bubble chamber experiment [63] also gives tAarKiltiplicity as (nyo.) = 0.00165.
With the usual assumptiofuyg ) = 0.5(ngo) this corresponds tgny, ) = 0.000824. The ratio

0.5 ({n+) + (nk-)) (21)

R =
(s
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Figure 58:pr integrated a)F', b) dn/dxr and c)({pr) distributions as a function ofz. The
results obtained ay's = 17.2 GeV (dashed lines) are also shown for comparison

is therefore, with(nk+) from [63] as given above, 2.8 which is substantially abowe\thlue
Ryogx =1 expected from isospin invariance. Inspecting tfeaid K* data of [37] and [64],
Ryok+ Is determined to 1.4 afs = 3.5 GeV and 1.27 ay/s = 4 GeV. This indicates a steep
deviation from isospin invariance in kaon production agtimeshold is approached from above,
as shown in Fig. 59.
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Figure 59: RatiaRok+ between the average charged kaon af§d/kelds as a function of/s.
The threshold of kaon production is indicated at abgut~ 2.5 GeV

Evidently Ryog+ approaches unity rather quickly with increasing energy fsat t
Ryok+ = 1 may be assumed within a few percent error margigyat> 5 GeV, see Sect. 11
below for a more detailed discussion.

It is also interesting to compare the differential data ¢fgBd [6] directly to the NA49
data. The ratio of the invariant inclusive cross sections,

f(vapTa \/E =3 GE\/) (22)
f(xFapTa \/E =17.2 Gew
is shown in Fig. 60 as a function pf at constant:» and as a function of » at constant values
of Pr-

Ry =
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Figure 60: RatiaR, as a function of ap; at fixedz and b)z at fixedpr

Evidently the total yield ratio of 0.021 does not translat®ia common suppression
factor for the differential distributions but the local ssosection ratios show a strong and com-
plex dependence on the kinematical variables. If the cotmplgppression of K production for
pr 2 0.7 GeV/c andcr 2 0.5 is a trivial consequence of energy-momentum conservaine
local structures as for instance the maximum at~ 0.3 and lowpr are a consequence of the
evolution of different production mechanisms with incieggnteraction energy.

10.2 Data in the PS/AGS energy range

In this subsection data in a range from 12.5 to 24 GeV/c beamentum are grouped
together, again in an effort to consolidate the availabiermation and to quantify the consis-
tency of the different data sets. This concerns the doulffiereitial data by Akerlof et al. [9]
at 12.5 GeV/c beam momentum, of Dekkers et al. [10] at 18.82&1H GeV/c, and the exten-
sive data sets of the CERN/Rome group, Allaby et al. [7, 8]4a2,119.2 and 24 GeV/c beam
momentum. The data sets from all these groups have beemtathdonveniently by Diddens
and Schlipmann in Landoldt- Bornstein [65]. As the ovewdf Fig. 1b shows, there is a fair
coverage of phase space and some mutual overlap, unfety@a@ain [1, 2] with the excep-
tion of the lowzx region,zr < 0.1-0.15, at alpr. In a first step, the Allaby et al. data [7, 8]
are enumerated at the standagdvalues following definition Eqg. 2 and interpolated using the
two-dimensional, multistep eyeball method described itt.s&2. An extrapolation into the
non-measured phase space areas is then attempted in oalEvidhe establishment of in-
tegrated yields. The situation may be judged from Fig. 61revltiee interpolated/extrapolated
cross sections are shown as a function:pfat fixed values op for K+, Fig. 61a, and K,
Fig. 61b. Here the regions with available measurements {ilg8] are marked by the hatched
areas.

Clearly, the above remark concerning the problems with dateapolation is well in
place here, especially for the highef regions. However, at least towards lgw there is not
much freedom of choice, as well as for the region 0< pr < 1 GeV/c towards:r = 0. Up
topr ~ 1 GeV/c itis hard to imagine an extrapolation which would ffeby more than, say,
10-20% from the lines shown at- = 0. It is also clear that the increasing error margin towards
higherpr will not contribute too much to the integrated cross sedidrne ratio
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As already visible for the low energy data, Fig. 60 abovey egar structures are appar-
ent with local maxima gt < 0.5 GeV/c andc around 0.2 — 0.4. Evidently thedependence
varies over phase space by more than an order of magnitu@eagjarens-independence,
within 5%, of the K" cross sections in the region.of around 0.3 fop; from O up to 0.6 GeV/c,
should however be seen as an indicator of systematic prablEne fact that the data of [7, 8]
are apparently over-estimating the Kields in this region can be shown in comparison with
data from other experiments [9, 10]. Although these dataadoffier enough coverage to permit
a complete interpolation, they may be used to bring out louatual inconsistencies between
the experimental results. As the data of Dekkers et al. [Hdhbeen obtained at 18.8 and
23.1 GeV/c beam momenta, at only two fixed lab angles of 0 afdnii@ad, also the Allaby
et al. data at 19.2 GeV/c beam momentum, which offer muchiorf@hase space coverage,
have been interpolated in order to permit direct comparisoa maximum of data points. The
results are presented in Figs. 63 and 64.
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Figure 63: K- comparison Dekkers [10] and Allaby a)'Kpr = 0 GeV/c as a function of
xpr. Full lines [7, 8] extrapolation at 19.2 and 24 GeV/c beam raptum, data points from
[10] at 18.8 and 23.1 GeV/c b) Dekkers data and Allaby intkian at 18.8 (19.2) GeV/c
and 100 mrad lab angle as a functionagf. Full lines Allaby interpolation, data points from
Dekkers. The data at 23.1 GeV/c and lines at 24 GeV/c arephiatliby 0.1 for better separation

If the O degree data (Fig. 63a) show all the Dekkers pointsvioéhe Allaby extrapola-
tion, with a mean relative difference of 20%, the values ghbrp, Fig. 63b, are all far below
the interpolation by a factor of about 2. The same comparfigoK ~ is shown in Fig. 64.

Also for K~ the Dekkers data atr = 0 GeV/c are below the Allaby data, here by 30%.
This mightindicate a general offset between the two dataafeét0-30% which does not seem to
be excluded by the systematic uncertainties given for thpaetive experiments. In contrast to
the situation for K the data interpolation at 19.2 GeV/c at higheris bracketing the Dekkers
data for K= such that the mean deviation over the giygrscale tends to be small, Fig. 64b.

A further possibility of controllings-dependence is given by the data of Akerlof et al. [9]
which were obtained with a 12.5 GeV/c proton beam at the AngafiGS. Although only 7
points for K and 17 points for K have been measured, thelependence between these data
is revealing if compared to the 19.2 and 24 GeV/c data of Adlabal. Starting with K, the
Akerlof data allow comparison at fixed- of 0.632 GeV/c in therr range from 0.12 to 0.32,
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Figure 64: K comparison Dekkers [10] and Allaby a) Kpr = 0 GeV/c as a function of
xp. Full lines [7, 8] extrapolation at 19.2 and 24 GeV/c beam raptum, data points from
[10] at 18.8 and 23.1 GeV/c b) Dekkers data and Allaby intkian at 18.8 (19.2) GeV/c
and 100 mrad lab angle as a functionagf. Full lines Allaby interpolation, data points from
Dekkers. The data at 23.1 GeV/c and lines at 24 GeV/c arephiatliby 0.1 for better separation

and at fixedr = 0.24 forpr between 0.55 and 1.14 GeV/c. Fig. 65 showsdftkeependence
for fixed z (panel a) and fixeg, (panel b) including the data from Allaby and NA49.
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Figure 65: K comparison as a function gfs, a) pr = 0.632 GeV/c forrr = 0.12, 0.2 and 0.32
b) zr = 0.24 forpr = 0.55, 0.8 and 1.0 GeV/c

For all zz/pr combinations, a smootk-dependence between the four data sets is
observed. A different picture emerges for" KFig. 66, where only 3 points in/s at
pr =0.632 GeV/c and r = 0.24 are available.

As already apparent from Fig. 62, the Allaby et al data;at 0.632 GeV/cxr = 0.2
(Fig. 66a) andrr = 0.24,pr = 0.55 GeV/c (Fig. 66b) are on the same level as the NA49 data
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Figure 66: K- comparison as a function qfs a) pr = 0.632 GeV/c forcr = 0.2 b)xy = 0.24
for pr =0.55, 1.18 and 1.26 GeV/c

for 24 GeV/c beam momentum, and are even higher for 19.2 Ge&limpared to this the
Akerlof data show the expected decreasg/at= 5 GeV. The resulting-dependence looks
definitely unphysical indicating an excess of the order @660 the K" yields of Allaby et al.

A similar problem is present in the Allaby et al. data at 14G%//c beam momentum which
only exist for K at a lab angle of 12 mrad, thus covering the lpwregion from 0.04 to
0.11 GeV/cfor 0.25< zr < 0.6. Those data may be compared to the interpolation at 246GeV
beam momentum. The cross section rgt{@4.25 GeV/¢/ f (24 GeV/q is shown in Fig. 67 as

a function ofz .
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Figure 67:f(14.25 GeV/¢/ f(24 GeV/qg as a function ofc

Evidently there is a very smadtldependence also in this low- region, with an average
relative factor of only 0.8%0.05 where factors of 0.5 — 0.6 should be expected, see aso th
discussion in Sect. 11 below.

Notwithstanding the apparent problems with theddeasurements, the interpolated data
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at 24 GeV/c beam momentum may be integrated in order to optaimegrated invariant cross
sections, mean transverse momenta and total kaon multigdicThe resultingr integrated
invariantx - distributions and mean transverse momenta are presenfkégl i68 in comparison
to the NA49 results.
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Figure 68:F (24 GeV/g and(pr) as a function of - compared to the NA49 (dashed lines) and
/s =3 GeV (dotted lines) results; a) and b) fofr Kand c) and d) for K

For thep; integrated distributions, Fig. 68a, the approach of theslosnergy data to the
NA49 results for K, to within 10% atr - = 0.3, confirms the statements made above concerning
s-dependence. Also the behaviour(pf-) for K+ and K-, Fig. 68b and d, raises questions, in
particular if compared to the resultsgk = 3 GeV also shown in Fig. 68b.

The total integrated kaon yields afs = 6.84 GeV, as they result from the data interpo-

lation, are

<TZK+> =0.107

(n-) = 0.0262. (24)

This is 10% above and 60% below the values fitted by Rossi @]dlor K+ and K-,
respectively. A more detailed discussion of total yieldgii®n in Sects. 11 and 13 below.

10.3 Data at Serpukhov energy

In the range of 30 to 70 GeV/c beam momentum accessible ateahmihov accel-
erator only a single double differential measurement ofnkaig available at 70 GeV/c [11].
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This measurement has been performed at a constant lab drigl® mrad which corresponds
approximately tor = 0 and in a transverse momentum rangepf> 0.46 GeV/c. In conse-
quence there is no possibility to establish a reliahlentegrated yield at» = 0, not to speak
of the total production cross section. A comparison with N#49 data has been performed

taking account of the dependenceagf on p; shown in Table 7 together with the invariant
cross sections

pr(Gevic] |zp| | f([11]) f(NA49) R | f([11]) f(NA49) R
K+ K~

0.48 0.0405 0.739 0.879 0.841 0.398 0.586 0.679
0.58 0.0329 0.483 0.582 0.830 0.255 0.392 0.651
0.69 0.0270 0.313 0.361 0.867 0.186 0.244 0.762
0.96 0.0178 0.0805 0.1050 0.76Y 0.0374 0.0641  0.583
1.29 0.0111} 0.0157 0.0232 0.6780.00610 0.0126 0.484
1.55 0.0076 0.00377 0.00716 0.5260.00121 0.00350 0.346
1.68 0.0061 0.00182 0.00400 0.4550.00060 0.00194 0.310
1.75 0.0053 0.00134 0.00294 0.4560.00043 0.00133 0.324
1.99 0.0031 0.00039 0.00097 0.4000.00012 0.00035 0.343

Table 7: Relation betweew- andx - for [11]

The data of NA49 have been interpolated to the respegtiver combinations, see
Table 7, in order to obtain the ratios of invariant crossisestpresented in Table 7 and Fig. 69.
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Figure 69: Cross section rati® of [11] to NA49 for K™ and K~

If one interpolates the cross section ratios as shown in 69gand if one takes the
courage to extrapolate these curves dowpyte 0 GeV/c as also shown in this Figure one may
obtain the invariant cross sections\dt = 11.5 GeV,x = 0, from the ones of the interpolated
NA49 data and integrate ovey. This yields the invariant cross sections (Eq. 15)
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F(KY, zp = 0) = 0.549

25
F(K™, zp = 0) = 0.322. (25)

These values are plotted in Fig. 70 together with the crostoses determined in
Sects. 10.1 and 10.2 above, with the NA49 data and the lowgeraf ISR energies (see
Sect. 10.4 below) in order to get a first view slependence.
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Figure 70:F (zr = 0) for K™ and K™ as a function of/s for 6 different energies

It is interesting to compare this dependence tojthéntegrated cross sectiond(z )
anddo /dy(y) available from Zabrodin et al. [66] for Konly, at the lower Serpukhov energy
of 32 GeV/c beam momentum Qfs = 7.85 GeV. They givé'(zr = 0) ~ 0.6 anddn/dy(y =
0) = 0.066. These values are about 30% higher than the onesiettay NA49 where on the
other hand a decrease by 2.8 would be expected from-tlemendence, Fig. 70. It is therefore
concluded that (contrary to the pion and baryon cross septiovided by [66]) their extracted
K~ yields are flawed, especially as the integration over tragrdity distribution gives a total
K~ yield of 0.21, about 60% higher than the value from NA4Q/at= 17.2 GeVI/c.

10.4 Data at ISR energy

The ISR data on kaon production may be separated into thggenseof x . A first
region atz» = 0 is covered by [21, 22], the region from- = 0.08 to 0.49 by [20], and finally
the data of [15-19] reach from ~ 0.2 to 0.7. For the purpose of the present work these data
are exploited in a phase space region (see Fig. p)inp to 1.9 GeV/c and in: up to 0.6 in
order to allow for a comparison to the NA49 data with reasbnaimall extrapolations. This
makes available a substantial set of 383 points forakid 335 points for K.

10.4.1 The central region, [21,22]

The data of Alper et al. [21] and Guettler et al. [22] followchaother with several
years difference. The later data [22] are extending (an@rsepling) the earlier work [21] at
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low pr, in a range from 0.123 to 0.280 GeV/c. They feature staéibgcrors in the 5 to 10%
range, exceptionally small for ISR standards, and are lglihe best controlled data as far as
normalization and internal consistency are concerned.cohgined data sets are presented in
Fig. 71 at the five standard ISR energies frofm= 23 to/s = 63 GeV.
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Figure 71: Invariant cross sectionsiat= 0 from [21,22] as functions gf; at five ISR energies,
a) to e) for Kt, f) to j) for K—. The data interpolations are superimposed on the dataspoint

In order to eliminate some of the larger fluctuations in theeklet al. data [21], a
multistep eyeball interpolation imposing smoothness otk and in thes-dependence has
been performed, again (see Sect. 6.2) avoiding any kinditsfnaetic fitting. The resulting
pr dependences are superimposed on the data in Fig. 71. Thieuwtishs of the differences
between data points and interpolation, normalized to thissical errors, are shown in Fig. 72
separately for [21] and [22].

$15H‘Hw”w‘” L A B
2 19 0 =0.60 - b) 0=0.99
c - mean = 0.18 - 3 mean = 0.21
| L [22] , L [21]

10 1

5, —]

Lo O

-4 -2 0 2 4 - -

ol Ostat Y Ostat

Figure 72: Normalized differences between data and intetipo for a) [22] b) [21]
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The Gaussian fit to the differences shows an upwards shiftié 6r about 1% and
an rms of 0.6 for the data of Guettler et al. [22], indicatingeastain overestimation of their
statistical uncertainties. For Alper et al. [21] the upvegasthift is equivalent to 3-5%, with an
rms compatible with unity. The accumulation of entries\gto in the region +0.5 and +1.5
corresponds to the data points in the lpw region of the Alper et al. data [21] visible in
Fig. 71b), e), g) and j). These points are in clear disagree¢méh the later precision data.
Other points of [21], deviating far below the interpolati@gagion of A /o < -2) and partially
even falling below the NA49 data, are visible notably in Fifa), c), and f). This demonstrates
again a certain instability in the absolute normalizatibnhe earlier ISR data also visible in
Sects. 10.4.2 and 10.4.3 and discussed for protons in [2].

In dividing the interpolation of [21, 22] by the one for NA4S€ct. 6.2) one may define
the ratios

_ fISR(xF = Ovav \/g)
fNA49(.TF =0, pr, 17.2 Ge\&

shown in Fig. 73 as a function ¢f- for the five ISR energies. For comparison, also the corre-
sponding ratios for the inter/extrapolation of the Serpaki1] and PS [8] data are included.

Rint(zp = 0,p7,V/s) (26)
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\s = 53 GeV
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Figure 73:Rint(pr, v/s) as a function opr including data from [8, 11]

A remarkable picture emerges. Evidently there is a verynstrohange of thes-
dependence withy;, with three clearly distinguished regions pf. A first, low pr region
extends up tpr ~ 0.6 GeV/c. The strong increase withalready stressed in [22] as "rising
plateau” is completely concentrated in this limited areae8ond region at 0.6 pr < 1 GeV/c
shows in contrast a rather smalblependence, limited here to a relative increase of only 10%
(20%) for K and K—, respectively, over the complete range frefa = 17 to 63 GeV. A third
region atpr = 1.2 GeV/c shows again a strorgdependence with increasipg up to factors
of 2 (3.6) for K and K-, respectively, over the before-mentioned range/Gf These fea-
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tures reflect in the inverse slope parameters ofithedistributions (see Sect. 6.4) presented in

Fig. 74.
';‘ 400 L L L L L L L T T
e a)  (s=23Gev b)  (s=31Gev ©) s=45Gev | [ s=53Gev | [® s=63Gev
: 300 L o- o.- b + 00'..-
o K* K . K" o K" K
o’ --”. * ® (o Uad
% 200k " .'...“0.0 ....“..o.. ..m'... [ ...“.0 .....o
e oge' b e ° b o

[} 4 . .'.' o
) P Ly T [
¢ 100f - - - -
£

0 1 1 1 1 1 1 1 1 1 1
';‘ 400 T T T T T T . T T ' T T
2 ) s=23Gev 9  \s=31GeV h)  (s=45Gev ) s=53GeV ) s=e3Gev
& 300} _ § ] i e i *
) K K * K o e K o K I O]
o % .o.’. ad .0.' o’
o 000 00°°° g0®%® a4 o
»n 200§ o 000e®0®*** .“..“" o, X r o%°
() b d.‘ o : .'. b ... : o..
g 2 P po— g Vagss®
¢ 100} : : - L
=

0 PEEFEETEErE B SRR R PRI RS B PRI B SR B PRI B SR B PEEFEETEErEE B S S R

0 0.5 1 0 05 1 0 0.5 1 0 0.5 1 0 0.5 1

m; - m, [GeV/c?]

m, - m, [GeV/c?]

m; - m, [GeV/c?]

m; - m, [GeV/c?]

m; - m, [GeV/c?]

Figure 74: Inverse slopes of the interpolated distributions as function ofi.; — my for the
5 ISR energies and for K( panels a) to e) ) and for K( panels f) to j) )

In plotting the extracted inverse slopes at fiygdas a function of\/s, Fig. 75, and
extending thes-range to Serpukhov and PS energies, the strong evolutidhi©fhadronic
temperature” both with and with,/s and thereby the sense (or, rather, non-sense) of thinking
in terms of a fixed "temperature” in soft hadronic productioecomes evident, see also Sect. 12
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Figure 75: Inverse slopes at fixpd as a function of/s for a) K and b) K
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below. Only (by accident) in the region of Serpukhov enes¢fiere is a concentration of inverse
slopes in a small interval around 180 MeV for kind 160 MeV for K.

10.4.2 The intermediater region, [20]

In the following Sects. 10.4.2 and 10.4.3, the NA49 data ampared to ISR results at
xr # 0. In this comparison, in addition to the ratio

_ fISR(vapTv \/E)
fNA4g(xF7pT7 17.2 Ge\a

R(l’p,pT, \/g) (27)
the ratio Rine(zr = 0, pr, /s) (Eq. 26) which describes thedependence atr = 0 is used
in order to make a prediction at atl- # 0. As shown in these two sections, the ISR data in
forward direction are well described by the NA49 resultstiplied by Riqt(zr = 0, pr, 1/s) at
all zx. This non-trivial result shows that thedependence has no major change with

The data of Capiluppi et al. [20] cover the ranges of 008 < 0.5 and 0.2<
pr < 1.5 GeV/c, both as a function @f- for fixed z» and as a function aof » for fixed p.
An overview over theor dependence is presented in Fig. 76 for &nd in Fig. 77 for K. In
both Figures the invariant cross sections for the threevalues 0.08, 0.16 and 0.32 are plot-
ted separately for the thregs values of 31, 45 and 63 GeV. Also shown are the NA49 cross
sections at theser values and, in addition, the evolution of the cross sectains: = 0 with
respect to NA49, see Fig. 73, for thegs values, as a function gf;.
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Figure 76: Invariant K cross sections [20] as a functiongf at fixedz - for a) /s = 31 GeV,

b) /s =45 GeV and c)/s = 53 GeV in comparison to the NA49 data (dashed lines) andeto th
evolution withpy and/s as measured at- = 0 (solid lines). The results at- = 0.16 and 0.32
are multiplied by 0.1 and 0.01, respectively, for betterasapon

Evidently thes-dependence at = 0 is also describing the evolution in the region up
to 0.3 within the sizeable statistical errors of typicall-B0%, with some exceptions notably
for K* atzr = 0.32. The additional systematic uncertainties which eath the same size as
the statistical fluctuations have to be taken into accourd.he
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Figure 77: Invariant K cross sections [20] as a functionf at fixedz for a) /s = 31 GeV,

b) /s =45 GeV and c)/s =53 GeV in comparison to the NA49 data (dashed lines) andeto th
evolution withpr and,/s as measured at- = 0 (solid lines). The results at- = 0.16 and 0.32
are multiplied by 0.1 and 0.01, respectively, for betterasapon

A similar picture emerges for the data sets obtained at fixems a function of: . Here
the ratio to the NA49 data, averaged over theranges of [20] from 0.1 to 0.4, is presented in
Figs. 78 and 79 as a function ¢fs, for the fourp values 0.21, 0.42, 0.82 and 1.27 GeV/c.
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Figure 78: Cross section ratiB with respect to the NA49 data at @) = 0.21 GeV/c, b)
pr =0.42 GeV/c, cpr =0.84 GeV/c, dpr = 1.27 GeV/c, averaged over the ranges of [20],
as a function of/s, for K*. Superimposed is thedependence measurediat= 0

In both Figures the-dependence extracted at thegevalues forzr = 0, Fig. 73, is
shown as the full line. Again the data follow thisdependence within their statistical uncer-

59



2.5F a) p,=021 GeVlic 1F b) p,=0.44 GeVl/c

| b

0 20 40 60 0 20 40 60
\Is [GeV] \Is [GeV]

Figure 79: Cross section ratiB with respect to the NA49 data at @) = 0.21 GeV/c, b)
pr =0.44 GeV/c, cpr =0.83 GeV/c, dpr = 1.25 GeV/c, averaged over the ranges of [20],
as a function of/s, for K~. Superimposed is thedependence measurediat= 0

tainty.

In conclusion it may be stated that the data of [20] in thermediater - range from
0.08 to about 0.4 are reasonably well described by the NA4& sizpplemented with the
dependence extractedaat = 0.

10.4.3 The forward data of Albrow et al. [15-19]

The CHLM collaboration has produced rich data sets for pjbhand protons [2], in the
latter case with far more than thousand cross section vafiagkaons, however, the situation
is less favourable. In fact only less than 100 data pointe&mh charge fall into ther region
below 0.5 usable for comparison purposes. On the other Haard ts good overlap with the
data [20] thus allowing for meaningful cross checks althotig distributions of the statistical
errors, Fig. 80, show wide spreads around mean values ot 4b&t
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Figure 80: Distributions of the statistical errors for thealof [15-19] for a) K and b) K
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For K~ three data sets are available. A first set [15] covers, at ireslangle, ar range
from 0.16 to 0.7 GeV/c in am window from 0.12 to 0.5, the upper cut-off being imposed here
by the range of the NA49 data. The relation betweerandpr is given bypr = 1.33x . The
ratio to the NA49 data is shown in Fig. 81 as a functioppfeparately for the three available
cms energies averaged over.
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Figure 81: RatiaRk between data from [15] and NA49 as a functiorpeffor a) /s = 31 GeV,
b) /s =45 GeV and c)/s = 53 GeV. Thepr dependence atr = 0, Fig. 73, are included as full
lines. The broken lines in panels b) and c) indicate the te$al 15% downwards normalization
error

The corresponding; dependences at- = 0 are given as full lines in Fig. 81. As in
the case of the data from [20], see Sect. 10.4.2, the genanalwdard trend of the ratio with
increasingpr is well described by the ratios af- = 0, although for,/s = 45 and 53 GeV the
data fall below (in contrast to [20]) by about 15%. This ordemagnitude is definitely within
the normalization errors typical of ISR data, as discuseezbme detail in [2]. The averaged
ratios over 0.2< pr < 0.7 GeV/c and 0.15¢ =z < 0.5 are given in Fig. 82 as a function of
/s, indicating again the trend at- = 0 as the full line and the reduced ratio corresponding to
a 15% normalization error as the broken line.
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Figure 82: Ratiq R) between [15] and NA49 averaged over the intervals<0;2- < 0.7 GeV/c
and 0.15< zr < 0.5 as a function of/s. Full line: behaviour at: = 0, broken line: 15%
normalization error

The second data set forK[16] is obtained at the fixed value of 0.19 in thepy
range from 0.14 to 0.92 GeV/c, gts = 53 GeV. The ratio to the NA49 data, Fig. 83, shows a
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structure which is very probably of systematic origin andador K- and K". At pr below
about 0.5 GeV/c the ratios are compatible with no s-depereifom 17.2 to 53 GeV, whereas
for pr above 0.6 GeV/c the values are compatible withpghe&lependence observedagt = 0,
full line in Fig. 83.
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Figure 83: RatioR between [16] and NA49 for K atzr = 0.19 as a function ofr. The full
line gives the behaviour at- = 0

The third and last data set available for KL7] at\/s = 45 GeV covers the high range
above 0.5 for the threg; values 0.4, 0.55 and 0.75 GeV/c. Here the comparison is eéten
up tozr = 0.59 using a slight extrapolation of the NA49 Klata. The ratio between [17] and
NA49 has been averaged over thiswindow and is shown in Fig. 84 as a functiongf.
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Figure 84: Ratio(R) between [17] and NA49 K as a function ofp averaged over thep
region from 0.5 to 0.59. The full line gives the behaviour:at= 0, the broken line shows the
consequence of a 20% normalization error

Remarkably, the ratio turns out to be at or slightly belowyiihis would again indicate
no s-dependence betweepls = 17.2 and 45 GeV, as compared to the behaviourat 0
characterized by the full line in Fig. 84. This highly impedile case could be explained by
a 20% normalization uncertainty, see the broken line in 84y.After all it should be kept in
mind that thes-dependence in the intermediaterange where most of the comparison data are
found is rather small and 10% effects may make all the diffeedn interpretation.

For K* four sets of data [16—19], with only partial overlap with e results, are avail-
able. Afirst set [16] is obtained at fixed- = 0.19 in thep interval 0.14< pr < 0.92 GeV/c at
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/s =53 GeV. As for K, the ratio between [16] and NA49, Fig. 85, shows a structudeat-
ing systematic problems, with nedependence below; = 0.6 GeV/c followed by an increase
of about 50% ap; ~ 0.75 GeV/c bracketing the behaviouragt = 0 shown as a full line in
Fig. 85.
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Figure 85: RatioR between [16] and NA49 for K at z» = 0.19 as a function gf. The full
line gives the behaviour at- = 0

A second data set [18] has been obtained at congtant0.8 GeV/c in a range of
from 0.23 to 0.8 at/s = 45 GeV. Thexr range has been cut at the upper limit of 0.6 for
comparison purposes with the (partially extrapolated) BiA4ta. The ratio between [18] and
NA49 is shown in Fig. 86 as a function of-.

o T S S R R
L oK'
25 p, = 0.8 GeVic
2r . ]
I [ ]
150 | | .
: ¢ 4 L] r
1,
[ ! L !
0 0.2 0.4 0.6

Figure 86: RatiaR between [18] and NA49 for K as a function of:» atpr = 0.8 GeV/c and
\/s = 45 GeV. The dashed line shows the mean ratio of the measoiets mnd the full line
shows the ratio aty =0

The ratio averaged over the sevenvalues shown is 1.43 as compared to 1.09 as mea-
sured atr- = 0. This large value is in internal disagreement with theo@HLM measurements
discussed here.

The third data set [19] contains data at fixedin p; ranges from 0.4 to about 1.7 GeV/c,
at/s = 31, 45 and 53 GeV. At/s = 53 GeV the fourz; values of 0.3, 0.4, 0.5 and 0.6 are
available, whereag/s = 31 and 45 GeV are limited to, = 0.6 only, a bit uncomfortable with
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respect to the range of the NA49 data. Therefore only theataya = 53 GeV are compared
here, as shown in Fig. 87.
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Figure 87: RatioRk between [19] and NA49 as a function pf at a)zr = 0.3, b)zr = 0.4, C)
xr =0.5,d)xzr = 0.6. Thepr dependence atr = 0 is shown as the full line in each panel

Within the large error margins of [19] the ratios are compatwith flatpr dependences
and mean values of 1.52, 1.25, 1.16 and 1.05 GeV/e for 0.3, 0.4, 0.5 and 0.6, respectively.
Except forz = 0.3, they are also compatible with the dependence-at 0, shown as solid
lines in Fig. 87. The large mean ratioagt = 0.3 is in contradiction with [20-22].

Finally, the K data of [17] at,/s = 45 GeV cover the range in- from 0.5 to 0.611 for
pr from 0.35 to 0.93 GeV/c. The ratio between [17] and NA49 isvainan Fig. 88, averaged
over the relatively smalt » window, as a function of.

Dl_gi‘”_”_”_”_”
Bk

0.5 < X <0.611

0.8 :

e b e b b by

0 02 04 06 08 1
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Figure 88: Ratio/R) between [17] and NA49, averaged ower, as a function opr. Thepr
dependence atr = 0 is given as the full line
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Again the dependence is compatible with a constant ratio3&t, but incompatible for
pr > 0.5 GeV/c with the behaviour atz = 0 [15-19].

In conclusion of this sub-chapter concerning the CHLM dateertain frustration over
the apparent sizeable systematic effects contained ie etz should be admitted. This pre-
cludes a definite statement about theandp; dependences in the medium to forward region
of longitudinal momentum. This is the more regrettable agxmeriments are in view to pro-
duce new, more precise data, especially not at the high gretliders including of course the
LHC. Nevertheless it may be stated that the observed pat@mcompatible, taking all data
of Sects. 10.4.2 and 10.4.3 together, with the behaviouerebd atr = 0 within the given
statistical errors, allowing also for the known systematicertainties (see also [2]).

10.4.4 Extrapolation of SPS and ISR datate = 200 GeV

In view of the scrutiny of kaon production at cms energiesvaltbe ISR at RHIC and
the p+p colliders in the following sub-sections, and in view of tvadent problems encountered
with these higher energy data, it seems indicated to peréormxtrapolation of the combined
SPS and ISR data at least to RHIC energy, that ig/4& 200 GeV. This attempt looks feasible
given the dense coverage of th& scale between 17 and 63 GeV and the smooth behaviour of
the cross sections as a function\g§. This is evident from Figs. 89 and 90 where the ratios of
kaon densities per inelastic eventiat= 0

;o (f(xFapT)/Uinel)ISR _ Uiﬂéﬁg
= (f(xp, pr)/Cinel)NA49 i Tl 29)

are shown as a function gfs for fixed values opr including an extrapolation t¢/s = 200 GeV
for KT and K-, respectively. This extrapolation is extending the eydiialto the lower energy
data presented in Sect. 10.4.1 without using arithmetimidations.
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Figure 89:R’ as a function of /s for K™ at a)pr = 0.1+ 0.8 GeV/c and by = 0.9+ 2.0 GeV/c.
The values of/s are indicated with dotted lines. The NA49 point is markechweitcle

The extrapolation is facilitated by the fact that over mdsthe p; range covered the
dependence oxys is approximately linear in the double-logarithmic plotsFafs. 89 and 90,
which means a power-law behaviour 8f as a function of,/s. Noteable exceptions from this
simple behaviour are visible both at Igws < 0.5 GeV/c and at high; > 1.5 GeV/c. In both
regions the energy dependence flattens out with incregging
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Figure 90:R’ as a function of /s for K~ ata)pr =0.1+ 0.8 GeV/c and by = 0.9+ 2.0 GeV/c.
The values of/s are indicated with dotted lines. The NA49 point is markechweitcle

In this context it is also interesting to look at thes dependence ok’ towards lower
energies which is shown in Fig. 91 for a few values down ta/s = 3 GeV for K* (Sect. 10.1)
and 6.8 GeV for K (Sect. 10.2).
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Figure 91:R’ as a function of/s for a) K* and b) K" atpr =0, 0.5, 1, 1.5, 2 GeV/c. The values
of /s are indicated with dotted lines

As R’ must vanish at production threshold, the wide spread of thelependences for
constantpr below SPS energies indicates a corresponding and veryatbassic spread of
kaon production thresholds with transverse momentum. 3jiisad is charge dependent and
reaches from/s about 2.5 to 10 GeV for K and from about 5 to 10 GeV for K for p; from
0 to 2 GeV/c. The lower effective threshold for"Ks following from the prevailing associate
kaon-hyperon decays of non-strange baryonic resonané®s gts whereas K can only stem
from heavy strange hyperons or heavy meson decay corresigoteda higher overall mass
scale of the resonances involved.

The distributions of the invariant cross sectionszat = 0 as a function ofp; at
/s = 200 GeV, as they are resulting from the extrapolation showfigs. 89 and 90, are
presented in Fig. 92 for Kand K, respectively.
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Figure 92:f(zr = 0, pr) as a function opr extrapolated tq/s = 200 GeV for a) K, b) K~

10.4.5 pr integrated kaon yields in the ISR and RHIC energy range

In view of the statements concerning the ISR data made alioreght seem rather
daring to attempt the integration of the available doubffeential cross sections intor in-
tegrated and even total kaon yields. Several facts enceunayertheless, a new attempt based
on purely experimental considerations:

— The NA49 data offer a relatively precise starting point ie tieighbourhood of the low-
est ISR energy.

— Following the discussion in the preceding sections, théutiem of the double differ-
ential cross sections from SPS to ISR energies may be coadids experimentally
established within error limits of about 10-30%, dependindhez » range under study

— Itis interesting to compare the integrated yields of chdiggons to the ones of¥ the
latter ones being rather precisely determined well intol§# energy range by bubble
chamber experiments, see Sect. 11 below.

— The extrapolation to RHIC energy described above will peendomparison of the;
integrated results and an estimation of the total kaon giatg/s = 200 GeV.

The following approach has been followed. The detailed déeece of the invariant
cross sections opy and./s established at» = 0, Sect. 10.4.1, as characterised by the two-
dimensional set of factor®;, relative to the NA49 data, Fig. 73, has been extended to the
full range of xx. This is motivated by the comparisons with all availableaddiscussed in
Sects. 10.4.2 and 10.4.3 above. This means that the invar@ss sections at each energy are
obtained from the double differential NA49 data as follows:

f(@p,pr,Vs) = f(ap,pr,vs = 17.2 GeV R(zp = 0, pr,V/s) (29)

A set of cross sections at each ISR energy covering the majbopthe available phase
space is thus established allowing the extractignyahtegrated yields and total kaon multiplic-
ities. It should be stressed here that this approach avieedsge of arithmetic formulations [4]
which would introduce systematic uncertainties beyondsthéstical and systematic fluctua-
tions of the data.

The resultingpy integrated quantitie$’, dn/dxr and (pr), see Sect. 9.1 for the defi-
nitions and the results from NA49, are presented in Tabler &foand in Table 9 for K, as
functions ofz - for the five ISR energies and the extrapolationte= 200 GeV.
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Table 8:pr integrated quantities’, dn/dxr and({pr) as functions ofr for K at the five ISR

TR F dn/dxp (pT) F dn/dxp (pT) F dn/dxp (pT)
/s =23 GeV /s =31GeV /s =45 GeV
0.0 0.718046  1.194105 0.4108 0.766959 1.697890 0.404p 0.860732 2.688205 0.393)
0.01 0.715161 1.169576 0.411y 0.763902 1.640579  0.406Y 0.857354 2.514922 0.3990
0.025 | 0.710924 1.074290 0.418f 0.759372 1.429303 0.417} 0.852268 1.980574  0.4165
0.05 0.678220 0.835444  0.436H 0.724279 1.018700 0.4396 0.812600 1.255044  0.4409
0.075 | 0.631185 0.626612 0.4548 0.673675 0.724205 0.458] 0.755126 0.844196 0.4575
0.1 0.574058 0.468567 0.469p 0.612394 0.524937 0.4719 0.685878 0.594947 0.469p
0.125 | 0.525629 0.361256 0.4808 0.560492 0.397062 0.4818 0.627328 0.442880 0.4774
0.15 0.474791 0.280543  0.4904 0.505994  0.304496 0.4908 0.565758 0.336136 0.4846
0.2 0.385352 0.176750 0.5042 0.410305 0.189023 0.5024 0.458033 0.206202 0.495p
0.25 0.315988 0.118011 0.5119 0.336238 0.125195 0.5091 0.374951 0.135715 0.5010
0.3 0.252790 0.079474 0.516p 0.268889 0.083915 0.5132 0.299626 0.090630 0.5045
0.35 0.199830 0.054189 0.5198 0.212508 0.057048 0.5154 0.236701 0.061472 0.5064
0.4 0.157647 0.037561 0.523] 0.167566 0.039451 0.5189 0.186460 0.042417 0.509¢
V5 =53 GeV V5 =63GeV /5 = 200 GeV

0.0 0.907310 3.283262 0.3896 0.958774 4.053594 0.387R 1.361199 15.780248 0.370[L
0.01 | 0.903767 3.003092 0.396f 0.955065 3.593640 0.3968 1.356041  8.327144  0.4108
0.025 | 0.898397 2.235482 0.4172 0.949393 2506432 0.420] 1.347942  3.865488  0.4348
0.05 | 0.856458 1.349593 0.4416 0.905015 1.445081 0.443p 1.284164  1.896418  0.4448
0.075 | 0.795580 0.891062 0.457] 0.840513 0.939197 0.457f 1.190655  1.179139  0.4518
0.1 0.722386 0.622589 0.4678 0.763056 0.651694 0.4675 1.079359  0.803331  0.458}
0.125 | 0.660523 0.461285 0.475# 0.697609 0.481094 0.474#+ 0.985550  0.587377  0.4641
0.15 | 0.595472 0.349070 0.4828 0.628735 0.363226 0.480p 0.886712  0.440633  0.469}
0.2 0.481787 0.213413  0.492{ 0.508482 0.221500 0.4906 0.715118  0.266658  0.478}
0.25 | 0.394216 0.140205 0.498p 0.415966 0.145333 0.495) 0.583725  0.174178  0.4838
0.3 0.314933  0.093530 0.501f 0.332236 0.096874 0.499p 0.465636  0.115805  0.4870
0.35 | 0.248755 0.063399 0.5038 0.262389 0.065634 0.501p 0.367471  0.078339  0.488}
0.4 0.195886 0.043719 0.506p 0.206553 0.045234 0.504p 0.288794  0.053873  0.4919

energies and the extrapolationy& = 200 GeV

Table 9:pr integrated quantities', dn/dxr and(pr) as functions ofr for K~ at the five ISR

T F dn/dzr  (pT) F dn/dzr  (pr) F dn/dzp (p)
/5 =23 GeV /5 =31 GeV /5 =45 GeV
0.0 0.546957 0.929748 0.389D 0.614254 1.389848 0.3828 0.714212 2.266652 0.377H
0.01 0.545661 0.912020 0.390] 0.612784 1.344296 0.3846 0.712491 2.121444 0.3828
0.025 | 0.532248 0.819621 0.397R 0.597648 1.144077 0.395H 0.694807 1.630612 0.3996
0.05 0.490776 0.612451 0.4159 0.550799 0.782306 0.418# 0.640128 0.992766 0.425¢
0.075 | 0.428353 0.428707 0.435P 0.480435 0.519142 0.4392 0.558142 0.624896 0.4458
0.1 0.366644 0.300807 0.4527 0.410926 0.353239 0.455f 0.477167 0.414099 0.461P
0.125| 0.311384 0.214662 0.4674 0.348679 0.247363 0.469Yy 0.404603 0.285632 0.474p
0.15 0.258263 0.152846  0.480y 0.288983 0.173995 0.4825 0.335162 0.199064 0.4868
0.2 0.178228 0.081804 0.4974 0.199154 0.091757 0.4980 0.230714 0.103833 0.5004
0.25 0.118186 0.044161 0.5038 0.131992 0.049151 0.5038 0.152835 0.055310 0.5048
0.3 0.080848 0.025436  0.5001 0.090330 0.028199 0.498P 0.104614 0.031643 0.4988
0.35 0.055669 0.015110 0.493]1 0.062224 0.016712 0.4901 0.072072 0.018720 0.4890
0.4 0.037560 0.008959 0.4849 0.042014 0.009898 0.481p 0.048682 0.011078 0.4789
J/5=53GeV /5= 63 GeV /5 = 200 GeV

0.0 0.765590 2.807327 0.3762 0.811005 3.464805 0.3762 1.191690 13.608795 0.383P
0.01 0.763732 2.568326 0.3828 0.809016 3.071368 0.385P 1.188510 7.248433 0.4278
0.025 | 0.744740 1.866148 0.403B 0.788890 2.091635 0.408P¢ 1.158889 3.315935 0.4558
0.05 0.686089 1.083758 0.4298 0.726775 1.161676 0.435P 1.068634 1.576865 0.4704
0.075| 0.598198 0.670376 0.449P 0.633740 0.708087 0.4539 0.933621 0.924127 0.4845
0.1 0.511375 0.440723 0.464] 0.541804 0.462577 0.468R 0.799559 0.594897 0.4974
0.125 | 0.433532 0.302680 0.4766 0.459325 0.316632 0.4808 0.678664 0.404384 0.5089
0.15 0.359087 0.210408 0.4886 0.380485 0.219703 0.492P 0.563037 0.279733 0.5211
0.2 0.247095 0.109417 0.502P2 0.261793 0.114001 0.5055 0.387693 0.144548 0.5337
0.25 0.163661 0.058196 0.5068 0.173381 0.060565 0.5098 0.256741 0.076602 0.5366
0.3 0.112020 0.033267 0.499P 0.118662 0.034597 0.501YF 0.175373 0.043612 0.5266
0.35 0.077167 0.019669 0.4895 0.081727 0.020444  0.4916 0.120507 0.025690 0.5139
0.40 0.052124 0.011636 0.4790 0.055198 0.012090 0.4808 0.081217 0.015151 0.5011

energies and the extrapolationy& = 200 GeV
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Figure 93:F, dn/dxr and(pr) as functions of:» for K* for /s = 23, 63 and 200 GeV

Corresponding plots of these quantities are shown in Figsr@ 94 for the three en-
ergies 23, 63 and 200 GeV and for kKand K-, respectively. Salient features of these results
are the relatively slow and smooth increasdofith energy in comparison to the fast increase
of dn/dxr at low x which is practically proportional tq/s, see Eq. 15 above, and the quasi-
invariance of meap; with energy. The latter feature is explained by the incrediflee invariant
cross sections both at low and at highpr, compensating each other for the mean value, and
the relatively smalk-dependence in the intermediateregion.
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Figure 94:F, dn/dxr and(pr) as functions of:» for K~ for /s = 23, 63 and 200 GeV
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10.4.6 Total kaon yields

Integration overrr of the dn/dxp distributions results in the total multiplicities given
in Table 10 together with the mean kaon yields and the totakK ratios.

VslGeVl (ng+)  (nk-)  ((nge) + (ng-))/2 ()l {ng-)
23 0.2734 0.1709 0.2222 1.600
31 0.3269 0.2204 0.2737 1.483
45 0.4087 0.2901 0.3494 1.409
53 0.4482 0.3277 0.3880 1.367
63 0.4928 0.3625 0.4277 1.359
200 0.8189 0.6511 0.7350 1.258

Table 10: Total kaon multiplicities, mean charged yieldd &ri/K~ ratio at ISR energies and
extrapolation to,/s = 200 GeV

O

1— — T = 27 — T ~ L
Q
= [ a) 2 o )
| £ %
08 - - —_ \EL
o 15 1 X 15 1
I 8
L ] % C
0.6 I ©
ir . 10F 1
0.4 b
_ .K+ ] 05 [ .K+ ] 5 [ .K+ ]
0.2 OK- oK' OK-
o PR SN I S R T T | 0 L PR SN I S R T T | 0 P TR SR NN TR S T T |
0 100 200 0 100 200 0 100 200
\s [GeV] \s [GeV] \s [GeV]

These multiplicities are plotted as functions\df in Fig. 95a. They are supplemented in
Figs. 95b and 95c by the quantiti€$zr = 0,+/s) anddn/dxp(zr = 0,./s), respectively.

20

Figure 95: aXnk), b) F(zr = 0) and ¢)dn/dzr(xp = 0) as functions of/s for K+ and K-

It is difficult to define an error estimation for these quaest In fact all values with the

exception of the bubble chamber experiment [63] and the Ndet for which the systematic
errors are within a bracket of 2-12%, see Table 1 above, hesme dbtained using rather impor-
tant inter- and extrapolations. It would therefore be aalvie when performing comparisons or
predictions, in particular in connection with heavy ionergctions, to allow for error margins
of at least 20% both at energies below and above the SPS range.

10.5 Data at RHIC

Only rather limited experimental information is availalbbedate from RHIC as far as
double differential inclusive cross sections for identifieaons in p+p interactions are con-
cerned. Data on central production come from STAR [23-2%jguslifferent identification
methods and from PHENIX [26], both gf's = 200 GeV, as well as preliminary data from
PHENIX [27] at/s = 62.4 GeV. The BRAHMS experiment has shown datg/at= 200 GeV
with rapidities ranging from 0 to 3.3. In the present comgami two sets of central BRAHMS
data [28, 29] and the most forward data at rapidity 2.95 aBd3] will be addressed.
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The invariant cross sections at= 0 and./s = 200 GeV, Fig. 96, form a wide band
within a margin of about a factor of 1.5-2 in the range from a lower limit at 0.25 GeV/c for
STAR and about 0.4 GeV/c for PHENIX and BRAHMS up to the uppaitlat about 2 GeV/c
usable for the direct confrontation with the lower energiada this paper.
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Figure 96: Invariant kaon cross sections from RHIC at cénazidity and,/s = 200 GeV [23—
26,28, 29] as a function gf; for a) K™ and b) K. The corresponding data from NA49 (dotted
line), the interpolated data from the ISR\@t = 63 GeV (dashed line) and the extrapolated ISR
data at,/s = 200 GeV (full line) are also shown

The reason for this large internal variation of results wigoes beyond any other data
sets discussed in the preceding sections, has to remainfoptre time being. It is however
clear that, if compared to the NA49 data, to the ISR datgat 63 GeV and to the extrapolated
ISR data, Sect. 10.4.4 also shown in Fig. 96, there is an evideange in shape of the:
distributions in particular compared to the 200 GeV exttapon. In the lowemp region, below
about 1 GeV/c, all RHIC data approach or cut below the ISRagxtiation, whereas towards
high pr a rather constant, large offset of factors 2 to 3 is visible.

This is quantified in the ratio plots shown in Fig. 97. Here thBos R’ of particle
densities per inelastic event,

f($F,pT)/0'm\/e§|:200 GeV

fzr,pr)/one
are presented in order to take out the increase of the ifretasss sections with energy for the
PHENIX data [26] and the extrapolated ISR data (Sect. 1p.4.4

In Fig. 97, two basic features of this data comparison arlgl@isible for the PHENIX

data: both for K and for K™ there is appr > 1 GeV/c a nearly constant factor of 1.5-1.8 with
respect to the extrapolated ISR data, whereagfok 1 GeV/c the data sets approach each
other rapidly to become equal at the lowegrcut-off of the RHIC data.

R =

(30)
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Figure 97: Ratios?’, Eq. 30, as functions qf;, for the data from PHENIX [26] (full line) and
the extrapolated ISR data ¢fs = 200 GeV (dashed line). Panel a) for Kb) for K~

At this point it might be useful to look at the central kaon a&tom PHENIX at
Vs = 62.4 GeV [27] that is, in the immediate neighbourhood of IBR data [21, 22] at
/s =63 GeV. Here, the PHENIX experiment givegadistribution with the same lower cut-off
as at 200 GeV, agi; = 0.45 GeV/c as shown in Fig. 98.
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Figure 98: Invariant kaon cross sectionsat = 62.4 GeV from PHENIX [27], for a) K and

b) K—, as a function opr. The original data points (full points) and the data divitdgdr (open
points) are indicated. The data from the ISR [21, 22]/at= 63 GeV are also shown, together
with the NA49 data, as the full and dashed lines, respegtivel

A glance at the RHIC data points in Fig. 98 shows that theyaralfove the ISR data by

72



a factor of 3-5 varying withyr-, and even well above the PHENIX datagt = 200 GeV [26].
As the same large factors apply for pions and baryons, it bas looncluded that a factor of
1/m has probably been dropped in the cross sections given ing&agt that is not uncommon
in the definition of rapidity densities. Tentatively applgithis factor, the cross sections move
down to the lower data points shown in Fig. 98. In direct congoa to the ISR data one may
define the ratio

_ fRAC(pr,ap =0, /s = 63)
"~ fSR(pr,xp = 0,/5 = 63) (31)

E(pT,l"F = 0)

shown in Fig. 99.
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Figure 99: Cross section ratidpr) as a function ofpy for a) Kt and b) K. The full lines
give a representation efas a constant offset gt > 1 GeV/c combined with an efficiency loss
towards lowemp

Both for K- and for K* two features are emerging from this plot. Belpyw~ 1 GeV/c
there is a sharp drop efreaching values below 1, corresponding to cross sectiolosviibe
ISR data at the lowep cut-off at 0.45 GeV/c. This looks like an apparative lossftitency
for kaon detection towards lows. At p > 1 GeV/c on the other hand there is an offset which
is approximatelypr independent at a value of about 1.3 for lind 1.45 for K. Tentatively
regarding the ISR data as a reference this may be transkdatea correction factor to be applied
to the PHENIX data as a function ¢f- indicated by the full lines in Fig. 99 which combine
a constant offset determined;at > 1 GeV/c, with an efficiency drop towards lowgr. The
latter effect, if of apparative origin, might be expectethtd for all reactions and all interaction
energies studied by this experiment, in particular alsdHermeasurements gts = 200 GeV
both for elementary and nuclear collisions. The overaketf on the other hand, could well
depend on different experimental constraints as for examwgitex distributions and/or trigger
efficiency, and thereby be and reaction dependent. In particular the trigger conadiitiare
largely different for elementary and nuclear reactionse @ritical factor in comparing p+p
interactions between ISR and RHIC experiments is given kyfithaction of inelastic events
picked up by the trigger arrangements, with trigger efficiea approaching 100% at the ISR
as compared to typically 60—70% at RHIC which favours srmapiact parameters and thereby
will tend to enhance strangeness yields.

Coming back now to the situation gts = 200 GeV, Fig. 97, one may try to apply the
correction factoe(pr, zr = 0), Eqg. 31, as determined from the PHENIX datg/at= 62.4 GeV,
to the higher energy data, allowing only for an additionaistant overall factor corresponding
to a variation of the offset term. As shown in Fig. 100 an adddl factor of 1.3 applied to
e(pr, xr = 0) both for K and K= brings the RHIC data sets into close agreement, within a
10% margin, with the extrapolated ISR data.
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Figure 100: Ratiog?’ as functions op, for the data from PHENIX [26] divided by 1.3(full
line) and the extrapolated ISR data,at = 200 GeV (dashed line). Panel a) for Kb) for K~

This admittedly rather daring procedure might nevertlsetegg some consistency into
an experimental situation which otherwise would appeareafsingly incoherent within large
factors.

As far as the STAR results are concerned, they seem to iedécaimilar combination
of droop at lowpr and a constant, very large overall offset. In view of the alite internal
inconsistencies between the different publications frbm experiment, a comparable study
has however not been tried here.

The central BRAHMS data follow the PHENIX cross sectiondieatclosely for K
down to a lower cut-off inpr at 0.55 GeV/c [29]. Concerning the'Kand K~ data shown
in [28] there is however a rather dramatic and unphysicab ditothe given lowep limit at
0.375 GeV/c indicating an efficiency loss very similar to time observed for PHENIX. In [28]
the data for both charges fall below the PHENIX values by al20%6 in the overlapping
region.

The final data sample addressed in this comparison condegrigrivard measurements
from BRAHMS at rapidities 2.95 and 3.3 ands = 200 GeV [30]. As shown in the/pr
correlation plot of Fig. 101 these data start from a loweirtliab about 0.7 GeV/c ipr and
correspond to am range between about 0.1 to 0.3 for the combined two rapidilyes.
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Figure 101: Correlation between- and pr for the two rapidities 2.95 and 3.3 of [30] at
/s =200 GeV/c
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This coverage is comparable to the intermediate data ofi@Ggpiet al. [20] at the ISR,
see Sect. 10.4.2. These results have been shown, Figs. M to Be compatible with the
application of thes-dependence observedagt = 0 to the NA49 data in the corresponding
andpr ranges. It is therefore interesting to confront the forwBRAHMS data both with the
NA49 data and with the extrapolation of the ISR results o = 200 GeV, Sect. 10.4.4, as
shown in Fig. 102.
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Figure 102: Invariant cross sections as a functiopofor rapidity 2.95 and 3.3 for K (panels
a and b) and K (panels ¢ and d), respectively. Also shown are the NA49 didahed lines)
and the extrapolated ISR data (full lines) at these ragisliti

Evidently the K" data from BRAHMS are rather close to the extrapolated ISR fiat
pr > 1.2 GeV/c, whereas the Kdata show offsets by factors of about 0.6,at 2.95 and 0.5
aty =3.3 in the same; range. Below; ~ 1.2 GeV/c the BRAHMS data increase rapidly up
to a local maximum gt ~ 0.8-0.9 GeV/c which is evidently non-physical. The shagpadyf
the cross sections below this maximum to values even beleWa®9 data indicates again the
loss of kaon detection efficiency belgw ~ 1 GeV/c which seems to be common to all RHIC
data which have been discussed in this section. These ésadte quantified in Fig. 103 where
the ratio of kaon densities per inelastic evéhi(Eq. 28) is plotted as a function of transverse
momentum.

In conclusion to this section it appears that the RHIC dasawdised here seem to in-
dicate not only problems with absolute normalization entde the comparison of different
experiments at the same energy and to extrapolations fremiSR range, but in addition a
common drop in kaon efficiency in the approach to their lopecut-off, see also Sect. 10.6.1.
This cut-off is, with about 0.4 to 0.8 GeV/c, uncomfortablgtn with respect to an eventual
determination of pr). The use of these data as a reference for nuclear interacioparticular
concerning eventual "nuclear modification” or "jet quendii effects widely claimed by the
RHIC community, is therefore to be seen with some concern.

75



R/
(o)

1 1 1 1
00 0.5 1 15 2 0 05 1 15 2

p, [GeVic] p, [GeVic]

Figure 103: Ratia®’ of kaon densities per inelastic event as a functiop,ofor K* (panels a
and b) and K (panels c and d). The ratid® corresponding to the extrapolated ISR data are
shown as the full lines

10.6 Data from p+p colliders

Three experiments at the CERNp¢ollider have given kaon cross sections: UA5 [67—
71], UA2 [72] and UA1 [73] in the range af/s from 200 to 900 GeV. At the Fermilab Tevatron,
two groups, CDF [74,75] and E735 [76] have produced kaonfdata /s = 300 to 1800 GeV.
These data are generally centered at central rapidityjrwélrange of 1.5 to 5 units. From
refs. [75] and [76] only unnormalized yields are availatiter charged kaons, the statistical
significance is limited to a few dozen to a few hundred idesdifparticles, whereas forka
wide range from a few hundred up to 60k reconstructed decagsviered. Due to the isospin
configuration of the initial state and the limited acceptantall experiments iz, only the
mean charged yields, (K+ K~)/2 are given. As also the equality:

K === (32)

is at least within the quoted errors fulfilled for this energgion, see the following Sect. 11 for
a more detailed argumentation, both the mean charged kabtharkl, data are combined in
this section in an attempt to link the results to the lowergyneegime discussed above.

As all experiments use double-arm triggers with a limitedezage in the extreme for-
ward direction, the trigger cross sections correspond irege not to the total inelastic cross
section but to a fraction of the so-called "non single-difion” cross section. This fraction is
guoted as 93% (E735), 95% (UA5), 96% (UA1) and 98%(UA2). 8isiagle diffraction makes
up about 15% of the total inelastic cross section, the expents trigger on about 80% 6f,. If
compared to the NA49 and ISR data including the extrapaldad@00 GeV which are obtained
in relation to the fullo,e, a correction for the trigger losses is in principle necgsganly the
UADS collaboration has estimated this correction [69] towtb®6% at,/s = 200 GeV and -12%
at /s = 900 GeV. In the following subsections all comparisons aeied out including the
necessary correction to the full inelastic cross sectioaddition all data are given as invariant
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densities by dividing the invariant cross sections, if givemb, by the inelastic cross section.

10.6.1 Data at/s =200 GeV

The UA5 experiment [71] gives cross sections fdr &d (K" + K~)/2 which may be
compared to the extrapolation from NA49 and ISR data to thés@y, Sect. 10.4.4. As the UA5
data are given over their rapidity interval &R.5 units of rapidity in the form /onspd®c /dp>
a transformation into invariant density (2 proinel)d*c /dydpr has been performed including
the correction for trigger losses, see above. This reguttsa data shown in Fig. 104a compared
to the extrapolated NA49/ISR data.
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Figure 104: a) Invariant kaon density from UA5 compared ®NX#A49/ISR data extrapolation
(dashed line) and to the extrapolation multiplied by 1.38I (ine) b) UA5 fit to their data
(dashed line) compared to the data extrapolation multdpligh 1.35 (full line)

Evidently the UAS data are on average higher than the datapmoiaition (dashed line
in Fig. 104a) by about 35% as shown by the full line in Fig. 10A@s systematic difference is
certainly compatible with the uncertainty inherent in tlaadextrapolation and with the20%
uncertainty given for the normalization of the UA5 data. Wisainteresting here is that the
shape of the extrapolated distribution after renormabzeits compatible within the statistical
errors with the UA5S data over the full rangeaf from 0.07 to 2 GeV/c.

UAGS has performed a fit to their data of the double form:

1 do Ae~bmr ) for pr < 0.4 GeVl/c (33)
onspdpr | A <ﬁ) , forpr > 0.4 GeVic

The first form at lowpr is necessitated by the unphysical behaviour of the secand fo
throughpr = 0; it is motivated by the idea of thermal behaviour at lownggerse momen-
tum. The fit parameters [69] af's = 200 GeV ared = 10.9,b = 8.2, A’ = 0.60,n = 8.8 and
po = 1.3 GeV/c. The inverseir slope of 0.12 GeV/c implied by the parameteis however
rather low and corresponds to the non-thermal behaviowerebd for the ISR data, see Fig. 74.
As stated above, the fit values have been reduced by 16% fgparison at the full inelastic
cross section.

The UAS fit is compared to the renormalized data extrapatafiactor 1.35 introduced
above) in Fig. 104b where good agreement is visible dowm-te- 0.5 GeV/c. The deviation
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towardspr = 0 GeV/c leads to a difference of about 20 MeV/qjn), see Sect. 10.6.4 below.
As far as integrated yields are concerned, UA5 gives a rigpainsity of 0.12 per inelastic
event [69] which corresponds to the integrated cross seétie= gipel/7 - dn/dy = 1.608 mb
and compares to 1.277 mb for the NA49/ISR extrapolations Thia 26% difference which
agrees, taking into account the different shape ofthdistributions, with the renormalization
shown in Fig. 104a. For the totall§ield, UA5 extrapolates to full phase space using model as-
sumptions [69]. This leads to a totafKnultiplicity of 0.68 [71] or 0.72 [69] per inelastic event
at./s = 200 GeV. For the NA49/ISR data extrapolation this numbénjg+ . - ») = 0.735 per
inelastic event. This agreement to within 5% is of coursegtodgarded as fortuitous in view of
the large uncertainties involved in both attempts to edert@al yields.

A further interesting comparison is offered by thg Hata from STAR [24] concerning
invariant densities per eveht(27pr) - d2N/dydpr. These data are shown in comparison to the
NA49/ISR extrapolation of (K + K7)/2 in Fig. 105a.
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Figure 105: Comparison of Kdata from STAR at RHIC with the (K + K~)/2 extrapolation
at./s = 200 GeV. Panel a) invariant rapidity densities, panel bpfaetween the two results,
panel c) ratio between the STAR results and the UAS data fit

At pr > 0.8 GeV/c there is a large offset of more than a factor of 2 betwthe STAR
data and the extrapolation. This offset reduces rapidlyatda/lowerpr until the STAR yields
fall below the extrapolation at their lowest measuped The ratio between STAR and extrap-
olation is given in Fig. 105b. The observed behaviour witlofieet factor of 2.4 and a rapid
decrease of the ratio below ~ 1 GeV/c reproduces the features seen for charged kaons, see
Sect. 10.5. The comparison of the STAR data with the UA5 dgtgifj. 105c, shows that these
data are also in disagreement with the UA5 results obtaihddgeaame energy.

10.6.2 The/s region of 540-630 GeV

Five measurements are available in this regioyabf 540 and 630 GeV: (K + K7)/2
and K from UA5, (K™ + K7)/2 from UA2 and (K" + K™)/2 from E735 at,/s = 540; (K™ +
K~)/2 and K, from UA1 and K} from CDF in two different data sets gts = 630 GeV. As the
central rapidity densitylN/dy changes only by 4.8% and the inelastic cross section by 1.6%
between these two energies, the results may be comparedrbguning the resulting small
correction. In the following all results will be referred {ds = 540 GeV. As in Sect. 10.6.1,
invariant densities will be obtained from mb cross sectiavisenever given, dividing by the
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inelastic cross section. In addition a reduction of 14% imituced to refer the data to the full

inelastic cross section.

The fit (33) to the UA5 data [69] has been chosen as an abseligesnce for the sub-
sequent data comparison. /s = 540 GeV the parameters are= 7.09,0 = 7.5, A’ = 0.508,
n = 7.97 andp, = 1.3 GeV/c. The comparison of the UA5 data [68] with this fisi®own in

Fig. 106.
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Figure 106: UA5 data ay/s = 540 GeV. The full line corresponds to the fit described intéx¢

UAL1 data with about 60k K and 3000 charged kaons are available [73]. These data are
shown in comparison to the UAS fit in Fig. 107 upge = 2.08 GeV/c.
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Figure 107: a) K and (K" + K™)/2 data from UAL [73] in comparison to the fit of the UA5

data (full line) b) ratioRya; = (UIJ: e|> " / ((ﬂf e')UAs " The mean offset factor of 0.634 foi2K

is indicated in panel b) with dashed line

For the K, there is a mean offset by a factor of 0.634, with an excelleptaduction of
the shape of the UAS fit as a functionf. This is quantified in panel b) of Fig. 107 where the
ratio between the UA1 data and the fit is presented as a fumefip;. The fluctuation around
the mean ratio, with a standard deviation of about 7%, is @iible with the errors quoted
by UAL. The four given data points for charged kaons, withssauttially larger errors, are on
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average higher than the’kdata and fluctuate to within one standard deviation arouedJb
fit.
UAZ2 [72] has published seven data points on (KK™)/2 yields which are compared
to the UAS fit in Fig. 108.
Pt l :

Ruaz
AS)

flo-inel

0 1 2 0 1 2

o

p, [GeVic] p. [GeVic]

Figure 108: a) (K + K7)/2 data from UA2 [72] at,/s = 540 GeV compared to the UAS fit, b)

ratio Ryay = ( f ) / ( / ) . The mean offset factor of 1.13 is indicated in panel b)
] \inel /' ya2 Tinel /' YAS fit

with dashed line

As is visible from the ratio as a function @f- in Fig. 108b there is good agreement
between the two data sets, with a mean offset of only +13%eoth2 data with respect to the
UAS fit. Again the shape of they distribution is well reproduced.

The CDF collaboration at the Fermilab Tevatron has pubtishe® data sets concerning
K% production at,/s = 630 GeV. The first set (CDF 1), with only 27%measured, yields 6
absolutely normalized data points compared in Fig. 109¢dJAS fit. The second set (CDF 1)
with the very large statistics of 32k%is not absolutely normalized. It has been re-normalized
to the UAS fit atpr = 1.55 GeV/c.
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Figure 109: Comparison of Kdata from CDF with the UAS5 fit, a) cross sections as a function
of pr. CDF | data (full circles), re-normalized CDF Il data (operclkes); Ratios b)Rcpr =

(e () ers~ (L ()
inel / CDF | ine inel / CDE || inel /' UAS fit

> UAS fit,

data from UAS fit is indicated in panel b) with dashed line
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As quantified in the ratio plots, Fig. 109b and c, the absalata CDF | fluctuate around
the UAS fit, with a mean offset of only a couple of percent, iathnge 0.85 pr < 2.35 GeV/c.
The CDF Il data on the other hand, which cover a laggerange starting at 0.45 GeV/c, show
after re-normalization to the UAS5 fit large systematic déeias from the UAS fit which increase
sharply belowr ~ 1.5 GeV/c, as presented in Fig. 109c.

In this situation the (K + K~)/2 data from the E735 experiment at the Tevatron [76],
although not absolutely normalized, give important infation in this lowemp region as to the
shape of they; distribution, Fig. 110.
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Figure 110: Comparison of the (K+ K~)/2 data from E735 with the UAS fit, a) data and fit as

a function ofpr, b) ratio Rg7ss = ( f ) / (i) as a function opr. The mean offset
S ) inel / £735 Tinel /' UAS fit
factor of 0.958 is indicated in panel b) with dashed line

The 9 data points given, after re-normalization to the UA&tfit; = 0.45 GeV/c, clearly
support the shape of the UAS fit in the region G2pr < 1.2 GeV/c, as compared to the
deviating CDF Il data. This is quantified in Fig. 110b with aaneleviation by a factor of 0.958
and fluctuations which comply with the given error bars.

10.6.3 Data at,/s= 1800 GeV

Only the CDF experiment, again with two data sets (CDF | [] @DF Il [75]) and the
E735 collaboration [76] have published kaon data at thedsglhevatron energy of 1800 GeV.
Here the fit to the CDF | data, transformed to kaon densitiediaging by the inelastic cross
section, and corrected by -14% for the trigger losses, id asa reference. The fit has the form
f/0inet = C/(po + pr)™ with C =5.38,n = 7.7 andp, = 1.3 GeV/c. As shown in Fig. 111 it has
been modified gb < 0.4 GeV/c following the shape of the UAS fit in thig region, in order
to avoid the unphysical behaviour of this form at lpw.

The 9 data points given for the CDF | sample, correspondiraptut 450 K, are given
as full dots in Fig. 111a. The data points from CDF Il (operless) deviate again from the fit
for pr < 1.5 GeV/c. This deviation, Fig. 111b, reproduces exactyphenomenon observed at
/s =630 GeV, see Fig. 109c, thus indicating a systematic prolilethe CDF |l data analysis.
On the other hand the re-normalized E735 data trace the CDFattiier well as a function of
pr, Fig. 111c, supplementing the scale of CDF | which is limited tp > 0.8 GeV/c, towards
low pr.
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Figure 111: Kaon data af's = 1800 GeV; a) Full line fit to the CDF | data [74]. Full circles:
CDF | data. Open circles: CDF Il data re-normalized to the QD at pr = 1.55 GeV/c.
Triangles: E735 data re-normalized to the CDF | fit. b) Ragtween the re-normalized CDF Il
data and the fit as a function pf c) Ratio between the re-normalized E735"(K K~)/2 data
and the fit. The mean offset of E735 data from CDF I fit is indédain panel c) with dashed
line

10.6.4 Mean transverse momenta

Given the uncertainties and partial inconsistencies ottikder (and RHIC) data dis-
cussed in the preceding sections, especially concernmgeheral lack of coverage and the
evident systematic deviations in the lgw region, it is not surprising to perceive large varia-
tions in the first moments of ther distributions. Indeed, if the mean transverse momentum of
K% or (KT + K™)/2 is plotted as a function of/s in the RHIC and pp collider energy range,
Fig. 112, a rather disturbing overall picture emerges.
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Figure 112:(pr) in the /s range from 200 to 1800 GeV from different experiments

The data which have been published in a time window from 1983008 span an
extremely wide band of typically 0.2 GeV/c at each of the Slabe energies. For each of the
experiments certain assumptions about the shape of;tlikstributions have to be made (see
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the preceding section for some examples) and in all cases satrapolation either towards
low pr or towards highpr has to be established.

In order to bring the evaluation of the mean transverse mameand the data compar-
ison on a more quantitative level, the following definitidres/e been used.

The kaon density from which the mean transverse momentuerigedl may be defined
in bins of z as a function ofc~ and in bins ofy as a function of:

dn dn
and ) 34
dz pdpr dydpr (34)
The corresponding mean- values are:
d 2
“/ZW o dpr /szfde
- dl’deT o E 35
<pT>IF - dn - pr ( )
d — fd
/ddepT pr /Ef pr
dn
/ pr dydpr dpr / Py f dpr
(pr)y = in = : (36)
/ dpr / pr [ dpr
dydpr

whereF is the kaon energy anflthe invariant inclusive cross section, Sect. 5.

Evidently there is a difference between the two definitionsigby the energy factor in
(pr)., (EQ.35). This term will enhance the contribution from Ipwand reduce the contribution
at highpr to the mean value in as compared to thg binning. In addition ayy unequal to
0 the longitudinal dependence of the cross sections wilptinto the mean valuér), as
well as the kinematic limit i which will truncate thep; distribution at small angles. The
resultingz» andy dependences dpr),, and(pr), are shown in Fig. 113 for the case of the
NA49 experiment at/s = 17.2 GeV.
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Figure 113: a)pr)., as a function of:» and b)(pr), as a function of; at/s = 17.2 GeV

Clearly(pr), is bigger thanpy),,. atzr =y = 0, at this energy by about 70 MeV/c. One
may question the extension @fr), toy > 0 as then a rather complex interplay of transverse and
longitudinal dependences intervenes. Theistribution of (pr), therefore decreases steadily
with y whereaspr)..,. shows a characteristic increase with ("seagull” effect).
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The (pr) values shown in Sect. 9.1 above are defined in Feynmawhereas allpr)
values at collider energies shown in Fig. 112 are definedpidity bins. In addition, the),
integration for the lower energy data has been establishéde range 0< pr < 2 GeV/c.
Hence these results are not directly comparable.

The following procedure has therefore been adopted. IndHieler energy range 200—
1800 GeV the results with doubtful cross section behaviodow pr [23, 75] are not con-
sidered for their(pz) values. The fits to the UA5 [69] and CDF | [74]2%data are used at
Vs =200, 540 and 1800 GeV for the determination of bgih).,. and(pr),. For the lower
energy data (Sect. 9.1)r), is calculated in addition tgpr),,. for (K* + K7)/2 including the
data extrapolation tg/s = 200 GeV. In a first step, the integration is carried out inrduege
0 < pr < 2.0 GeV/cin order to obtain for all data a comparable badisiglowerp range.The
resulting(pr)., and(pr), values are shown in Fig. 114 as a function,&f.
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Figure 114:(pr)., atzp = 0 and(pr), aty = 0 as a function of/s. The lines are drawn to
guide the eye

This Figure exhibits a smooth behaviour @f-) in the energy range frony/s = 11.5
to 63 GeV, also including the extrapolation to 200 GeV, witvaaation of only 30 MeV/c for
(pr)s» and(pr),. There is, however, a clear offset of about 10 MeV/c(for)..,, and 20 MeV/c
for (pr), between the extrapolation of the lower energy datg/to= 200 GeV and the trend
of the collider data which cannot be imputed to hjghtails in this integration window. It is
rather the different behaviour at lgw, see Fig. 104b, which can explain the difference. Given
the general uncertainty of the collider data in therange below 0.5 GeV/c, the observed offset
may still be regarded as compatible with the published snwdrich are on the level of 30 to
40 MeV/c [69]. Another interesting feature is the rather Bimarease of(p;) which is only on
the order of 50 MeV/c fofpr).,. and 70 MeV/c for(pr), between,/s = 200 and 1800 GeV,
always in thepy range below 2 GeV/c.

In order to quantify the dependence @f-) on the upper integration limit ip7, this
limit has been increased from 2 GeV/c to 6 GeV/c. For thisythd published polynomial fits
of the collider data have been used. For the lower energytdat®llowing procedure has been
chosen. The polynomial form

o Po "
Fom = () @
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has been fitted to the high- regionpr > 1.5 GeV/c withp, fixed at 1.3 GeV/c. This procedure
is possible for/s = 11.5 GeV where the data reach upto= 4.2 GeV/c and in the ISR energy
range where data up {g- = 4 GeV/c are available. The corresponding exponeraee plotted
in Fig. 115 as a function of/s.

15 1

07\\\\\ | i
10 107 10°

\s [GeV]

Figure 115: Fitted exponentas a function of/s. The full line is shown to guide the eye

A consistent and smooth drop in the exponefriom about 16 at/s = 11.5 GeV to 8 at
/s = 1800 GeV is evident, describing the flattening of thedistributions with increasing/s.
This allows for the interpolation to = 14 at,/s = 17.2 GeV where the NA49 data do not reach
beyondpr = 1.7 GeVIc.

For the/s range below ISR energies, the kinematic limipinatzr = 2pr//s =1 has
to be taken into account. This limit influences the measureldy progressively from = 0.5
upwards. This necessitates a downward correction of thenpatial fit atp; > 3 (4.5) GeV/c
for /s =11.5 (17.2) GeV, respectively.

The increase of the mean values as a function of the upper integration limit from 2 to
6 GeV/c is given in Fig. 116 where the differen@m-(pT)pqu:zeewcis shown for,/s from 11.5

to 1800 GeV both defined inz and iny bins.
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Figure 116:(pT>-<pT>pqu:ZGeV/c for a) (pr)., and b){(pr),. The \/s values range from 11.5 to
1800 GeV. The curves are shown to guide the eye
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The(pr) values saturate rapidly at an upper integration limit oftd.5.5 GeV/c between
Serpukhov and ISR energies, with a total increase of less3iMeV/c (10 MeV/c) for(pr) .,
and (pr),, respectively, in this energy range. At collider energi®s $aturation limit moves
up to beyond 6 GeV/c, with very substantial increases of nitoma 15 MeV/c and more than
50 MeV/c in (pr),, and (pr),, respectively.(pr),, and(pr), are shown in Fig. 117 as a
function of /s for the upper integration values from 2 to 6 GeV/c.
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Figure 117:(pr)., atzr = 0 and(pr), aty = 0 as a function of/s for different values of the
upper integration limit from 2 to 6 GeV/c

The rather complex dependence of the mgarvalues both on/s and on the upper
integration limits, in addition to the apparent systematfiiects in passing from the ISR to
collider energies, calls for some remarks:

— A precision measurement @) with an absolute error of less than 20 MeV/c in the
region above,/s = 100 GeV/c is still missing. This fact is mostly due to uneetties in
the lowpr region.

— The sizeable difference betweépy),, and (pr), has to be taken into consideration
whenever results ofpr) are to be compared for different experiments ghdregions.

— The large dependence ¢f;) on the upper integration limit in the collider energy range,
especially for(pr),, is a reason for concern. It may be asked whether the definitio
an average quantity which depends strongly on a pigtail more than a factor of 10
above its value, makes any sense.

— In fact at least part of the increase @fr) with /s is to be imputed to the extension
of the available transverse phase space. The kinematicifimi- is below 6 GeV/c at
Serpukhov energy and it must be recalled that this limitflsiencing the particle yields
already atrr = 2pr/4/s > 0.5, this means aboye- ~ 3 GeV/c at this energy.

— The above remarks are especially applying for the deperdeh¢) on additional
constraints, as for instance on the total hadronic mutiigli Also in this case it might
be advisable to separate clearly the behaviour in the lpweegion from the increasing
high p tails.
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11 The s-dependence of K production and its relation to charged kaons

A sizeable number of experiments [39-44,46-59] have adddaseutral kaon produc-
tion from /s = 3 GeV to/s = 27.6 GeV. This ensures coverage from close to threshold up t
well into the ISR energy range. Essentially all these meamants come from Bubble Cham-
bers. This has the consequence that the total number ofseenoted K, is usually rather limited
to a range between a few hundred and a few thousand. Thisdagnidi however offset by the
superior quality of the Bubble Chamber technique in termreobnstruction efficiency, control
of systematic effects and corrections, and above all a eeflhed absolute normalization. It is
in particular interesting to compare thd ko the average charged kaon yields discussed above,
as the Eq. 32 is generally assumed to hold based on isospimetyyn[68] although it is not
fulfilled for instance forp and Charm decay.

Due to the low event statistics, double differential crasstisns are not available from
any of the experiments with the exception of [46]. Theintegrated invariant cross sectiéh
(see Eq. 15) has however been given by 10 experiments betyieert.9 and,/s = 27.6 GeV.
These data are plotted in Fig. 118 as a functiom of
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Figure 118y integrated invariant K cross sectiong’ as a function of: for various values

of /s. Independent hand-interpolations at each energy are gvéull lines. The dashed lines
correspond taF'((K* + K7)/2) from NA49, Sect. 9.1, Table 5. The interpolated results from
ISR [15-22] forF'((K™ 4+ K™)/2) are also presented
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Independent hand-interpolations at each energy have eéorped in order to allow
for the evaluation of the-dependence at fixed valuesxgf as shown in Fig. 119.
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Figure 119:p7 integrated invariant K cross sectiong” as a function ofy/s, interpolated to
fixed values ofrr from O to 0.4 using the hand-fits shown in Fig. 118. The erros laae an
estimation of the uncertainties of the full lines in Fig. 1T&e lines are drawn to guide the eye

Also shown in this Figure i$'((K* + K™)/2) as derived above for the--extrapolated
Serpukhov data [11] afs = 11.5 GeV, the NA49 data and the interpolated ISR data, $€ct.
Evidently there is agreement, within the experimental wadeties, with the interpolated K
data at allz values. This might lend some credibility to the assumptiomstained in the
evaluation of the ISR data over the full phase space in Sect. 1

A similar procedure may be performed for the total integiaf@ yields per inelastic
eventin comparison to the total mean charged kaon yields.cbmparison is shown in Fig. 120
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Figure 120: Total integratedXyields as a function of/s [39-44, 46-59] (open circles). The
total mean charged kaon yields for NA49 (full circle), ISRilaxtrapolation to 200 GeV (trian-

gles) are also shown.The scale in panel b) is extended g to200 GeV. The lines are drawn
to guide the eye
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using the total number of Kper inelastic event given by the 19 experiments refs. [394@&4
59].

Also for the total kaon yields the equality (32) is fulfilledthin errors. Note that the
NA49 data have a 3% error bar corresponding to the estimgisgdmaatic uncertainty, whereas
the interpolated ISR data have been tentatively given a 1086 lear.

12 Some remarks about contributions from resonance decay

The evolution of the observed kaon yields with transversenerdum and interaction
energy described in the preceding sections is charadatebyeather complex patterns which
are not easily describable by straight-forward paramegions as they might follow from parton
dynamics or thermal models. It seems therefore reasonaleloke for illustration the contri-
bution from the decay of some known resonances to the ivel&ion cross sections. Three
resonances, thg(1020), theA(1520) and the charmed mesons D(1865) have been selected her
as they give an idea about the build-up of kaon yields atdgor the two former cases, and to-
wards highpr for the latter one. In this context it should be recalled hiat most if not all final
state hadrons are known to be created by the decay of mesahi@ayonic resonances [35,77].
Indeed, the estimations quoted in [35, 77], using only atBohset of mesonic and baryonic res-
onances, arrive at fractions of 60-80% from resonance diecall studied final state hadrons.
See also [34] for a more recent study based on two-body deddydsknown resonances.

12.1 ¢(1020) andA(1520) production and decay

The ¢ production has been measured by a number of experiments-foingeractions
in the SPS energy range [35, 78]. Results from the NA49 expai [79] are being used here
to obtain the inclusiveén/dzr andd?s /dp% distributions shown in Fig. 121.
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Figure 121: a) and b)pZ distributions of¢

These distributions integrate ta,) = 0.0143 per inelastic event or an inclusive cross
section of 0.453 mb in good agreement with other measureament

Due to the very lowQ value (32 MeV) of thep decay into two kaons, the resultipg
andx r distributions are narrow compared to the inclusive kaosgections. This is reflected
in the ratiosRke,, of K= mesons fromp decays to inclusive K shown in Fig. 122.

Evidently this contribution is very sharply peaked at srpaland vanishes atr > 0.3.
The given percentages have to be regarded as lower limitg,paeduction is known to be
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accompanied by additional kaons in most if not all cases. [TBgse additional kaons come
partially from double$ production [80] with again smaf) values since the four-K mass spec-
trum has a steep threshold enhancement in the mass rang2.ftdo2.3 GeV [80]. This would
mean that the effective contributions, Fig. 122, could@ase by as much as a factor of 1.5, see
below.

Another candidate resonance for Igwkaon production is th&(1520) in the NK decay
channel with its small) value of 87 MeV. Measurements at ISR energy [81] and at the] $5]S
have been combined in Fig. 123a to obtain an approximhatdx » distribution.
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Figure 123: a) and b)p distributions ofA(1520)

The full line in Fig. 123a is a hand-interpolation of thes¢éadat has been used in the
Monte Carlo simulation. It integrates to the numbegs.0) = 0.0219 per inelastic event or a
total inclusive cross section of 0.697 mb. Since no data erthresponding? distribution are
available the fit tof (zr, p%) = e~Brr, with B = 2.9 as given in [81] and shown in Fig. 123b
has been used.

Due to the rather flat - distribution of theA(1520) which is typical of neutral strange
baryons, the ratio between decay and inclusiveskows a characteristic increase fram=0
to a maximum at» ~ 0.3 as shown in Fig. 124.
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Again, as for they decay, the very sharp enhancemenkgf towards lowpr is evident
whereas the contribution to the inclusive kaon yield vagssht aboupr = 1 GeV/c. On the
other hand ther distribution of R4, is complementary to the one frog decay in itsz
dependence such that the sum of the two contributions bexoattgerz - independent. This is
evident in the combined ratiBt* = K_, , /Kj., shown in Fig. 125, where the Kyield from
¢ has been multiplied by a factor 1.5 in order to make up for tieglpction of additional kaons
in ¢ production, see above.
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Figure 125: Ratidzgt* = K7, /Kj,4 @) as a function of » for differentp, and b) as a function
of pr averaged over ther range 0< zr < 0.4. In panel b) the error bars give the variation
with x> around the average. The full line represents the relatuease of the K cross section

as a function of/s, Fig. 73b, normalized at; = 0 GeV/c

As the combined contributions fromandA(1520) decay reach about 25% of the total
K~ yield at lowpr and,/s = 17.2 GeV this discussion shows again the importance oheesme
decay for the understanding of inclusive hadron produciiothis particular case for the low
pr behaviour of the kaon cross sections. This is also evidetitap distribution shown in
Fig. 125b which is very similar to the low; enhancement witR/s shown in Fig. 73. The
s-dependence in the region belpw ~ 1 GeV/c will be determined by thedependence af
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andY™ production with respect to the other contributing resoeantf the latter contributions
rise as little as in the region 08 p;r < 1 GeV/cg andY™* decays will become dominant in the
ISR energy range.

12.2 D(1860) decay

In complement to the discussion of the lpy area of kaon production in the preceding
section, it is interesting to look for resonance decay doutions in the highpr region of
pr > 1 GeV/c. Here high mass mesonic resonances with sizeabéy deanching fractions
into 2 or 3 body final states including kaons will contribuAdthough there is a large number
of non-strange and strange resonances in the mass rangelabdseV fulfilling this criterion,
the charm mesons™®(1860) will be regarded here as an example of heavy flavoutyation
and decay. In fact the charm production threshold is crosséie SPS energy range and the
charm yields will start to saturate atp-+<ollider energies where beauty meson production will
give access to still higher transverse momentum ranges.

Close to 100% of all charmed meson decays end up in final séatesk either in semi-
leptonic or hadronic decay modes. Most of these are few bedgyss with large) values, like
Klv,K*lv in the semi-leptonic and K Krm and Krzr in the hadronic case. Given the high
D mass, the addition of one or two pions in the final state woll change the phase space
distribution of the kaons appreciably. The two body decaglwddrmed mesons into Kwill
therefore be studied in the following.

One of the rare measurements of charm production in p+paictiens by the LEBC-
EHS collaboration [82] at the CERN SPS will be used to estalthe inputc» andp, distri-
butions as shown in Fig. 126.
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Figure 126: a)in/dxr as a function ofr» and b)do /dp% as a function op? of D(1860)

The inter/extrapolatedn /dz p distribution and the fitted Gaussidn /dp2 = Ae~9%7

are shown in panels a) and b) as full lines. The integratiomh parametrization yields
(npo+) = 0.000944 per inelastic event corresponding to a crossosect 29 pb. This cross
section, at,/s = 27 GeV, contradicts an upper limit of less than /1) established from the
study of muon pair production [83] at this energy. This dépancy notwithstanding, the ef-
fective cross section has been reduced tquBQaking into account the steepdependence
for the following comparison to inclusive Kcross sections at the energy of the NA49 exper-
iment, /s = 17.2 GeV. The effective branching fraction of charm mesainspinto K~ may

be estimated from [82] to about 47%. In order to take into antdhe softening of the decay
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kaon spectra in multibody decays, a conservative value @f Bls been used for the following

two-body decay simulation.

Typical p distributions of the invariant K cross section from charm meson decay are
shown in Fig. 127 for two values afr. These distributions are compared to the total inclusive
K~ yields normalized to the decay distributionpat= 0 GeV/c.
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Figure 127: Invariant K cross sections from charm meson decay a)xfoe 0, b) forzr = 0.3
as functions opr at/s = 17.2 GeV. The corresponding total inclusive lields (dashed lines)
are shown for comparison normalized to the decay distobstaty = 0 GeV/c. Panel c) shows
the absolute ratidamin percent as a function g for the twox - values

The decay kaons evidently show a much wigerdistributions than the inclusive K
The relative increase of the ratio

Rcharm = D™ (38)

incl
is shown in Fig. 127c as a function pf for the twox values of 0 and 0.3R.ham INCreases
steeply withp; from values of less than 0.1% at Igw to more than 1% ap; = 2 GeV/c,
whereas the ratio of the total inclusive Kross sections is of order 0.15%. This increase will
clearly continue ap; > 2 GeV/c. The situation is quantified for the completgdpr plane in
Fig. 128 which shows$:.nam as a function of: - for different values op.

Rcharm [%]
[y
o
T
|

10t ?/—/—\0'5?

p, = 0.0 GeV/c :

O S N
0 0.2 0.4

Xg

102

Figure 128:Rqnarmas a function of: - for fixed values op, in %
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A characteristic pattern emerges. At law Rqham gains about one order of magnitude
betweerpr = 0 andpr = 2 GeV/c. This gain increases with and reaches more than two orders
of magnitude at:» = 0.5 (see also the discussion of two body decays in [34])idwwf the
sizeable experimental uncertainties still involved wittaom production in p+p interactions, the
percentage scale of the observed pattern should be takemniadieation rather than a precise
prediction. Scale variations of up to a factor of two are lggspssible should more precise
measurements become available. It is the relative evaolwutith « » andp; which is unavoidably
involved with heavy flavour decay given the precisely meaegularge branching fractions into
few body decays. Taking into account the rapid increaseetdtal charm cross section with
/s there is no doubt that heavy flavour decay will represent groimant contribution to the
total kaon yields at larger and at larger» already in the ISR energy range.

12.3 Non-thermal behaviour of the decay products

Transverse mass distributions of the inclusively produaehs have been presented in
Sect. 6.4 above. The inverse slopes of bothald K~ show a strong variation withv{r —m )
from about 150 MeV at lown; — my to 200 MeV at the upper limit ofn; — m g available in
this experiment. In this context it is interesting to havea@kl at the inverse slope parameters of
the decay kaons from thig1020),A(1520) and D(1860) discussed above and shown in Fig. 129
as a function ofny — mg-.
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Figure 129: Inverse slopes of krom the decay o0$(1020),A(1520) and D(1860) as a function
of my — my. The result for inclusive K production is also shown

Evidently the inverse slopes of Kirom ¢(1020) andA(1520) decay cluster around the
low "temperature” values of 80—100 MeV, whereas om charm decay show inverse slopes
between 200 and 300 MeV. This is of course a result of the hamjfferent () values of the
respective decays convoluted with the sizeable transwamaentum of the parent particles
which gives them a mean transverse velo¢ity) ~ 0.3-0.4.

In thermal models such anomalies are not a priori foreseeal] aecondary hadrons are
supposed to have Boltzmann-type distributionsiawith a unique inverse slope characteristic
of the hadronic reaction involved. In Hagedorn’s thermaaiyic model for instance this "black
body” radiation of hadrons happens from “fireballs” whicle aot allowed to have transverse
momentum. Hagedorn [84] has in fact realized that decayymtsdare non-thermal in the above
sense for the decays(1230)— Nx andp(770)— =, albeit in a non-complete argumentation
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as these parent resonances were in fact allowed transvensemum and were taken as
functions at their PDG mass values (see [34] concerningtipettance of the proper resonance
mass distribution). If, as argued above, the majority ofl fatate hadrons stem from the few-
body decay of resonances which have important transveigeat of freedom, the concept
of a unique hadronic "temperature” in p+p interactions lmees an artefact. The fact that this
concept is not able to explain the evolution of particlegsglowards high transverse momentum
and high,/s, and, by the way, towards nuclear interactions without tieduction of ad-hoc
concepts like the Quark-Gluon Plasma, see [84], has itsnanghe same deficiency.

13 Data summary

After the detailed discussion of charged and neutral kaeldyin the preceding sections
it is now mandatory to summarize the obtained results andrgpare them to existing studies
of global kaon production. The single differentia}, integrated invariant cross sectiofigc =
0), see Eq. 15, and the total yields elaborated in Sects. 10 hadellisted in Table 11 for K,
K~and K.

ref. | /s [GeV] | Fir (0) [mb] | Fi— (0) [mb] | Fyo (0) [mb] | (n+) | (ng—) | (ngo)
[63] 2.9 0.00462 0.00082
5, 6] 2.9 0.042 0.00481

[37] 3.45 0.00802 0.00294
[44] 3.59 0.00670
[64] 4.04 0.01760| 0.00080| 0.00719
[46] 49 0.120 0.0190
[41] 49 0.0473 | 0.00747| 0.0198
[47] 6.1 0.185 0.0420
[46] 6.8 0.206 0.0410
[41] 6.8 0.0999 | 0.0330| 0.0493
7] 6.84 0.440 0.120 (0.280) | 0.107 | 0.0262 | (0.0666)
[49] 7.8 0.300 0.0636
[11] 11.5 0.549 0.322 (0.435)

[40] 11.5 0.375 0.109
[50] 13.8 0.121
[51] 13.9 0.505 0.146
[52] 16.7 0.490 0.158
NA49 | 17.2 0.672 0.477 (0.575) | 0.227 | 0.130 | (0.179)
[54] 19.7 0.590 0.181
[16-22]| 23.0 0.718 0.547 (0.633) | 0.273 | 0.171 | (0.222)
[55] 23.8 0.670 0.224
[56] 2338 0.212
(58] 25.7 0.670 0.262
[59] 274 0.200
[43] 276 0.680 0.232
[16-22]| 31.0 0.767 0.614 (0.691) | 0.327 | 0.220 | (0.274)
[16-22]| 45.0 0.861 0.714 (0.788) | 0.409 | 0.290 | (0.350)
[16-22]| 52.0 0.907 0.766 (0.837) | 0.448 | 0.328 | (0.388)
[16-22]| 63.0 0.959 0.811 (0.885) | 0.493 | 0.363 | (0.428)
[16-22]| 200.0 1.361 1.192 (1.277) | 0.819 | 0.651 | (0.735)
[69] 200.0 1.680 0.700
[69] 546.0 2.306 1.000

Table 11: Single differentiah; integrated cross sectiod¥z» = 0) in mb and total yields for
K™, K~ and K for 31 values of,/s. The values in brackets for¥are derived from the cross
sections and yields for the charged kaons under the assamiptiy) = 0.5({ng+) + (ng-))
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A look at this Table shows that thellyields present by far the most dense and consistent
coverage of the/s scale from threshold up to collider energies, as comparéuetoesults for
charged kaons. This has already been evoked in Sect. 11igs€e6.

13.1 Total kaon yields

In a first attempt at establishing a consisterttependence from these data, the total
yields (ng+), (nk-) and(ngq) will be treated. These quantities are shown in Fig. 130.
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Figure 130: Total yieldgny+), (nk-) and(ngo) as a function of/s. The full line through the

K% results is an eyeball fit, the lines through thé Knd K~ data are derived from Fig. 131
below. The full circles in the K data correspond t0.5(({ny+) + (ng-)) established at the
corresponding/s values

Whereas the coverage in th¢s scale is dense and continuous fei. ), the corre-
sponding data for the charged kaons show wide gaps in the faag,/s < 17 GeV and above
/s =63 GeV. In this upper energy range, the extrapolation frSR to RHIC energy has been
evaluated in Sect. 10.4. The situation towards lower easiigiconfounded by the fact that the
available data at/s = 4.9 and 6.8 GeV are evidently doubtful by internal incotesisy, see
Sect. 10.2. The following procedure has therefore beeov@t to come to a consistent de-
scription of thes-dependence. In a first step an eyeball fit through thedkta is established
over the full/s scale, see the full line in Fig. 130. This fit gives a consistiscription of
the situation within point-by-point variations of typitall0—20%. In a second step the ratios
(ng+)/{nkg) and(ng-)/{ngq) are obtained from the available data, see Table 11. Theiss rat
are presented in Fig. 131.
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Figure 131: Ratiogny+)/(ngq ) and(ng-)/(ngq) as a function of/s. The full lines are eyeball
fits through the data af's < 4.9 GeV and/s > 6.8 GeV

A smooth,/s dependence is imposed on these data points between thedogyeange
Vs < 4.8 GeV and the higher energigs > 6.8 GeV/c using the fact that the cross sections
in the PS energy range have been shown to deviate upwards 1868). The(n+)/(ng,) and
(nk-)/(ny) ratios thus obtained are then used to produce the smoothitiriég. 130 through
the K™ and the K data by multiplying with the K interpolation.

Itis interesting to compare these interpolated results thie global study of kaon yields
by Rossi et al. [4] which dates from 1975 but is still widelyedgoday [85]. Their fits to the K
and K~ data are shown in Fig. 132 in comparison with the presentteesu
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Figure 132:(nyx+) and (ng-) from ref. [4] as a function of/s, full lines, compared to the
interpolated K, K~ and K, yields Fig. 130 (broken lines)
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There are evidently major deviations over the fylt range. Especially flagrant is the
fact that the K yields of [4] are above the Kmultiplicities between/s = 10 and 50 GeV. This
is clearly unphysical. The relative deviations betweentihe attempts are shown in Fig. 133
on a percent scale.
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Figure 133: Relative deviations between the present stidharged kaon yields and [4] in
percent as a function gf's

These deviations are in the range from -40 to +80% and demap@svhich order of
magnitude of systematic effects must be expected if usingieg parametrizations. The K
analysis of [4] is particularly questionable in the range:8/s < 12 GeV by using proton-
nucleus data from a Serpukhov experiment [86] with protam@Auminium in anzz range
above 0.3 and for only 3 fixed lab angles between 0 and 12 mraeimiins a mystery, con-
sidering the poor state of knowledge about proton-nucletesactions and their normalization,
especially in the strange sector, how these data could bslatad into total kaon yields in p+p
collisions.

13.2 pr integrated invariant cross sections atc =0

As far as theyr integrated invariant cross sectionscat= 0, F(xr = 0) are concerned,
the experimental situation is similar to the one for the Ilt&&on yields with the exception
that only very scarce data beloyls = 6.8 GeV for charged kaons and below 4.9 GeV f@r K
are available. Again the Kdata may be used as a reference in establishing a consigtent
dependence as shown in Fig. 134.

The full line through the K data is an eyeball fit down tg’s = 4.9 GeV. As the UA5
data [69] and the ISR extrapolationgk = 200 GeV show a 26% difference, see Sect. 10.6.1,
the fit has been chosen to pass 13% above the data extrap@atidl 3% below the UA5 data
which allows a smooth continuation tg's = 540 GeV. In order to obtain a fit through the
charged kaon data, a reference t as been used by plotting the ratio between the charged
kaon and interpolated Kdata as presented in Fig. 135.

These ratios may be smoothly connected by an eyeball fit leety/e = 200 GeV (both
K+ and K= shifted upwards by 13%) angls = 11.5 GeV. As already visible for the case of
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Figure 134:F (zr = 0, /s) as a function of/s for K¢ (open circles: direct measurements, full
circles: obtained as average front ldnd K~), K+ (squares) and K (triangles)
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Figure 135: Ratio between'Kand interpolated K data (full circles) and betweenKand
interpolated K data (open circles) as a function ¢f

total yields, Fig. 131, the data [7] afs = 6.8 GeV do not fall on the smooth extrapolation
below,/s =11.5 GeV indicated in Fig. 135, with a deviation of about 6f@¥K * and 25% for
K~. This complies with the discussion of these data in SecB.10.view of this the following
attempt to nevertheless obtain an approximate descripfiéiiz = 0) at low energy has been
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followed. The fit to the K data together with the KKK% and K°/KY ratios has been used to
obtain the charged kaon cross sections dowtyto= 4.9 GeV. The line through the Kdata
has then been continued to the single measuredndss section a{/s = 2.9 GeV. The fit for

K~ has been discontinued gfs = 4.9 GeV. This admittedly rather daring procedure produces
nevertheless a consistent overall picture with systeneatars below/s ~ 5 GeV on the level

of about 20%. Only new precision measurements in this enegpn may help to improve on
this unsatisfactory situation.

13.3 K'/K~ ratios

The data interpolation described above allows also an eweif the KT/K ~ ratios both
for the total yields and for ther integrated cross sectionsagt = 0. This is shown in Fig. 136,
where the full lines refer to the eyeball fits in Figs. 130 aBd and the data points to Table 11.
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Figure 136:Rx+¢- ratios for total yields (open circles) arfd(zr = 0) (closed circles) as a
function of /s. The error bar a{/s = 200 GeV marks the range &+ (0)/ Fx- (0) of published
results by the RHIC experiments

One feature of these dependences is the rather slow apptoakh/K— = 1 for
Fy+(0)/Fx-(0) with increasingy/s. For /s = 200 GeV the ratio of the, integrated cross
sections atr- = 0 is 1.14 for the extrapolated ISR data as compared to a raingeues be-
tween 1.03 and 1.08 published by the RHIC experiments [2b3{& reason for this further
discrepancy might be again the low trigger cross sectioRHC with respect to the total
inelastic cross section which enhances central collisimrashence kaon ratios closer to unity.

14 Conclusions

The new data on the inclusive production of charged kaons-mipteractions at SPS
energy presented here complete a detailed study on chaggeddary hadrons including pions
and baryons in the framework of the NA49 experiment at the RESRS. These data offer the
possibility to check the sum rules of mean charged muliigliand charge conservation. It is
demonstrated that both constraints are fulfilled withinttgbkt error limits of about 2% as they
have been quoted for the systematic uncertainties in thependent evaluation of inclusive
cross sections for the different particle types.

100



The extended coverage of the data in thép; plane, fromzr = 0 to 0.5 and from
pr = 0.05 to 1.7 GeV/c, allows a precise study of particle raffosn the same experiment,
both for K/ and K/baryon ratios. A detailed comparison to existing diatdne SPS/Fermilab
energy range shows in general good agreement in the limitaggospace regions available, in
particular also for the complete set of particle ratioshvebme exceptions essentially due to
normalization problems.

As the interaction energy of/s = 17.2 GeV is located at a strategical point be-
tween threshold-dominated and scaling phenomena at longrhaggher energies, respec-
tively, a new and complete study of tkedependence of kaon production including Kas
been attempted using the new NA49 data as a reference. Tioig sbvers the energy range
3 < /s <1800 GeV and aims at establishing an internally consistetine of kaon produc-
tion as far as this is possible with the often restricted amdradictory available data. Through-
out, the use of data parametrization with simple arithmitimulations has been avoided in
order to take the rather complex dependence of the measargd@yields on the kinematic
variables fully into account.

This study reveals basic weaknesses in the existing dataldmb at lower and higher
V/s. At PS/AGS energies the charged kaon data suffer from largatic inconsistencies,
and the almost complete absence of differential data atuBkrqy energies renders the estab-
lishment of integrated yields hazardous to say the least. &tiension into the ISR energy
range on the other hand, using all available data, gives ngi\ghts into the complex evolution
of strangeness yields as functionswgfand, in particularp resulting in explicitly non-thermal
transverse distributions. These findings are discusseshinection with some typical examples
of resonance production and decay which are relevant tptleaomenology.

In addition to the charged kaon cross sections, it has beemfoseful and necessary to
also look at the evolution of the Kyields. In fact the relation K = 0.5(K™ + K~) which is
found valid within the experimental precision at least ia é@mergy rang¢/s > 5 GeV provides
a strong constraint on the overall data consistency. Indbrdgext the early bubble chamber
work up to/s ~ 28 GeV proves to be essential due to its internal consistandyits superior
precision concerning the overall normalization.

As far as the extension of the study to the RHIC ang pellider energies is concerned,
a rather disturbing overall picture emerges. Evidentlg, pablished results do not represent a
decisive improvement as far as precision and internal stersty are concerned in comparison
to the lower energy data which in most cases date back by rhane30 years. There are several
reasons for this situation:

— The study of soft hadronic production in elementary cadlis is certainly not at the
heart of the experimental programs at collider energiesh@mrontrary it is the discov-
ery potential for "new” physics either in Heavy lon intenacts (RHIC) or within and
beyond the Standard Model (p€olliders) which defines the main priorities.

— Precision studies of elementary hadronic production aallspecific constraints both
concerning accelerator layout and operation (as for icstarertex distributions and
stability) and the experimental set-ups (trigger efficigrata normalization, material
budget at low total momenta).

— The large multi-purpose detectors generally set up at tHeles are not really opti-
mized for these constraints and small-size, dedicatedempsts as they have been used
in practically all the preceding lower energy work, are heitavailable nor planned.

In view of these problems in a first step the extrapolatioheflSR results tq/s = 200
GeV has been attempted in order to obtain a common point opadson between ISR ex-
tension, RHIC and the lowest availableppeollider energy. At this energy the UA5 streamer
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chamber data turn out to offer a reliable reference althdbgloverall statistical errors are size-
able. This is reminiscent of the bubble chamber work at lewnergies which definitely benefits
from the application of optical methods in terms of recamgion efficiency and normalization.
In contrast all RHIC data show large systematic offsets agéreeral weakness towards the
lower cut-off inpr which lies in general in the region 0.4-0.7 GeV/c.

This new study of the-dependence of charged and neutral kaon production results
smoothed interpolations of the centray}, integrated invariant yieldg'(x» = 0, 1/s) and of the
total kaon multiplicities as they are presented in Sect.fXBis paper.
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