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ABSTRACT. The barrel region of the Compact Muon Solenoid (CMS) experit at the Large
Hadron Collider is instrumented with Drift Tube (DT) deteist. This paper describes in full details
the calibration of the DT hit reconstruction algorithm.

After inter-channel synchronization has been verified ugtothe appropriate hardware pro-
cedure, the time pedestals are extracted directly from idtakaition of the recorded times. Fur-
ther corrections for time-of-flight and time of signal prgption are applied as soon as the three-
dimensional hit position within the DT chamber is known. Tifgerent effects of the time pedestal
miscalibration on the two main hit reconstruction algarithare shown.

The drift velocity calibration algorithm is based on timeantimetechnique. Different mean-
timer relations for different track angles and patternsib€élls are used. This algorithm can also
be used to determine the uncertainty on the reconstructgubsition.

KeEywoRrDs Wire chambers(MWPC, Thin-gap chambers, drift chambeif tdbes, proportional
chambers etc); Pattern recognition, cluster finding, catibn and fitting methods
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1 Introduction

The barrel region of the CMS detector is equipped with a systeDrift Tube (DT) chambers]]
arranged in the return yoke of the solenoidal magggt [

The basic element of a DT detector is the drift cell, whoseiseds shown in figurel. The
cell has a transverse size of 423 mn? with a 50 um diameter stainless steel anode wire at the
centre. The gas is a 85%5% mixture of Ar/CQ, which provides good quenching properties and
a saturated drift velocity of about 54m/ns. The maximum drift time is therefore 390 ns, i.e.
15 LHC bunch crossings.

Four staggered layers of parallel cells fornswperlayer A chamber consists of two super-
layers measuring thRg coordinates, with the wires parallel to the beam line, andrémogonal
superlayer measuring thZ coordinates. A schematic view of a chamber is shown in figure

Charged particles crossing a cell produce ionization edastin the Ar/CQ gas mixture; the
drift time of such electrons in the electrostatic field is swad to determine the spatial coordinate

(b) Insulator strips
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Figure 1. Transverse view of a Drift Tube cell in the barrel. The diifes and the isochrones for a typical
voltage configuration of the electrodes and representgéisenixture are shown for the case of zero magnetic
field (left) and a M5 T magnetic field parallel to the anode wires (right).
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Figure2. Schematic view of a DT chamber, showing the conventionsuperayer, layer and wire num-
bering and the orientation of reference frames.

of the ionizing particle. Electrons produced at a titpg by the incoming particle migrate toward
the anode with a velocityyyiz and reach the anode at a tifygc, which is the time measured by
the TDC. The distance of the track with respect to the anode iwitherefore given by

troc
X= Vrift - dt. (1.2)

tped

The measurement of the track distance from the wiy@gquires understanding of this time-
space relationship.

Two reconstruction algorithms are available in the CMSwgafe to convert the measured time
into a hit position. The first reconstruction algorithm ised on the assumption of a constant drift
velocity within the entire cell. In this case, the above fatanbecomes

X = (trpc —tped) - Varst = tarift - Vgt (1.2)

whereV5Ef is the effective, average drift velocity.

The goal of the calibration procedure is in this case to detes the time pedestahq), which
is needed to extract the drift time;) from the TDC measuremerirpc), and the average drift
velocity V5.

The value ofvgrlft depends on the track impact angle and on the residual madieddi. How-
ever, the detector can be subdivided in properly limitediapeegions where these parameters can
be assumed approximately constant. The calibration ptweed performed with the correspon-
dent granularity, therefore the computed drift velocityai®raged under local variations of such
parameters in each region.



The second reconstruction algorithm is based on a parazattien of the cell response]
obtained withGARFIELD [4]. This parameterization includes the dependence on thk inapact
angle,a, and on the stray magnetic fieid

X= f((tTDc—tped),a,B) (13)

In this case the only quantity to be calibratedhig, as the dependency on the relevant param-
eters is already accounted for by the parameterization.

It should be noted that the residual magnetic field and tlok tragle also influence the intrinsic
cell resolution due to their effect on the cell non-lindast Correct estimation of the hit uncertainty
is important for the track fit; for this reason, the caliboatialgorithm must also be able to assign a
correct uncertainty to the reconstructed hits.

The procedure to determine the time pedestals is descnibgection2. Section3 introduces
the calibration of the drift velocity and the assignmenthef tincertainty on the hit position. Finally,
section4 outlines the reciprocal dependence between the time [z dest the drift velocity.

2 Calibration of the time pedestals

A DT measurement consists of a TDC time, which also contaihsracontributions besides the
drift time of the ionization electrons in the cell, includin

e the time-of-flight (TOF) of the muon from the interaction pbio the cell;
¢ the propagation time of the signal along the anode wire;

e delays due to the cable length and read-out electronics;

¢ the time latency due to the trigger electronic chain.

These offsets must be estimated and subtracted from the WCduring reconstruction. The
jitter in the drift time deriving from the uncertainties dfi$ procedure directly contributes to the
DT resolution.

The extraction of the drift time from the TDC measurementagg@rmed in several consecu-
tive steps.

e Inter-channel synchronization.
First, it is necessary to correct the measured TDC timesordlative difference in the sig-
nal path length to the readout electronics of each wire. fdiative difference is measured
for each wire by sending simultaneous (within an error senalian 150 ps) “test-pulses” to
the front-end electronic. Then the difference between thasured times, calldg, is com-
puted. This relative correction is usually between 1 and.80rce thdy is subtracted, the
resulting TDC times for the different channels within thectber are synchronized relative
to each other.

e Absolute offset determination.
Once the channels are synchronized, it is possible to cantpatabsolute offset of the drift



time distribution. This offset, calleliy because of its dependence on the trigger latency, al-
lows the extraction of the drift time from the TDC measurem@ihetyg is directly estimated
from the distribution of the recorded times using the pracediescribed in sectiocAl Its
value depends on the specific DAQ setup and is usually on ther of a fewus.

Note that the determination of these two delays does not t=iatp solve the problem of
synchronization of the measured times. In fact, due to thédd available data, thgjg is usually
computed for a group of cells together, e.g., all cells in peslayer. In this case, the measured
tyrig includes the average TOF and the average signal propagdatierof the muons that crossed
the superlayer. If the chamber is uniformly illuminated,iethis the case for pp-collisions, this
average TOF is approximately equivalent to that of a muossing the superlayer center, while
the average signal propagation time is equivalent to thpawation time for a signal produced in
the middle of the wire.

Therefore, further corrections for these two effects carcdmaputed as soon as the three-
dimensional hit position within the chamber is known, naredter the hits are associated into 3D
track segments. Specifically, if thggy is computed for a full, uniformly illuminated superlayer:

e the 3D position obtained from the segment extrapolatiohedit plane, if available, is used
to correct the TOF with respect to the superlayer center;

¢ the hit coordinate along the wire is used to correct the grapan time with respect to the
middle of the wire, assuming a propagation velocity of 0.8#4s, as directly measured on
test-beam datep].

These corrections can be as highrad ns for the TOF and- 6 ns for the signal propagation
delay, they can be adopted or switched off in case of difterenning conditions. For instance,
this is the case of cosmic data, where the previous definitidthe TOF can not be applied, or of
test-beam data, where the chamber is usually illuminateadriglatively small region. Particular
care has been taken to provide enough flexibility for suckxas

2.1 Determination of thetyig offset

Since the measured TDC times of the different channels irambler have already been synchro-
nized by subtracting thi offset, thetyig can be computed with every possible granularity within
the chamber. The usual choice is to compute it superlayeupgriayer, as a compromise between
the accuracy in accounting for the average TOF and the duaritavailable data.

Due to its dependency on the trigger latency, tihe pedestal must be calibrated each time
the trigger configuration and synchronization change. tfgelso depends on the running condi-
tions, as it accounts for the average contribution of the B@é the signal propagation along the
anode wire.

The pedestal can be estimated directly from the distributib the recorded times, which
is usually referred as thitme box An example of such distribution is shown in figusgor a
superlayeRZ of a chamber exposed to a muon test beam.

In order to compute the pedestal it is necessary to find arkeaftthis distribution which can
be identified in an unambiguous and automatic way. Earliedies have shown that a suitable
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Figure 3. Distribution of the recorded times of one superlayer aegliduring the 2004 test beam. The
rising edge of the time box is fitted with the integral of a Gaas to measure the time pedestal of the drift
times (irig).

feature is the inflexion point of the rising edge, which carob&ined from a Gaussian fit of the
derivative of the time-box distributior6]. This method, however, is sensitive to noise and spikes
due to the read-out electronics. To implement an automaticgglure to fit the drift time box in an
unattended mode for all the superlayers of the 250 DT chanler developed a different, more
robust method, based on a fit of the rising edge of the drife titistribution with the integral of the
Gaussian function (the so-calledror function):

f(t)= %I [1+erf<%>} , (2.1)

where the normalizatioh, the standard deviatioo and the mearit) are free parameters of the fit.
In figure 3 an example of this fit is shown for a time box oR& superlayer illuminated during a
muon test beam.

The inflexion point of the rising edge of the time bdk),, does not directly represent the time
pedestal of the distribution, but can be related to it by degin

tyig = (t) — k- 0, (2.2)

wherek is a factor that is tuned requiring the minimization of theideials on the reconstructed hit
position, superlayer by superlayer. A typical value of kHactor is 1.3.

In order to obtain meaningful residual distributions, inescessary to have a preliminary es-
timation of thetyig with a resolution of at least 10 ns, while the value of thg can vary up to
some microseconds, depending on the trigger configuratidrcable length. Therefore the fit of
the time box rising edge has to be performed before&ktfaetor optimization can be done.

It should be noted that the optimal valuetgf; depends on the algorithm used in the recon-
struction. In particular, the cell parameterization hasalbkarbitrary intrinsic offset deriving from



the way the signal arrival time is computed in therRFIELD simulation B]. For this reason a fine
tuning of thetyig has to be done differently for the two reconstruction alkiponis.

In addition, the effect of a mis-calibration of the time psi@¢ is different for the two recon-
struction algorithms. If the reconstruction is performethg a constant drift velocity over the en-
tire cell, a not perfectly calibrategig results in an error on the estimated drift time and thereifore
a constant offset for all the reconstructed distances fremre. This is illustrated for Monte Carlo
simulated pp-collisions in figuwhich shows the residuals on the distance from the vixrg.§ —
|Xsim|) for two particular choices of the time pedestal: the “optifivalue and dyig 6 ns larger than
the optimal oné. The error on the pedestal affects the mean value of thetwliisn of a quantity
given by—At - vy, while the standard deviation of the Gaussian fit is esdgntinaffected, being
dominated by the non-linearities responsible for the maiituh shown in the scatter plots of fig-
ure4. This independence af on the actual value dfiig allowstyig to be optimized superlayer by
superlayer by tuning thiefactor of eq. 2.2) to minimize the mean of the residual distribution.

Note that figure4 shows the distributions obtained for all the muon trackomed in the
RZ superlayers in the high pseudorapidity region6(& |n| < 1.2), where the effects of non-
linearity are expected to be larger. In fact these effeatsesse with the track incident angles
relative to the direction normal to the chambers and withréstdual magnetic field in the cham-
ber volume.

The effect of a mis-calibration of thigiy pedestal is more complex when the reconstruction
is performed using the ARFIELD parameterization. As this parameterization accountshiecell
non-linearity as a function of the drift time, an offset iretimput time does not simply produce an
offset in the mean value of the residuals, but also impliastte non-linearities are accounted for
incorrectly, resulting in a wider residual distributionhis is illustrated in figures, which again
shows the residuals of the reconstructed hit distances fhenwire in theRZ superlayers in the
high pseudorapidity region @< |n| < 1.2) for the two extreme choices of tig, pedestal con-
sidered above. It can be observed that since the paranatenizorrects for the non-linearities,
the presence of an offset in thgy introduces artificial deviations, leading to a broadenihthe
residual distribution in addition to a shift of the mean \&lThis effect can be used for the opti-
mization of thetyig value, which can be performed by minimizing the residuats dptimaltyig
value is the value for which the parameterization of noediities best fits the input data.

It should be noted that in real data the residuals will be asegb with respect to the re-
constructed 3D segment and this will introduce systemdtiécts on thek factor optimization to
be studied.

3 Calibration of thedrift velocity

The drift velocity depends on many parameters, includiregghs purity and conditions and the
electrostatic configuration of the cell. Moreover, the pre of stray magnetic field and the angle
of incidence of the track (indicated with in figure 6) influence the effective drift velocity.

The working condition of the chambers will be monitored emmbusly and important varia-
tions are not expected among different regions of the speetrer. The situation is different for the

IThis value of the pedestal corresponds to an extreme casisafatibration, chosen for illustration purposes. The
tyrig can be usually calibrated with much higher accuracy.
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Figure 4. Residuals between the reconstructed and the simulatelistances from the wired(= |x|) for
RZ superlayers in the high pseudorapidity regio®@ || < 1.2). The plots on the right show the residuals
as a function of the distance from the wire. The plots have loéained using a constant drift velocity with
the optimal value of th&g (a) and with &yig 6 ns larger than the optimal one (b). No further correctian fo
the TOF or the time of signal propagation along the wire hanl@pplied.

stray magnetic field and for the track impact angle: thesarpaters will vary substantially mov-
ing from chamber to chamber and also from superlayer to Bymerdue to the different positions
within the return yoke and the different pseudorapiditiéshe impact angles in thRZcells. In
particular the effect of the track angle is due to the fact tha electrons with smaller drift time
are not the ones produced in the cell median plane. Thistdfeecbeen studied]; in particular
an increase of the drift velocity of about 7% has been obsimean impact angle of 50 degrees.
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Figure 5. Residuals between the reconstructed and the simulatedist@nces from the wired(= |x|)
for RZ superlayers in the high pseudorapidity regior6(@ |n| < 1.2). The plots on the right show the
residuals as a function of the distance from the wire. Thésphave been obtained using theRrRFIELD
parameterization with the optimal value of tg (a) and with ayig 6 ns larger than the optimal one (b).
No further correction for the TOF or the time of signal proatign along the wire has been applied.

For this reason, the average drift velocity must be caldatdor different groups of cells separately,
chosen so that within each group the magnetic field and thk &agle are approximately uniform.
To fulfill these requirements, a calibration algorithm lhem the so-called meantimer]|
computation has been developed and is described below.tddfigique estimates the maximum
drift time and therefore the average drift velocity in thdél.c&oreover, it also measures the cell
resolution, which can be used as an estimate of the unceetassociated to each measurement.
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Figure 6. Schematic of a superlayer showing the track segment angleation and the pattern of semi-
cells crossed by the track.

3.1 Meantimer technique

The meantimer formulas are relations among the drift tinteslyced by a track in consecutive
layers of a superlayet;} and the maximum drift timeTg,ay) in @ semi-cell (i.e. half cell), under the

assumption of a constant drift velocity. Even with smallidéens from this assumption, as in the
case of the DTs, the average of the meantimer distributiomags information about the average
drift velocity in different regions of the cell, since it imputed using drift times produced by
hits all over the gas volume. The mathematical expressidgheomeantimer relation depends on
the track angle and on the pattern of cells hit by the trackthéntrivial case the track crosses a
semi-column of cells, i.e. the interested wires are at theesaosition for each couple of staggered
cells, as shown in figur@. In this simple case the corresponding meantimer relasion i

Tmax: (ti +ti+2)/2+ti+l (3-1)

with i = 1,2 for the two triplets of consecutive layers inside a supera All the meantimer
relations for different track angles and patterns of hitscean be found ing]. Also triplets of not
adjacent layers inside a superlayer can be considerediahibe useful in case of unefficiencies in
a given layer.

The proper meantimer formula is chosen track by track, usiegdirection and position in-
formation provided by the three-dimensional segments inpeidayer. This implies an iterative
calibration procedure, starting with values of the driftoaity and oftyig that already result in
efficient pattern recognition and segment reconstruction.

The meantimer is normally computed superlayer by supetlagsuming the same effective
drift velocity in all layers. It may be interesting, howeyéo calibrate the average drift velocity
with finer granularity to take into account possible locaiatons within the layer quadruplet due
to magnetic field inhomogeneities and to the variation oftthek angle.

The mechanical precision of the wire and layer positionglathe superlayers is of the order
of 100 um which corresponds to a bias of 1.8 ns on the measured drifisti This causes a
different uncertainty on thé@m,ax depending on the meantimer formula, the consequent error on
the drift velocity is of the order of 1% or less. The uncertyiof the layer positions inside the
superlayers should improve up to lion after the first alignment procedure which corresponds to
an error on the drift velocity of 0.1% or less.

In the next paragraph the various steps of the drift velozatybration procedure are listed.



Calibration procedure. The calibration procedure of the drift velocity consistghw following
steps.

e A Gaussian is fit to the meantimer distribution for each trpaternj to estimate the mean
value Tihax the standard deviatioo, and the error on the mean /,/N; (whereN; is the
number of entries in the distribution).

e The weighted average of the values'ﬁa!fax is computed where the weights are taken as
N;j/(o7)%

Tihax .
2 (0d)2 N;
(Thax) = —— (3.2)
e
This accounts for the relative importance of the differegit patterns in the computation of
the maximum drift time.

e Once(Tnax IS computed, it is straightforward to find the average drétoeity using the
relation:

Varift = <L/2 (3.3)

Tmax> ,
wherelL is the width of the cell. The effective drift velocity comat for each superlayer is
then stored in a database to be used by both the on-line atidefiit reconstruction.

3.2 Estimate of the cell resolution

The meantimer technigue allows the measurement of thessallution and hence the uncertainties
on the reconstructed distance.

The standard deviation of the meantimer distributiafq)as a measurement of the resolution of
Tnjqax. It can be therefore used to estimate the uncertainty on dzesamrement of the drift timesrt()
with a relation that depends on the particular formula usembtnpute the meantimer. For instance,
in the case of tracks crossing a semi-column of cells, the tesolution can be computed as

ol = \/; g} (3.4)

which is valid under the assumption that the uncertaintiedtee same for all three layers used in
the meantimer computation.

Since the cell resolution depends on the track angle, aageeaffective value is computed by
averaging the different values obtained for the contritwutiell patterns weighted on the number
of entries in each meantimer histograh X;

50N
(o) = == (3.5)
2N
The resolution of the reconstructed distance is therefwendy:
Od = Varitt - (Gt)- (3.6)

—10 -



This value is used during the reconstruction to assign tlertainties to the hit positions in the
gas volume. These uncertainties include the effect of tHenoe-linearities (as those shown in
figured) only on average, therefore their dependence on the dsfamm the wire cannot be taken
into account with this method.

4 Interplay of meantimer computation and time pedestals deter mination

Reconstruction using a constant drift velocity requirethtibe calibration of the time pedestals
needed for synchronization and of the average drift velodihese two tasks are not independent
since on one hand the computation of the meantimer requimaslkdge of the time pedestals and
on the other hand fine tuning &g is based on analysis of the residuals, which are directbctetl
by a mis-calibration of the drift velocity.

If the determination ofyig is affected by a systematic shit:

tiig = tirig + AL, (4.1)

the meantimer will be consequently biased by a quantitydbpends on the particular formula. In
the case of tracks crossing a semi-column we can evaluatdffte onTy .« as

Tr%ax = Tmax— 2At. 4.2)

In a simplified scenario, where this particular pattern & dme determining the meantimer cal-
culation (Tmax) ~ Tmay, the bias ortyig determination will result in a mis-calibration of the drift
velocity Avyitt, which can be estimated as

Varit + AV, L
drift drift =
I I 2 Tr%ax
L
e — 4.3
2' (Tmax_ zAt) ( )
To first order, this is equivalent to the following requiremte
Vit At — TmaxVarift = O, (4.4)

which can be considered as a calibration condition: alleslof drift velocity and time pedestal
that satisfy this relation will not affect the mean value loé residuals. This is strictly true only
for small variations around the “optimal” values &fy and vyir since larger fluctuations may
affect pattern recognition efficiency and segment buildingicking an external system for the
track measurement, the segment is used as a reference fartipaitation of the residuals of the
reconstructed drift distance.

The main sources of uncertainty in the determination of ithe pedestal are the fluctuations
in the mean valuét) and in theo of the fit in the different layers of a superlayer. The intiins
statistical error, the presence of noise before the drfetbox (evidenced, e.g., by the entries
shown in figure3 before the starting point of the drift time box), the finitestsize of the TDC
(0.78 ns) and the fact that the distribution is not perfectlycdbgd by eq. 2.1) limit the accuracy
of tyig determination to about 1 ns. Further systematic uncersirtome from the uncertainty
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of the drift velocity, as demonstrated by e4.4), therefore higher accuracy can only be achieved
using a procedure for fine tuning of the time pedestal whiéghdspendent of the drift velocity.

An alternative approach consists in using the differenedegnces ofyig mis-calibration of
the various meantimer formulas to calibrate the pedestale differences among the values of
Tmax cOmputed using different formulas can be used to measuneathe of the mis-calibratioft
once the dependence of the meantimer on the track impaat anglell understood. This would
allow tyig to be tuned without relying on the residual distribution @imerefore without depending
on the calibration precision of the drift velocity. Thisealhative approach will be investigated in
the future.

5 Conclusions

The calibration task is fundamental to the DT hit recongtounc the knowledge of the time pedestal
is an unavoidable prerequisite for the computation of thif¢ distance, while the calibration of the
average drift velocity determines the accuracy of the rstrantion.

For this reason, a robust calibration procedure has beeelapmd to satisfy the require-
ments imposed by all possible running conditions: dedéca@smic runs, test beams, and pp-
collision data.

The calibration algorithms described in the present docuirhave been tested both on sim-
ulated and real data acquired during the 2004 test beam 0t MMagnet Test and Cosmic Chal-
lenge P, 10] and the commissioning with cosmics.

Using the tools developed for the calibration and synclmation procedure we also studied
the effect of possible mis-calibration of the pedestals@frttie drift velocity on the muon track fit
and thus eventually on higher level reconstructed quastitiWe analyze these systematic uncer-
tainties in the study of the physics reach of the experimefit [

Further optimization is still possible. In particular, taecuracy of the current procedure is
limited by the interdependence of the time pedestal andrifievelocity used in the reconstruction.
Other methods for fine tuning ofig are under study; a procedure based on the usage of different
meantimer formulas to estimate the best value of the timegiatlis the most promising.
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