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A bstract

T he results on polarized parton densities (PD F's) obtained using di erentm eth—
ods of QCD analysis of the present polarized D IS data are discussed. T heir de-
pendence on the m ethod used In the analysis, accounting or not for the kinem atic
and dynam ic 1=Q ? corrections to spin structure function ¢, is dem onstrated. Tt is
pointed out that the precise data In the preasym ptotic region require a m ore careful
m atching of the Q CD predictions to the data In this region in order to determ ine
the polarized PD F's correctly.
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1 Introduction

O ur present know ledge of the spin structure of the nucleon com esm ainly from polarized
nclusive and sem iHnclusive D IS experim entsat SLAC ,CERN ,DESY and JLab, polarized
proton-proton collisions at R H IC and polarized photoproduction experin ents. O ne of the
In portant and best studied aspects of this know ledge is the determm nation, in a QCD
fram ew ork, of the longitudinal polarized parton densities and their rstm om ents, which
are related to the spins carried by the quarks and glions in the nucleon. D i erentm ethods
of analysis have been used in these studies. The ain of this paper is to discuss and clarify
how the results on polarized PD F s depend on the m ethod used in the QCD analysis.

O ne of the peculiarities of polarized D IS is that m ore than a half of the present data
areatmoderateQ? and W 2 (Q? 1 4Gev?;4GeV?<W?< 10Gev?),or in the so—-
called preasym ptotic region. So, In contrast to the unpolarized case, this region cannot be
excluded from the analysis, and the role of the 1=Q ? tem s (kinem atic — 2 factor, target
m ass corrections, and dynam ic —higher tw ist corrections to the spin structure function
gy ) In the determ nation of the polarized PD Fs has to be investigated. This m akes the
QCD analysis of the data m uch m ore com plicated and di cult than in the unpolarized

case.

2 QCD fram ew ork for inclusive polarized D IS

2.1 W hich data to chose forQCD ts

T he best m anner to determnm ine the polarized PDF's is to perform a QCD t to the data
on g;=F;, which can be obtained if both the A ; and A, asymm etries are m easured.
In some cases only A i ismeasured. One can write (D is the depolarization factor and
2 _ 4 2x2=0?)

Ay 2)2

— =A1+ Ap,= (1+
D 1 2 F,

+ ( Ay ; (1)
from which one sees that the quantity A =D (1 + 2) is a good approxin ation of g;=F;
because the second term in the second relation of (1) can be neglected in the preasym ptotic
region too —the asymm etry A, is bounded and in fact sm all, and m ultiplied in addition
by a an all kinem atic factor ( ).
T he data on the photon-nuclkon asymm etry A, are not suitable for the determ ination
of PD F' s because the structure function g, isnotwellknown in Q CD and the approxin a—
tion
(A1) = gi=F, ‘g=F;  (g=F,)"%" (2)



used by som e of the groups is not reasonable in the preasym ptotic region because 2 cannot
be neglected.

Bearing in m ind the rem arks above, let us discuss in m ore detail how to confront
correctly the theoretical predictions to the available polarized inclusive D IS data:

i) First of all, one should include in the QCD t of the world data allg;=F; data
availbble. These are the CLA S (p,d), JLab/HallA (n), SLAC E143(p,d) and E155(p,d)
data [11}

il) For the rest of experiments: EMC (p), SMC (p,d) R]and COMPASS() [3]at
CERN,HERMES(p,d) B4]1at DESY and E142(n), E154(n) at SLAC [5], only data on
A, are presented. In the experiments at CERN and DESY only the asymmetry A 4 is
m easured. However, for di erent reasons the approxin ations A =D A, g=F, for
CERN data and A =D (1 )] A1 g=F; orHERM ES data are good ones. For the
experin ents at CERN , the 2 factor isvery sm alland the term  2g,=F; can be neglected,
while for the HERM ES data the approxin ation g, = 0 isusad and the e ect of the non-
zero value of g, is included in the system atic uncertainty of A, 2 In the SLAC E142(n)
and E154(n) experin ents both A ;; and A, have been measured and g;=F; data could
have been extracted, but the collhborations present only data on A;. Bearing In m ind
the kinem atic region (E154) and the precision (E142) of these data, the approxin ation
A=(1+ 2) o=F; nEq. (1) rthen is reasonable.

To summ arize, In the pure D IS region A, g1=F; and it does not m atter which
data are be used In the QCD analysis. This is not the case when precise data in the
preasym totic region have to be used too. In that case one has to confront the QCD
predictions to the data m ore carefully in order to extract the polarized PD F s correctly.

2.2 M ethodsofQCD analysis

In QCD ,onecan splitg; and F; Into leading (LT ) and dynam icalhigher tw ist (HT ) pieces

g = Ghrauc + Glur; F1= Fihramc + Frlar: (3)

In the LT pieces in Eqg. (3) the calculable target m ass corrections (TM C ) are included

gl(X;QZ)LT,‘TMC = gl(X;Qz)LT + gl(X;Qz)TMc/' 4)

IN ote that excepting the E155 C ollaboration, the other C ollaborations present data on A; too. The
corresponding valies of A; and g;=F; at the same (x; Q?) are di erent, which m eans that the tem
2g,=F; cannot be really neglected in the preasym ptotic region and a tto A; data instead of (g1=F1),
approxin ating (A1 )%F with (g1=F;)%®°* is not correct.
’Note that or the nalinclusive HERM ES A; data [6] the approxin ation g, = 0 is not used and the

relation A, g;=F; doesnot hod.



Fl(X;QZ)LT,‘TMC = F1(2;0%)r + F1 ;0 )ruc

They are inverse powers of Q 2 kinem atic corrections, which, however, e ectively belong
to the LT part ofg;. Then, approxin ately

il (91 )t 0+ (Qi)rmc+rT Fi)rmc+nr e 5)
i (F1 )t (91t E 1o

Note that the LT pieces (g )y and (F1)r are expressed in tem s of the polarized and
unpolarized PD F's, respectively. In what follow sonly the rstterm sin the TM C and HT
expansions w ill be considered

M 2=0 29" (x;0 2 e + O M *=0%); 6)
M 2=Q2F1(1)(X;Q2)TMC +0M™*=0%);

1 (230 % )rw ¢

F1(2;0 %)y c

g (x;0%)r = h? (x)=07+ 0 ( *=0%); 2xF,(x;0% )y = W (x)=0%+ 0 ( *=0%): (7)

The rsttermsofthe HT pieces in Eg. (7) are shown In Fig. 1 and as seen, they are
de nitely di erent from zero and cannot be neglected in the preasym ptotic region.
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Figure 1. HT corrections to g; [10], F, and 2xF; [11] structure functions.

T here are essentially twom ethods to tthedata —taking or NO T taking into account
the HT corrections to g; . According to the rst [7], the data on g;=F; have been tted
incliding the contribution ofthe rsttem h(x)=02 i (g; )yt and using the experin ental
data for the unpolarized structure function F;

"
g1 (x;07?) g (x;Q %) ruc + h9 (x)=Q 2

, (M ethod I): (8)
F1(xiQ%) F1 (%702 )exp




A ccording to the second approach [8]only the LT tem s for g; and F; in (3) have been

used in the tto theg;=F; data
" #

(M ethod II): 9)

Tt is obvious that the two m ethods are equivalent in the pure D IS region where HT
can be gnored. To be equivalent in the preasym ptotic region requires a cancellation be-
tween the ratios (1 )ruc+ur=(1)r and (F1)ruc+ar=EF1)r I (5). Then (g1 ),y obtained
from the best t to the data will coincide w ithin the errors independently of the m ethod
which has been used. In Fig. 2 these ratios based on our results on target mass [9]
and higher tw ist [10] corrections to g; , and the results on the unpolrized structure func—
tion F'; are presented. Note that for the neutron target, (g1 )rucsur IS com pared with
(G o Fi)rmcent

(F1)ur

QCD approxin ation for both,g; and F;. As seen from Fig. 2, (TM C+ HT ) corrections

because of a node+type behaviour of (g; v . Also, LT means the NLO

to g; and F; in the ratio g;=F; do not cancel and ignoring them using the second m ethod
is dncorrect and will in pact on the determ ination of the polarized PDFs.’?
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Figure 2. Com parison of the ratios of (TM C+HT )/LT for g; and F; structure functions for
proton and neutron targets (see the text).

M odi cations of the second m ethod of analysis In which F; is treated in di erent way
are also presented in the literature:

SNote that this result di ers from our previous observation that the ratios (g1 )ar=(g )ur and
(F1)ar=(F1 pr POor a proton target approxin ately cancel for x > 0:15 at Q 2= 25Gev? [12]. How—
Note that
previously, for the calculation of the ratio (F1)gr=(F1 )t the results of [11]were used, where a QCD
analysis of the worlkd unpolarized D IS data was perform ed using the cut Q 2

ever, In a m ore precise analysis one should account for the TM C corrections n Eq. (5).

25 Gev?. This cut ex-
cludes a ot ofdata in the preasym ptotic region which in uence the determ ination of the HT corrections
to F1.Fig. 2 isbased on a new analysisofthe ratio (F1)rmc+unr=F1)r [L31.



1) Blum Jein, Bottcher [14]and COM PASS [3], where Instead of (F'1 )yt I (9), (F'1 )exp
hasbeen ussd In the t to thedata

n #
g1 (x;07?) g1 (%;0%)r

rooT T (10)
F1(xiQ%) ., F1 (%702 )exp

1) AAC Collaboration [15], where F'; is expressed in term s of F, and R , and for them :
(F2)ur and R exp have been used, respectively

n #
g1 (x;07?) g1 (x;Q?)r

, 2% (1+ R (%30 % )exn) : 11
FoGeiQ e I ) )

A1 (%70 exp
A sm entioned above, the approxin ation for A; in (11) is not correct form ost of the data
setsused In the t.

N ote that when the second m ethod or itsm odi cations are used, the HT e ects of g;
are apparently absorbed into the extracted PD F's, which thusdi er from those determ ined
In the presence of HT (form ore details see the discussion below ), but, of course, not all
thedata can be tted satisfactorily. O n otherhand, the extracted PD F' s in the fram ew ork
of the second m ethod and corresponding to ts (9 —11) should allbe di erent due to the
HT corrections to F; (see Fig. 1) which are ncluded in Eq. (10) butnot in Eg. (9),and
only partly in Eqg. (11). So, using the di erent denom inators in (9 —11) one w ill obtain
di erent values for the free param eters associated with the input polarized PD F's after

tting the data.

3 Polarized Parton D ensities

W ew illdiscuss in this section in m oredetailhow the results on polarized PD F sdepend on
the m ethod used for their determ ination. To illustrate this dependence we w ill com pare
the NLO LSS'06 st of polarized parton densities [10]determ ined by M ethod Iw ith those
obtained by COM PASS [3],DSSV [l6]and AAC Collaboration [17]using M ethod IT or
itsm odi cations.

3.1 Com parison between LSS’06 and COM PASS PDFs

To obtain the LSS06 PDFswe used M ethod I (Eq. 8) in the QCD analysis of the the
world data on polarized inclusive D IS ([1 H51), ie. theHT corrections to g; were taken into
acoount. For the LT term we have used the NLO QCD approxin ation in the M S renor—
m alization schem e. Tn their analysis COM PA SS hasused Eqg. (10), but the CLA S data



from [1]were not included in their t.* Tnh both the analyses the experin entaldata for the
unpolarized structure function F; were used. Thuswhat is tted by (glf )t (COM PASS)
is signi cantly di erent from what is tted by our (g} )1 (LSS), ie.

91 (®;Q%hr (COMPASS)= ¢f (x;0"hrguc (LSS)+ " (x)=07 (¢ Nt (N = p;n;d):

(12)
Note that for (g; ),y COM PASS has also used the NLO QCD approxin ation in the M S
scheme. As a result, (91)55° and (gy)r (COM PASS) obtained from the t are alnost
dentical, but the LT tem s of g; corresponding to LSS and COM PASS tsaredi erent
for x < 0: where the HT corrections to gf cannot be neglected. This fact is illustrated
in Fig. 3 for g where the COM PA SS data are also presented. W e have found that the
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Figure 3. Com parison between (g; )ut(LSS) and (g1 )t (COM PASS) obtained from the t
with the COM PA SS data atm easured x and Q 2. Error bars represent the total (statistical and
system atic) ervors. The (g1 )t (LSS ) curve is also shown.

HT contribution to (g )w:, h® (x)=Q ?, is positive and large, up to 40% of them agnitude of
(of )bz In thesmallx region,whereQ? issmall Q¢ 1 3GeV?).Asa consequence, the
HT e ects are e ectively absorbed in the COM PASS PDFs. A crucial point is that the
COM PA SS analysisdoesnot include CLA S data,which are entirely in the preasym ptotic
region, and for which the HT e ects are essential. In Fig. 4 the COMPASS PDFs
corresponding to a positive solution for G are com pared w ith those obtained by LSS’06.
Asseen from Fig. 4,except for ( u+ u) the other PDFsdi er, especially those of the
strange quarks and glions.

4U sing thism ethod one cannot achieve an acceptable value of 2 forthe CLA S data which are entirely
in the preasym ptotic region [18].
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Figure 4. Com parison between NLO (M S) LSS'06 polarized PD F s and those obtained by
COM PASS.

3.2 Com parison between LSS’06 and D SSV PDFs

R ecently the D SSV group has presented resultson NLO (M S) polarized PD F's [16 ]cbtained
from the st globalanalysis of polarized D IS, SID IS and RH IC polarized pp scattering
data. Due to the SID IS data a avor decom position of the polarized sea is achieved.
For the t to the Inclusive D IS data the second m ethod (9) was used, ie.,a NLO QCD
approxin ation for (g; ), and (F; ),r in theratio g;=F; . T heunpolarized structure function
F1(x;02)r wascalculated using the NLO M R ST 02 parton densities [19]. The di erence
between F; (x;Q ? )y1o and the phenom enological param etrization of thedata, F1 (x;Q ? )exp s
used In our analysis [10]is illustrated in Fig. 5. It isa m easure of the size of the TM and
HT corrections F; (x;Q%)rucsnr to F1 which cannot be ignored in the pre-asym ptotic
region. Note that n the MRST t to the unpolarized data the preasym ptotic region
was excluded precisely In order to elim inate the TM and HT corrections. That is why
FiMRST Jyo dier from (F)wp In the preasym ptotic region where the TM and HT
corrections to F; cannot be ignored.
It is In portant to m ention also that in the preasym ptotic region for large x and lower
0?% (x > 0:40; 047 Hr JLab and SLAC /E143 data, regpectively), the kinem atic factor
2 = 4M ?x°=Q? is lamger than R (x;Q?). Then it ©llows from the relation between F,
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Figure 5. Com parison between F{ (M R ST Jy10 and (F; )exp unpolarized structure functions at
0%=15Gev? (left)and Q% = 25 GeV? (right).

andF2
2P (%70 7) = Fy (70 ) (13)
xF1(X; = X;
1 7 2 ’ 1+R(X;Q2)
that In this region 2xF; > F, and, as a consequence,
Fr (x;0°%)= F,(x;0%)  2xF; (x;Q°) (14)

is negative, iIn contrast to what follow s from PQCD , ie. that (Fy )ir should be always
positive. So,F; could becom e negative in the preasym ptotic region dueto HT corrections.
W e consider it is im portant to test this obsarvation by tting the data on unpolarized
structure functions F, and F;, which willbecom e available at JLab In the near future.
The m ain features of the results of the ts obtained by LSS (M ethod I) and D SSV

(M ethod TII) are illustrated in Fig. 6 for a proton target. A s expected, the curves cor-
responding to the ratios gi° (LSS)=(F1 )exp and gy (D SSV Jyro =F1 M R ST )yo practically
coincide although di erent expressions were used for g; and F; In the t (see the left
panel of Fig. 6; the di erence between them for x > 02 willbe discussed later). In the
right panelof Fig. 6 the LSS and D SSV LT (NLO ) pieces of g; are com pared for a proton
target. Surprisingly they coincide for x > 0: although the HT corrections, taken into
account In LSS’06 and ignored in the D SSV analysis, do NOT cancel in the ratio g;=F
in this region, as has already been discussed above. T he understanding of this puzzle is
connected w ith the fact that .n the DSSV  t to allavailable g,=F; data a factor (1+ ?2)
was Introduced on the RHS of Eq. (9)

g1 (x;07) g1 (%;Q %)t
Fi1(x;02) 1+ 2)F1(x;02%)r

(Note that forthe tto theA, data Eq. (9) was usad.)
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T here is no rational explanation for such a correction. T he authors point out [20] that
it is In possible to achieve a good description of the g;=F; data, especially of the CLA S
ones, w ithout this correction (see Fig. 7). As seen from Fig. 7, the theoretical curves

lie system atically above the data which are badly tted without introducing the (1 +

factor.
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Figure 7. CLA S g;=F; data com pared to the theoretical D SSV curves accounted or not for the
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It tums out em pirically that the 1=(1 +

2 ) factor.

2) factor accidentally m ore or less accounts

forthe TM and HT corrections to g; and F; in the ratio g1=F; . T he relation

(Qi)rmc+rT

(Fl)TM C+HT

1

1+
(91 )t

F 1o

(1+

%)



is satis ed w ith an accuracy between 4% and 18% for the CLA S proton data (x > 0: and
Q?between 1 and 4G eV ?). That is the reason why the LT (NLO ) pieces of g} obtained by
LSS and D SSV are In a good agream ent for x > 0: (see the right panelof g. 6). A lso,
why the curve n Fig 6 (left) corresponding to g; (D SSV Jy1,0=F1 M R ST )10 liesabove the
one ofngt(LSS )=(F'1 )exp - Including the (1+ 2) factor in (15) would m ake the curves aln ost
dentical. Tt is in portant to m ention that introducing the (1 + ?2) factor does not help
atx < 02 because it is sm all in this region and cannotm Im ic the di erence between TM
and HT correctionstog; and F; (LHS ofEg. (16)) forproton aswellas for neutron target
(sse Fig. 2). That iswhy the LT (NLO ) pieces of g} obtained by LSS and D SSV groups
di er in this region —the sn aller x is, the greater is the di erence (see Fig. 6 (right)).
To summ arize: Tt is In possible to describe the precise data in the preasym ptotic region
Iike the CLA S data using the second m ethod. Its em pirical m odi cation by introducing
the (1+ ?2) factor accounts approxin ately orthe TM and HT e ects, but only in the x
region: x > 0:1; 02 for proton and neutron targets, respectively.

The NLO M S) PDFs determ ined from LSS’06 and D SSV analyses are com pared in
Fig.8. TheAAC' 8 PDFs[l7]obtained from a combined NLO QCD analysis of inclusive
DIS and RHIC “-production data are also presented. Note that for the t to D IS data
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Figure 8. Com parison between LLSS’06,D SSV and AAC'08 NLO PDFsin (M S) scham e.

AAC have ussd the modi cation (11) of the second m ethod and that the RHIC data
mpactmainly on G .Notealso that allthese analyses include the precise CLA S data in
the preasyptotic region. T he results are presented forthesum s ( u+ u)and ( d+ d)

10



because they can only be separated using SID IS data (the D SSV analysis). A lthough the
rst m om ents obtained for the PD F's are aln ost dentical, the polarized quark densities
them selves are di erent, especially s(x) (in alltheanalyses s(x)= s(x) isassum ed).

Letusdiscussthe mpactof HT e ectson ( u+ u)and ( d+ d) parton densities
which should be well determ ined from the inclusive D IS data. ( u+ u) extracted by
LSS and D SSV are well consistent. A swas discussed above the HT e ects for the proton
target are e ectively accounted for in the D SSV analysis for x > 0:1 by the introduction
ofthe (1+ ?) factor. However, this factor cannot account orthe HT e ects fora neutron
targetatx < 02 (seeFig. 2) and the m pact of highertwiston ( d+  d) determ ined by
D SSV isdem onstrated In Fig. 8. Thepositive HT e ectsare absorbed into ( d+ d)p ssv
and it is thus less negative In this region. The In uence of HT e ects at anall x (not
accounted for by the D SSV group) on both parton densities is not sizable because of two
reasons: rst, their values are an all and second, the data in this region are not precise
enough to indicate the in pact of higher tw ist on their values. The In pact of HT e ectson
both ( u+ u) aac and ( d+ d)aac Is larger because the AAC Collaboration has not
taken them into account at all, and in addition, the incorrect approxim ation A;  g;=F
for som e of the data in the preasym ptotic region has been used. T he di erence between
the strange sea densities s(x;Q 2)1ss and s(x;Q ?)aac forx > 0: isdueto thedi erent
positivity conditionsw hich have been used by the two groups. N ote also that the positivity
condition § G (x;Q 2)j G (x;Q?) isnot satis ed for the polarized gluon density obtained
by AAC ,which suggests it is not physical.

In contrast to a negative s(x;0 2) cbtained in all analyses of inclusive D IS data,
the DSSV global analysis yields a changing in sign s(x;Q 2): positive or x > 0:03
and negative for anall x. Tts rst m om ent is negative (practically xed by the SU (3)
symm etric valie of ag) and aln ost dentical with that obtained in the inclisive D IS
analyses. Itwas shown [21]that the determ ination of s(x) from SID IS strongly depends
on the fragm entation functions (FFs) and the new FFs [22] are crucially resoonsible for
the unexpected behavior of s(x). So, obtaining a naland unequivical result for s(x)
ram ains a challenge for further research on the intermal spin structure of the nucleon.

4 Summ ary

T he fact that m ore than a half of the present polarized D IS data are In the preasym ptotic
region m akes the Q CD analysis of the data m ore com plex and di cult. In contrast to

the unpolarized case, the 1=Q 2 term s (kinem atic — ? factor, target m ass corrections, and
dynam ic —higher tw ist corrections to the spin structure function g; ) cannot be ignored,

11



and their role In determ Ining the polarized PD F's is in portant. Sets of polarized PDF's
extracted from the data using di erent m ethods of QCD analysis, accounting or not
accounting for the kinem atic and dynam ic 1=Q ? corrections, are considered. T he in pact
of higher tw ist e ects on the determ ination of the parton densities is dem onstrated. Tt is
pointed out that the very accurate D IS data in the preasym ptotic region require a m ore
carefulm atching of QCD to the data In order to extract the polarized PD F's correctly.
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