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Abstract

New data on the production of protons, anti-protons androestin p+p interactions are
presented. The data come from a sample of 4.8 million irelasents obtained with the
NA49 detector at the CERN SPS at 158 GeV/c beam momentum. fidrged baryons
are identified by energy loss measurement in a large TPCitigaglystem. Neutrons are
detected in a forward hadronic calorimeter. Inclusive fifarg cross sections are obtained
in intervals from 0 to 1.9 GeV/c (0 to 1.5 GeV/c) in transvemsementum and from -0.05
to 0.95 (-0.05 to 0.4) in Feynman x for protons (anti-projorespectivelypr integrated
neutron cross sections are given in the interval from 0.19arOFeynman x. The data are
compared to a wide sample of existing results in the SPS aReitergy ranges as well as
to proton and neutron measurements from HERA and RHIC.



1 Introduction

In the framework of its extensive experimental programmaceoning soft hadronic in-
teractions at SPS energies, the NA49 collaboration hastlgqaublished detailed data on the
inclusive production of charged pions in p+p collisions [Mfe present paper extends this study
to the baryonic sector by providing inclusive cross sedifam protons, anti-protons and neu-
trons. The aim is again to obtain precise sets of data cayehe available phase space as
densely and completely as possible in accordance with thigahle event statistics and the
limitations set by the NA49 detector layout.

As in the case of pions, the experimental situation in the 8R8gy range is far from
being satisfactory also for baryons. The presently avildiata sets suffer from insufficient
coverage and at least partially large systematic and stalierror margins. It is therefore one
of the main aims of this study to provide a concise overvied ewaluation of the experimental
situation on a quantitative basis.

This paper is arranged as follows. The present experimsittation is discussed in
Sect. 2. Section 3 concentrates on those aspects of the Ngtdiment which are special
to baryon detection, as for instance high momentum trackingneutron calorimetry. The ac-
ceptance coverage and the binning scheme are presentett.id Sellowed by the description
of charged patrticle identification in Sect. 5. The evaluatibinvariant cross sections and of the
applied corrections is given in Sect. 6. Results concerdowple differential cross sections for
protons and anti-protons are presented in Sect. 7, folldwetdetailed comparison to existing
data in Sects. 8 and 9. Sections 10 and 11 shpwtegrated results for protons and neutrons
including a comparison to other experiments. Finally intS&2 the NA49 results on proton
and neutron production are compared to baryon productiaeap inelastic lepton scattering
from HERA.

2 The Experimental Situation

Concerning the present publication we are interested iratladable measurements of
the double differential cross section of identified baryons

d*o
— 1

as a function of the phase space variables defined in this pageansverse momentym and
reduced longitudinal momentum

L
Tp = \/5/2 (2)
wherep;, denotes the longitudinal momentum component in the cms.

Defining a range of beam momenta from 100 to about 400 GeV/®P&Fermilab en-
ergy range, quite a few experiments have published inaysarticle yields [2—-10]. The cor-
responding data coverage of the/x plane is shown in Fig. 1a for protons and in Fig. 1d
for anti-protons. It is apparent from these plots that da¢esaarce in the regions pf below
0.3 GeV/c and above 1 GeV/c as wellgs below 0.3. At larger - there is abundant coverage
only for protons in g interval from about 0.2 to 0.6 GeV/c from experiments comiGimg
on single diffraction. It is therefore mandatory to alsoaretdata from the ISR [11-19] at least
in the overlapping region of/s up to 30 GeV for this comparison. The corresponding phase
space regions are presented in Figs. 1b and le for protonardigrotons, respectively. Ex-
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cept for a rather complete coverageratclose to zero a lack of data in the intermediate region
0.1< zr < 0.4, atpy below 0.3 GeV/c and above about 1.5 GeV/c is evident.

The NA49 phase space coverage, Figs. 1c and 1f, is essgotid limited by counting
statistics at larger, and at large: - for the anti-protons. In addition there is a small phaseespac
gap not accessible due to the interaction trigger, it eange below 0.05 GeV/c at- = 0.6 to
0.4 GeV/c atrr = 0.95 which only concerns protons.

For neutrons, the situation is less favourable. There ig oné measurement from Fer-
milab [20] and one ISR experiment [21, 22], with coveragesshin Fig. 1g and 1h. Due to
lack of transversal granularity, the NA49 calorimeter oallpws for the measurement of-
integrated neutron yields. The correspondingr - coverage, limited by the fiducial dimension
of the calorimeter, is shown in Fig. 1i.
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Figure 1: Phase space coverage of existing data



It is useful to repeat here that the main aim of the presen¢mpiago contribute precise
new data covering the accessible phase space as denselydimdicusly as possible in a single
experiment in order to clarify the unsatisfactory expenaésituation and to provide a sound
base for the comparative study of the more complex nucleéaraations.

3 The NA49 Experiment

The basic features of the NA49 detector have been descnlzktail in references [1,23].
The top view shown in Fig. 2 recalls the main components.

Beam and trigger definition elements
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Figure 2: NA49 detector layout and real tracks of a typicahmenultiplicity p+p event. The
thick lines give the points registered in the TPC's, the elbtines are the interpolation trajec-
tories between the track segments and the extrapolatidhg tevent vertex in the LiHtarget.
The beam and trigger definition counters are presented imsie¢

The beam is defined by a CEDAR Cerenkov counter, severallition counters (S1,
S2, VO) and a set of high precision proportional chamberdDBB). The hydrogen target is
placed in front of two superconducting Magnets (VTX1 and \Z)XFour large volume Time
Projection Chambers (VTPC1 and VTPC2 inside the magnetlitsfidMTPCL and MTPCR
downstream of the magnets) provide for charged partictking and identification. A smaller
Time Projection Chamber (GTPC) placed between the two magogether with two Multiwire
Proportional Chambers (VPC1 and VPC2) in forward directadlows tracking in the high
momentum region through the gaps between the principdt ttatectors. A Ring Calorimeter
(RCal) closes the detector setup 18 m downstream of thettarge

As details of the beam and target setup, the trigger defin@sowell as the event and track
selection have been given in [1] only those parts of the detechich are of special interest
for the present paper will be described here. This concermaiticular the extension of the
acceptance into the largg- region and the neutron calorimetry.



3.1 Tracking at high momenta using the GTPC and VPC’s

The particles originating from the primary interaction tegrand missing, at high mo-
mentum, the main TPC arrangement, are detected in the GTBWRE's. These three sets
of points are sufficiently far from each other to provide asm®able lever arm for momentum
measurement. A sketch of this detector part is shown in FigoBexperimental details see [24].
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Figure 3: Forward proton detection with the GTPC and the \&8P@e trajectory of a 110 GeV
particle is shown. The scale is stretched inthdirection

The VPC proportional chambers feature a single sense vareeplith strip readout{30
degree inclination) on both cathode surfaces resultingspaze resolution of 2 mm. This re-
sults, together with the GTPC resolution of less than A& in a longitudinal momentum
resolution of

Ap;

P-
where the error is dominated by the VPC position resolutidmee momentum resolution at
maximum momentum was controlled using a trigger on beamcpest For inelastic events, it
is also established by the width of the diffractive peak asashin the rawp, distribution in
Fig. 4.
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Figure 4: Rawp, distribution in p+p interaction. The diffractive peak i®ally visible. Lower
histogram VTPC+MTPC tracking, upper histogram GTPC+VR€king added



The general improvement of charged particle acceptaneg at 0.4 due to this detector
combination, as compared to the tracks visible in the mai@ @Ptector only, is also apparent
from Fig. 4.

The corresponding transverse momentum resolution is diyen

Appr ~ 2 x 107p,. (4)

It is dominated by both the GTPC and the transverse vertekutsns. The resulting un-
certainty of 30 MeV/c at beam momentum is small enough taatlee extraction of transverse
momentum distributions up to the kinematic limit.

3.2 Neutron detection

Forward neutrons as well as fast forward charged partialesdatected in the Ring
Calorimeter (RCal). This device, originally designed fbe tstudy of jet production in deep
inelastic interactions by the CERN NA5 experiment [25-2F]placed 18 m downstream of
the target. It is a cylindrical structure with azimuthal aadial subdivision into 240 cells, each
with an electromagnetic and hadronic compartment.

For the present purpose, it was off-centered with respebetbeam axis such that a fully
sensitive fiducial area of 80160 cn? corresponding to the size of the VPC chambers could be
established, see Fig. 2. This corresponds e aut-off of 1.25 GeV/c at: = 0.2, increasing
to more than 2 GeV/c atr > 0.4, for neutral particles.

Each RCal cell is built up from 2 parts: an electromagnetit (20 radiation lengths of
Pb/scintillator sandwich) and a hadronic part (4 intemactengths of Fe/scintillator sandwich)
[26]. Energy deposits in the two parts are recorded sepggratethe position resolution of the
RCal is rather limited in the transverse plane due to thetantial cell size, only integrated
x distributions are presented in this paper. For experinheetails see [24].

3.2.1 \eto against charged particles

The VPC detectors are essential for the discrimination éetwcharged and neutral
hadrons impinging on the RCal. The geometrical situatiosh@wn in Fig. 5, where the VPC
acceptance is superposed to thie structure of the calorimeter.

Figure 5: Example of an event in which the RCal energy depesiot associated with a VPC
hit. The VPC fiducial area is projected on the RCal



As the efficiency of the VPC detectors for charged particles been measured to be
higher than 99%, the presence of a calorimeter cluster hegetith the absence of a corre-
sponding hit in the VPC surface yields a clean selection aotraé particles. In the case of
multiple-hit patterns the equality of the signal amplitadieduced on the cathode surface by a
traversing particle was used for pattern recognition bycmat equal-amplitude strip combi-
nations.

Two reliable tests of the VPC-RCal performance using edeconstraints were devel-
oped. The first one uses the fact that the vast majority ofdasiard tracks is of positive charge.
In case of VPC inefficiency this would lead, due to the bendingharged tracks in the magnetic
field, to a noticeable left-right asymmetry of neutron détet The second test uses the GTPC
information as additional constraint on charged trajeesoin both cases a reliable assessment
of the systematic errors is obtained.

3.2.2 Calorimeter calibration and performance

The RCal calibration was performed with beam particles o&dd@ 158 GeV/c momen-
tum. The resulting hadronic energy resolution can be pararad by the following expression:

‘7? _ \/<0'9 z 01 | (0.02 + 0.005). (5)

This is well compatible with earlier detailed studies [ZBje constant term in addition to
the square-root behaviour is mainly due to the non-unifyrofithe response over the calorime-
ter surface. The energy response was found to be non-Gawskieh was taken into account
in the unfolding procedure.

Using beams of identified electrons and pions, a precisaatmaof the RCal response
to hadronic and electromagnetic particles has been olotairies separation is quantified by a
cut in the electromagnetic fraction of the cluster-enerdyclv was placed at 0.6, as shown in
Fig. 6.
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Figure 6: Electromagnetic and hadronic particle respo#8éseV pion and electron beam)

With this cut, the contamination from electromagnetic isbas (mainly photons from®
decay) is negligible at all energies. The loss of hadronddltlee cut has been determined using
identified beam particles at different momenta and also kignirag identified tracks in the TPC
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system and the corresponding calorimeter clusters in tfiemedf common acceptance. It can
be parametrized as:

51+5
0(%) T (6)

The analysis of the calorimeter response required the denwednt of an optimized cluster
finding algorithm which fully exploits the analog respongeh® RCal cells. As the magnetic
field suppresses low energy hadrons on the RCal fiducialayriiamost cases only single high
energy protons or neutrons which may be accompanied by lememgy K or anti-neutrons,
have to be accounted for. The cluster-finding algorithm fivgstries to find the largest cluster
and verifies its shape-compatibility with the cluster moaelobtained from calibration data.
If needed, clusters are split further. Monte Carlo methodsewused to estimate the effects
of cluster overlap, demonstrating that this causes onlyllsand well controllable systematic
errors on the 2% level.

3.2.3 Energy resolution unfolding

A critical step in the analysis of the neutron data is the ldwhg of the calorimeter res-
olution from the measured momentum distribution. With atstg estimate of the real neutron
distribution as an input, a Monte Carlo simulation is useg@redict the distribution modified
by the calorimeter resolution. The difference between #@ measurement and the Monte
Carlo output is fed back to correct the input estimation. fieva steps, this iterative process
results in a precise description of the raw neutral partciergy distribution. Due to the ap-
proximately linear behaviour of the measured spectrum ametibn of z, the raw and the
unfolded distributions are consistent with each other avest of ther - range with the excep-
tion of the regions around, = 1 andz = 0.1. As the real neutron distribution is constrained
to the physical region < 1, the unphysical tail beyond the kinematic limit is removéldis
is demonstrated in Fig. 7.

[ [ [ [ [
1 * Raw spectrum .
Unfolded spectrum —e—

0 ! ! ! ! !
0 0.2 0.4 0.6 0.8 1 1.2

Xk

Figure 7: Raw measured energy distribution of neutrons esatpwith the unfolded neutron
distribution. The increase of the latterzat < 0.1 is due to reduction in transverse acceptance.
The open circle indicates the consistency of the unfoldedtsa with zero beyond the kinematic
limit



Indeed the unfolded spectrum is consistent with zergrabeyond 1 and the corrected
distribution is increased over the measured one abgve 0.7 in accordance with the width of
the RCal energy resolution.

3.2.4 Transformation to z» and acceptance correction

In the absence of resolution in transverse momentum thsftranation from the neutron
energy as measured in the SPS lab system to the cms variabigroduces a spread iny
which depends on the rangezn and on the energy. This spread diverges with decreasing en-
ergy assuming a fixegr window. Taking however account of the transverse momentutroif
at low energy shown in Fig. 1i, and limiting the range to 2 GeV/c in the high energy region,
this divergence is regularized such that the actual spreagd varies between 0.012 and 0.024
with the maximum value at = 0.5. This spread is small compared to the bin width of 0.1 in
xr. The actual transformation was performed using Monte Qaithods under the assump-
tion that thep distribution of the neutrons would be equal to the one fotgs. As shown in
the later Sects. 11 and 12 of this paper this assumption reas\mified experimentally. The
resulting systematic errors are negligible.

The same assumption concerning the neutredistribution has been made concerning
the correction for the, cut-off at lowz . Here the correction decreases rapidly from 20% at
xr = 0.1 to less than 1% atr = 0.3. Allowing for a 10% variation in surface of the assumed
neutronps distribution beyond the experimental cut-off, this leanl$hte systematic error esti-
mate of less than 2% given in Table 2.

4 Acceptance Coverage and Binning

The NA49 detector acceptance allows for the extraction pfdrayields over most of the
forward cms hemisphere, with a welcome extension to negativwhich may be used for a
test of the experimental forward-backward symmetry.

The available event statistics limits the transverse maummange tp, < 1.9 GeV/c
for protons angr < 1.7 GeV/c for anti- protons. The strong decrease of the@otien yield
with increasinge» defines a further limit at» < 0.4. For protons there is an acceptance gap
atzp > 0.6 andpy < 0.4 GeV/c. This is a result of the interaction trigger: a dreaihtillation
counter, S4 (see Fig. 2), vetoes non-interacting beamcfestand, unavoidably, also events
with charged secondaries in this region.

As described in Sect. 3 the granularity of the hadron calet@mused for neutron de-
tection does not allow for binning in transverse momentunaddition the size of the fiducial
region in the transverse plane progressively cutgpffalues at below 2 GeV/c with decreasing
xr. This effect, together with the uncertainties of estimgtine inseparable anti-neutron and
KY yields at lowzr, leads to a cutoff at = 0.05 for neutrons.

The accessible kinematical regions for baryons descrilbedeawere subdivided into
bins in thex x/pr plane which vary according to the available particle yiel#ects of finite
bin width are corrected for in the enumeration of the inclegiross sections, see Sect. 6.

The resulting binning schemes are shown in Fig. 8.

For protons in the forward direction, the extended acceggtaagion using the tracking
combination of GTPC and VPC is indicated by the thick line ig.Ba atxyr ~ 0.6. This
procedure is cross-checked in the region of overlap withntiagn TPC tracking down to the
second thick line at» ~ 0.4. As particle identification via energy loss measuren(@ht/ dx)
does not operate in the region beyand = 0.6, 7/p and K"/p ratios from other experiments
have been used to extract the proton cross sections, seé3ect
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Figure 8: Binning scheme for a) protons, b) anti-protons@ntkeutrons. In panels a) and b) the
different regions of statistical uncertainty are indichby different shades

5 Particle Identification

As compared to the preceding publication of pion producfidnthe identification of
charged particles using energy loss measurement in the €RLCtdr system has been further
improved. In fact the extraction of pion yields by a fourgaeter fit to the truncatedr /dz
distribution of a track sample in a given bin, see [1], is ms#ve to small imperfections of the
analog response of the detectors. In addition it has beeanrstiat the method used does not
introduce additional fluctuations over and above the pustliistical error of the extracted pion
sample.

This is not quite the case for the other particle speciesaalty for kaons and anti-
protons which have generally small yields in relation tangicHere the fit procedure introduces
non-negligible additional fluctuations which are to be digsxl by an error matrix with terms
that create effective errors beyond the ones related todhele yields proper. In this context
it is mandatory to reduce the possible variation of the alisgbosition of the energy loss for
the different particle species to a minimum in order to caxstthe possible variations of the fit
parameters.

5.1 Scaling of the truncated mean distributions

The distribution of truncated means as a functiop 6fi = 3~ shows non-linear devia-
tions from the Bethe-Bloch parametrization which is foratatl for the total ionization energy
loss. It may be calculated using elementary photon absorptata [28] taking account of the
effects of truncation using Monte Carlo methods. For thega®mixtures used in the NA49 ex-
periment (Ne+C@91/9 and Ar+CH+CGQO, 90/5/5) it has also been extracted experimentally by
a careful re-analysis of all data. The resulting distribagi show agreement on the sub-percent
level as presented in Fig. 9.

The precision of the predictivity of the absolute energyas#pis exemplified in Fig. 10
on an extended scale by the ratio of the truncated means tdn@nd kaons to pions as a
function of the lab momentum. The calibrated Bethe-Blodarences are superimposed as full
lines.
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Figure 10: Ratios of the measured truncated méaydz, protons and kaons relative to pions.
The lines correspond to the calibrated Argon Bethe-Bloalesuhe data points are individual
fits on the p+p data

5.2 Control of the analog detector response

A thorough re-analysis of the particle identification methoompared to the earlier work
on pion extraction [1] has been performed. This concernscalibration of time dependences,
detector edge effects and the various corrections duedk keagth variations at the pad plane
including the influence oF x B effects in the inhomogeneous magnetic fields. It results in
an improvement of the predictivity of the med#’/dx position relative to the Bethe-Bloch
parametrization, in particular for kaons and baryons weipect to pions. An example is shown
in Fig. 11 for thed E/dx shifts of pions, kaons and protons in a binzat= 0.1, as a function
of transverse momentum together with the variation of thetike width of the fitteddF /dx
distribution.

It is evident that the local variation as well as the differenn energy deposit for the
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different particle species stay at the permille level ofcdbe energy loss, and in the percent
level for the width relative to the absolute prediction.

5.3 Error estimation

Particle identification proceeds, in each chosen bin of @kpsace, via & optimization
procedure between the measured truncated energy losbutisin and the sum of four single
particle dE'/dx distributions of known shape but a priori unknown positi@amsl widths for
electrons, pions, kaons and protons, respectively. Dueetsrnall fraction of electrons and their
position on the density plateau of the energy loss functod,due to the known dependence of
thedE/dx resolution on thelF/dx value of each particle species [1], the problem reduces in
practice to the determination of eight quantities: thregitoans, one width parameter and four
yield parameters which correspond to the predicted numbpanicles. The statistical error
of the four particle yields thus obtained may be determimethfthe dependence qf on all
parameters (covariance matrix). It is to be noted that tkierse square root of the predicted
numbers for each particle species is only a first approxonatd the relative statistical error
of the yields. The fluctuations of the fitted particle posigpFig. 11, and their contributions to
the error of the yield parameters are intercorrelated vigharticle ratios and with the relative
distances of the energy deposits in thie/dx variable. The proper evaluation of the covariance
matrix thus gives the effective statistical fluctuation lué tyield parameters to be quoted as the
experimental statistical error.

The method may be cross-checked using Monte Carlo method®aiing, in a given bin,
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statistically independent samples using the yield pararaditted to the experimentdl /dx
distribution as input and allowing for their proper stagat fluctuation. Thus the assumption of
a Gaussian parameter distribution used in the covariant@xnagproach has been justified in
particular also for phase space bins of small statisticsrongly correlated fit parameters.

It is interesting to compare the predicted relative staaserror of the yield parameters
to the inverse square root of the fitted particle numbersabe®f "perfect” identification the
two figures should be equal; the square of their ratio detegsmhow much more statistics the
real detector should collect in order to achieve the sameigiom as a "perfect” one. As an
example in Table 1 the fitted yields, N, of pions, kaons andgm® in one bin atz = 0.1
andp; = 0.5 GeV/c are given together with the effective statistzeor and thel /v/N value.
The ratio of these two numbers is very close to one for thegilieg pion samples. In contrast
it amounts to 1.44 and 1.23 for kaons and protons, respéctiver negative particles and in
accordance with the inverted particle ratios, it is largergnti-protons (1.4) than for negative
kaons (1.25). Concerning the present work on proton andpaaton cross sections the mean
factors are, averaged over all phase space bins, aboutrlptofons and 1.3 for anti-protons.
The statistical errors given in the data tables, Sect. bigspond to the error evaluation de-
scribed above.

7t p K+ T p K~
number of entriesV | 28 388 6786 3088 20851 1019 1917
1/V'N [%] 0594 121 1.80 0.693 3.13 2.28
Ostat [Y0] 0.605 1.50 2.60 0.701 4.38 2.80

Table 1: Yields and statistical errors for protons, kaorgs@ons at:» = 0.1 andpr = 0.5 GeV/c

Another, independent cross check of the validity of the estbn of the statistical errors
is given by the two dimensional interpolation of the finalsgsections described in Sect. 7.
As this interpolation reduces the local statistical uraiety by a factor of between 3 and 4, the
deviations of the data points from the interpolated valueanh bin should measure the real
point by point statistical fluctuation. In fact the compdiip of the distribution of the relative
deviations shown in Fig. 19 with an rms of unity confirms therectness of the error estimate
given above.

5.4 Estimation of Kt and =+ contributions in the extreme forward direction

As the GTPC and VPC combination does not allow for particentdication via energy
loss measurement, the proton extraction in the regien> 0.6, see in Fig. 8, has to rely on
the measurement af/p and K'/p ratios from other experiments. In fact there are sufficien
and mutually consistent data sets available to establigiagblte data base. The problem is
alleviated by the fact that particle ratios are relativebde against systematic errors of the
different experiments and that their absolute values dsereapidly to a few percent margin in
the phase space region in question. The situation is showiginl2 in detail forr*/p, K*/p
and ¢r++K™)/p for differentz » values as a function of transverse momentum. In both cases th
ratios obtained by NA49 [1, 29] overlap consistently witk thther data sets.

The interpolated lines shown in Fig. 12 have been used fodétermination of proton
cross sections from the total positive particle yields. Tiheertainties connected with this pro-
cedure have been taken into account by an increase of the gfastical errors for the bins in
guestion.
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Figure 12: Ratios ayx™/p, b) K/p and c) ¢*+K™)/p as a function ofr in the forward di-
rection. Thexr values are indicated in the figure. Below the thick dasheslilinpanel c) the
tracking combination of GTPC and VPC was used

6 Evaluation of Invariant Cross Sections and Corrections

The experimental evaluation of the invariant cross section

d3o
f(xp,pr) = E(xr, pr) - d—pg@mpﬂ (7)
follows the methods described in [1]. The normalization #relcorrections are discussed be-
low, concentrating on those issues specific for baryon nieasents.

6.1 Empty target correction

The empty target background is treated as a correctionrfastdescribed in [1] by deter-
mining the baryon yields in the full and empty target sampled establishing their normalized
difference relative to the full target sample. The resgltiorrection factor is shown in Fig. 13.

7 T T T T T T
< of p+p—p, P 1
§ 51 -
§ %
E 4+ _
w\ Pyt
3_ -
g '
2 2+ R
Qo
S
wogL _
Proton —e—
Antiproton —6&—
0 1 1 1 1 1

-0.1 0 01 02 03 04 05 06
Xk

Figure 13: Empty target correction for protons and anticque (averaged over ail-)
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It is, within the statistical errorg;r andx independent and is compatible with the one given
for pions [1]. The correction for neutrons is equal to the tmrgrotons.

6.2 Trigger bias correction

The interaction trigger uses a circular scintillator of 2 drameter placed at a distance
of 4 m from the target in anti-coincidence (S4 counter in R2g.It accepts 89% of the total
inelastic cross section. The majority of the vetoed eveotgain one fast proton in the small
S4 acceptance. As explained in detail in [1] this event losates anc and eventuallyp
dependent bias for the extracted data which has to be clgrekadmined as it depends on short
range and long range correlations in the hadronic final state

This trigger bias is determined by an off-line increase ef 84 radius. With this method
the limiting value of each measured cross section at zerasaay be obtained. The S4 radius
increase is possible as all tracks in the corresponding manmreregion are detected via the
GTPC+VPC+RCal combination (Sect. 3).

p.<0.6 GeV/c o
- p.>0.6 GeV/c —e—
Par}:-lmetnzann

I P+p—-p |

Py <0. 6 GeVic e —
L >O 6 GeV/c —e—
. Par]émetrlzanon

I | p+p—-p

S4 correction (%)

| | | | |
0.1 0 0.1 0.2 0.3 04 0.5

01 O 01 02 03 04 05

1O PN W M 01O N 0 ©
T

1© P N W M 01O N 0 ©
I
|

Figure 14: Trigger bias correction for protons (left) andi-gmotons (right)

Figure 14 shows the size of the correction as a functian-dbr protons and anti-protons.
The results for twg; regions demonstrate that the correction is within errodependent of
pr. Anti-protons exhibit a different» dependence, agap- independent within the (larger)
statistical errors in this case. The correction varies ftbenone for pions in the forward hemi-
sphere due to the different correlation between leadingppsoand secondary baryons in the
projectile fragmentation. For neutrons, the trigger b@aseaxction is equal to the one for protons.

6.3 Re-interaction and absorption

The re-interaction of baryons in the hydrogen target has lesaluated, as in the case
of pions [1], using the PYTHIA event generator. The corregpog corrections are shown in
Fig. 15.

The absorption of baryons by interaction with the detectatamal has been elaborated
based on the results for pions, modifying the absorptiogtlein accordance with the higher
baryonic interaction cross section.
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Figure 15: Target re-interaction correction

6.4 Feed-down from weak decays

The determination of the contribution from weakly decaybayyons (\, ¥ and their
anti-particles) is based on the methods discussed in [H.pHEnent particle input distributions
are taken from published data and a subsequent Monte Canldagion is used to estimate the
on-vertex reconstruction efficiency for baryonic daughter

As the decay baryons are close in mass to the parent hypéheysdake up most of the
parent momentum. Their distribution over the measuredebpace is therefore much wider
than the one for decay pions and extends over the completndp, ranges. As shown in
Fig. 16 this correction amounts to up to 15% for protons anth 26r anti-protons withp,
dependences which are different for protons and anti-psotBor protons at larger, where
theX* contribution dominates the feed-down, it even increastsgéepr.

'g‘ T T T T T T T T T T T T T T T T T T T T T
e a) ] [ b) = c)
n
_5 p 3 p
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= \ |
o
© Lo ]
°
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Q RIS
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1 0 0.2 0.4 0 0.5 1
Xg Xg

Figure 16: Relative size of the feed-down correction form@}gns, b) anti-protons and c) neu-
trons
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The main systematic error source is the uncertainty ofeamieasurements, especially
for ©*. For anti-protons, besides thealsoX contributes for which there are no existing
measurements. The yield of this particle was estimated fyeneral anti-baryon/ baryon ratio
and isospin arguments. To first order it was assumed that thendp, shapes are the same
as forA, and that the> to ¥+ ratio is 80% of theA /A ratio. For neutrons the feed-down
correction corresponds to the full relative yield frérrandX: decays, as shown in Fig. 16c.

6.5 Binning correction

The effect of finite bin sizes on the extracted inclusive sresctions was discussed in
detail in [1] and shown to depend on the second derivative@f - or p; distributions. Due to
the approximately linear rather than exponentialdistribution of protons, the binning effects
can in fact be neglected in longitudinal direction for thedest bin widths chosen. Also in
transverse direction, due to the larger mean transverseemmim of baryons, the effect is
smaller than for pions. As shown in Fig. 17 it reaches valuesxcess of 1% only at large-
due to the bin width of 0.2 GeV/c in this region.

SN

N

— T
1
T
1

binning correction [%)]
o

_6- 1 | 1 1 1 I 1 1 1 | ] I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 | 1 1 ]
0 0.2 04 O 0.5 1 15

F P, [GeVic]

Figure 17: Correction due to the binning ina&) for p and b)pr for p. The crosses represent
the correction at fixed bin widths afz» = 0.05 andApr = 0.1 GeV/c, respectively, and the
open circles describe the correction for the bins actualgdu

6.6 Systematic errors

The systematic errors of the extracted cross sections &ee gy the normalization pro-
cedure and the uncertainties of the applied correctionsséltontributions are estimated in
Table 2. They are governed by the fluctuation of the detedtsomption, feed-down and trigger
bias corrections which are shown in Fig. 18 over all phaseespns, for protons and anti-
protons.

With a linear sum of 5.0% and 6.5%, respectively, for protansg anti-protons, and
quadratic sums of 2.5% and 3.3% they are only slightly latigen the ones estimated for pion
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p p n
Normalization 1.5% 1.5% Normalization 1.5%
Tracking efficiency 0.5% 0.5%
Trigger bias 0.5% 1.0% Trigger bias 1%
Feed-down 1.5% 2.5% Feed-down 3%
Detector absorption Detector absorption
Target re-interaction 0.5-1.5% 1.0%Target re-interaction 0.5-1.5¢9
Binning correction Binning correction
Acceptance 0-2%
Energy scale error 4—-8%
Energy resolution unfolding 3-8%
Charged veto efficiency 2-3%
Cluster overlap 2%
Hadron identification 2-5%
K9 contribution 0-3%
Total (upper limit) 5.0% 6.5% Total (upper limit) 28%
Total (quadratic sum) 2.5% 3.3%Total (quadratic sum) 10%

Table 2: Summary of systematic errors

production [1]. The larger systematic uncertainty of thatren yields reflects the difficulties
inherent in hadronic calorimetry as compared to chargex watection.
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Figure 18: Distribution of corrections for protons (uppeur panels) and anti-protons (lower
four panels); a) and e) detector absorption, b) and f) femund c) and g) trigger bias and d)

and h) total

7

7.1

Results on double differential cross sections

Data tables

The binning scheme presented in Sect. 4 results in 333 anddté3values for protons
and anti-protons, respectively. These are presented ie§&and 4.
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f(xzr,pr), Af
pr\zF -0.05 -0.025 0.0 0.025 0.05 0.075 0.1 0.125 0.15
0.1 2.349 2.7¢ 2.161 1.90 2.121 1.78 2.128 1.7% 2.224 1.69 2.340 1.76 2.620 1.833.039 1.5% 3.479 1.7¢
0.2 2.158 3.53 1.921 1.60 1.837 1.46 1.854 1.42 1.901 1.44 2.095 1.49 2.349 1.5(02.666 1.36 2.998 1.4
0.3 1.664 3.72 1.570 2.63 1.631 1.81 1.575 1.41 1.664 1.26 1.750 1.31 1.935 1.332.179 1.34 2.549 1.2§
0.4 1.297 4.24 1.286 2.74 1.287 2.26 1.238 1.71 1.334 1.37 1.379 1.43 1.486 1.521.742 1.49 1.880 1.5%
0.5 1.094 3.96 0.951 3.2% 0.977 2.4% 0.929 1.98 0.973 1.47 1.057 1.4% 1.161 1.521.224 1.56 1.353 1.7
0.6 0.707 4.38 0.689 3.62 0.645 3.24 0.688 2.46 0.712 1.98 0.709 1.78 0.807 1.670.884 1.74 0.948 1.91
0.7 0.493 5.38 0.451 4.3]1 0.449 4.07 0.494 2.7¢ 0.482 2.47 0.533 2.1% 0.526 1.930.601 1.78 0.654 2.11
0.8 0.378 6.13 0.357 5.10 0.314 4.4% 0.322 3.52 0.329 3.190.3386 2.950.3686 2.420.3984 2.42 0.430 2.4%§
0.9 0.244 6.33 0.203 6.38 0.233 5.440.2196 4.490.2274 3.900.2399 3.460.2572 3.190.2503 3.330.2694 2.71

1.1 |0.0956 4.7% 0.0899 4.2 0.0927 3.14 0.0988 2.7¢ 0.1078 2.42
1.3 |0.0445 7.71 0.0366 6.1 0.0384 4.67 0.0410 4.1% 0.0398 3.64
1.5 |0.0199 9.72 0.0173 8.74 0.0188 6.9 0.0161 6.4 0.0163 6.46
1.7 |0.0087 14.2 0.00640 13.4 0.00617 11.8 0.00705 9.4% 0.00607 9.60
1.9 0.00284 14.8 0.00296 10.3
pr\eF 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6
0.05 17.1 7.46 16.8 14.4
0.1 | 4654 153 571 1.83 6.64 3.44 7.749 1.28 892 1.58 10.02 1.57 11.68 1.6%14.38 4.31 15.07 6.53
0.15 13.64 3.21 13.67 4.24
0.2 | 4086 1.24 5132 1.44 6.10 2.54 6.958 0.9¢ 7.500 1.21 8.52 1.22 9.59 1.2411.92 2.9¢ 12.80 2.94
0.25 9.95 2.37 1155 2.7¢
0.3 | 3.265 1.18 4.231 1.63 5.016 1.70 5.876 0.83 6.261 1.08 6.766 1.14 7.232 1.1¢ 8.78 2.30 9.61 2.2
0.35 7.30 2.34 7.67 2.33
0.4 | 2.518 1.29 3.145 1.74 3.904 1.87 4.561 0.89 4.863 1.06 5.098 1.10 5.350 1.14 6.09 2.06 6.21 2.11
0.45 4.84 219 5.03 221

0.5 | 1.815 1.28 2.292 158 2.783 1.57 3.341 0.93 3.609 1.0 3.772 1.17 3.781 1.213.908 2.31 3.938 2.3
0.6 | 1.247 1.43 1.516 1.96¢ 1.957 2.27 2.224 1.1) 2.544 1.18 2.628 1.3]1 2.649 1.342.709 1.80 2.738 1.8
0.7 | 0.798 1.6% 0.989 2.09 1.252 2.01 1.489 1.32 1.652 1.3% 1.771 1.40 1.753 1.531.741 2.08 1.692 2.1
0.8 |[0.5092 1.71 0.620 1.94 0.756 2.3% 0.894 1.59 1.021 1.61 1.140 1.61 1.127 1.711.128 2.43 1.028 2.6
0.9 |0.3201 2.080.3672 2.3 0.458 2.63 0.548 1.92 0.605 1.94 0.676 1.97 0.689 2.110.672 2.91 0.614 3.1
1.1 |0.1197 2.260.1388 2.420.1535 2.830.1657 2.220.1970 2.140.2071 2.250.2172 2.290.2124 3.430.1944 3.6
1.3 | 0.0439 3.720.0485 3.710.0527 4.540.0584 3.480.0587 3.680.0602 3.780.0629 3.940.0590 6.28 0.0567 6.5
1.5 |0.0176 5.770.0156 6.430.0177 8.020.0207 5.420.0187 6.070.0182 6.380.0165 7.0%0.0153 11.40.0142 12.
1.7 |0.00578 8.7%0.00614 8.9%0.00628 9.3}0.00653 9.440.00709 9.450.00592 10.80.00549 17.80.0059 17.50.00235 27.

1.9 |0.00313 7.98 0.00245 10.6 0.00242 10.8 0.00161 21.2 0.00082 29.
pr\zF 0.65 0.7 0.75 0.8 0.85 0.9 0.95
0.05

0.1 18.5 10.1
0.15 | 14.09 5.64 14.0 09.7%
0.2 | 12.68 3.88 14.74 4.94 150 8.3§
0.25 | 11.26 3.20 11.75 3.70 149 7.49 10.61 09.23
0.3 9.74 2.83 10.86 3.06 9.76 5.11 10.00 8.62 12.5 8.11
0.35 | 8.09 234 7.34 3.09 793 342 848 452 10.18 4.94 12.39 7.7¢
0.4 6.55 2.42 6.19 258 6.47 3.53 6.46 3.67 7.71 4.64 9.00 5.07
0.45 | 513 224 503 270 493 282 508 3.20 543 3.91 6.78 4.8(
0.5 | 4.028 2.41 3.930 2.52 3.752 2.6% 4.05 2.63 3.55 3.36 4.98 3.2]
0.6 | 2592 1.9% 2507 2.04 2.322 2.18 2.247 2.28 2.238 2.3% 2.464 2.28 4.954 1.8]
0.7 | 1.619 2.28 1.581 2.3% 1.436 2.57 1.288 2.78 1.278 2.8¢ 1.324 2.87 2.339 2.2(
0.8 | 0.984 2.7% 0.973 2.84 0.886 3.06 0.768 3.3% 0.686 3.6¢ 0.711 3.68 1.130 2.97
0.9 | 0.609 3.22 0.557 3.4% 0.506 3.72 0.455 4.0% 0.396 4.44 0.368 4.74 0.544 3.97
1.1 |0.1942 3.770.1757 4.070.1618 4.360.1334 4.920.1338 5.050.1185 5.500.1292 5.42
1.3 |0.0442 7.550.0392 8.240.0463 7.870.0350 9.240.0364 9.320.0404 9.080.0447 8.8
1.5 |0.0147 12.30.0136 13.00.0109 14.90.0084 17.40.0108 15.90.0131 14.80.0147 14.
1.7 |0.00437 20.90.00421 22.]10.00295 26.10.0045 22.40.00293 28.00.00379 25.90.0051 23.
1.9 0.00076 32.8 0.00119 28.4 0.00083 36.1

Table 3: Invariant cross sectioffi{xx, pr), in mb/(GeV/c?) for protons in p+p collisions at
158 GeV/c beam momentum. The relative statistical eredys,are given in %
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fxzr,pr), Af
pr\eFp -0.05 -0.025 0.0 0.025 0.05 0.075 0.1
0.1 0.563 6.71| 0.590 4.28| 0.581 3.66| 0.545 3.67| 0.499 3.87| 0.489 4.24| 0.391 4.52
0.2 0.508 6.15| 0.505 3.55| 0.509 2.98| 0.518 2.92| 0.473 3.12| 0.405 3.69| 0.379 4.04
0.3 0.391 6.75| 0.450 5.52| 0.450 3.88| 0.404 2.99| 0.401 2.79| 0.353 3.12| 0.320 3.56
0.4 0.287 7.61| 0.338 6.23| 0.324 490 0.311 3.61| 0.2848 3.17| 0.2918 3.38| 0.237 4.38
0.5 0.222 8.16| 0.260 6.77| 0.230 5.48| 0.262 4.31| 0.2324 3.22| 0.2031 3.52| 0.1761 4.38
0.6 0.163 8.52| 0.178 8.99| 0.178 6.67| 0.1587 5.37| 0.1511 4.82| 0.1211 4.82| 0.1255 4.72
0.7 0.117 9.82| 0.103 10.4| 0.1102 8.17| 0.1168 6.29| 0.1141 5.46/ 0.0929 5.56| 0.0830 4.71
0.8 0.0534 15.7| 0.0862 9.83] 0.0845 8.84| 0.0773 7.93| 0.0637 7.22| 0.0614 7.24| 0.0600 6.58
0.9 0.0432 15.5| 0.0427 13.9| 0.0481 12.2| 0.0409 10.7| 0.0385 9.07| 0.0441 8.11] 0.0363 8.59

11 0.0155 123 0.0194 8.12 0.0153 7.39 0.0142 7.32

1.3 0.0095 14.7 0.00532 16.9 0.00515 13.3 0.00521 12.6

15 0.00272 27.1 0.00258 23.8] 0.00241 20.2 0.00179 21.4
pr\zF 0.125 0.15 0.2 0.25 0.3 0.35 0.4

0.1 0.355 4.98| 0.260 7.36/ 0.194 7.09| 0.115 11.5| 0.074 18.1] 0.0418 18.9| 0.0173 55.1
0.2 0.300 4.49| 0.275 557 0.183 7.15| 0.0900 9.63| 0.0613 14.4
0.3 0.255 4.53| 0.199 5.84| 0.1654 4.69| 0.0941 8.96| 0.0429 14.7| 0.0270 13.8| 0.0137 29.5
0.4 0.203 4.98| 0.165 6.14| 0.1154 7.52| 0.0645 10.5/ 0.0425 125
0.5 0.1350 5.55| 0.1231 5.73| 0.0860 5.76| 0.0463 10.3| 0.0266 13.9| 0.0161 13.6| 0.0082 25.9
0.6 0.1005 6.69| 0.0787 6.64| 0.0578 8.62| 0.0427 8.40| 0.0190 14.9
0.7 0.0705 5.72| 0.0596 8.66| 0.0443 9.05| 0.0191 14.2| 0.0162 14.7| 0.0092 16.4| 0.0062 21.8
0.8 0.0382 9.29] 0.0346 10.8| 0.0235 8.27| 0.0151 14.8| 0.0132 15.0
0.9 0.0275 10.9| 0.0242 10.0] 0.0190 11.5] 0.0141 11.7) 0.0061 21.7| 0.00435 20.6| 0.00189 38.0

11 0.01008 9.15] 0.00796 8.63| 0.00447 16.1) 0.00230 22.1| 0.00182 27.0| 0.00073 54.0
13 0.00403 15.5[ 0.00255 15.2| 0.00152 21.7| 0.00128 27.1
15 0.00127 22.8 0.00068 30.4| 0.00057 34.5

Table 4: Invariant cross sectiofi(xr, pr), in mb/(Ge\#/c?) for anti-protons in p+p collisions
at 158 GeV/c beam momentum. The relative statistical ertdfs are given in %

7.2 Extension of the data to highxg and low pr

As shown in Sect. 3 the NA49 detector acceptance is limitedgex - and lowp by the
necessity of using an interaction trigger, vetoing thregging beam tracks. The corresponding
acceptance gap extends frgm < 0.05 atr» = 0.65 topr < 0.6 atr =0.95, see Fig. 1. In order
to maintain the possibility of precige- integration in this phase space region it is mandatory
to use data from other experiments to supplement the NA4f9tsesortunately there are data
from seven different experiments, all conducted at Fetmitathe years 1973 to 1982 [3-9]
in exactly this region which also partially overlap with tN&49 data. These data come from
internal target [3—6] and bubble chamber experiments [Al8performed in the target region
at low proton lab momenta, and from a spectrometer expetif@gim the forward hemisphere.

If applicable the data have been transformed from the coatdipair momentum transfer
and missing mass into thg- andz coordinates, interpolated to the values defined by the
NA49 binning scheme and corrected tedependence. This latter correction will be quantified
in section 10 below. In total 123 data points are thus aviglab given in Table 5.

The data are well consistent within their statistical esydroth between the different
experiments and with the NA49 results in the overlap regidre only exception is given by
the bubble chamber experiment [8] whereratbelow 0.9 the cross sections deviate from all
other experiments by +20% to +30% independeni;ofThis difference cannot be understood
by eventual mis-identification nor by binning effects. Datan [8] are therefore only used at

7.3 Interpolation scheme

As in the preceding publications concerning pions [1, 30ja-tlimensional interpola-
tion is applied to the data which reduces the local stasikflactuations given by the errors of
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pr f Af ref pr  f Af ref pr  f Af ref pr  f Af ref pr  f Af ref
IEF:OG IEF:OGS :BF:O7 :BF:O75 :BF:OS
0.224 14.10 15.0 7 |0.224 15.30 15.0 7 |0.224 16.60 150 7 |0.224 16.90 15.0 7 |0.478 4.70 2.0 3
0.381 5.89 150 7 |0.381 6.46 150 7 |0.381 6.56 150 7 [0.381 6.94 150 7 |0.570 2.70 2.0 3
0.540 3.61 150 7 |0.540 3.80 15.0 7 |0.540 3.89 150 7 |0.540 3.71 150 7
0.707 1.35 15.0 7 |0.707 1.23 150 7 |0.707 1.25 150 7 [0.707 1.24 150 7 |0.224 16.20 15.0 T
0.381 7.41 15.0 7
0.200 13.34 33 9 0.300 1045 2.0 9 0.540 3.52 15.0 7
0.300 9.43 20 9 0.500 4.04 24 9 0.707 1.14 15.0 7
0400 6.31 26 9 0.750 1.32 44 9
0500 4.14 23 9 0.500 4.06 1.0 9 0.300 11.67 1.4 ¢
0.625 242 27 9 0750 1.26 16 9 0500 4.10 15 ¢
0750 1.41 33 9 0.750 1.00 2.9 ¢
0.300 8.82 54 9 0.500 3.90 1.3 ¢
0400 5.93 1.0 9 0.750 1.00 2.0 ¢
0.500 4.03 1.6 9
0625 2.40 1.2 9
0750 1.41 1.0 9
Tp = 0.85 Tp = 0.9 Tp = 0.95 Tp = 0.975
0511 418 20 3 |0.537 391 20 3 |0.182 3410 50 4 |0.188 4451 50 4
0.602 2.33 20 3 |0.629 212 2.0 3 |0.246 2335 50 4 [0.253 31.24 50 4
0.299 21.15 50 4 |0.302 30.31 5.0 4
0.190 20.83 5.0 4 |0.157 28.41 5.0 4 |0.337 18.94 50 4 [0.344 28.09 50 4
0.245 16.73 5.0 4 |0.225 20.83 5.0 4 |0.375 1452 50 4 [0.384 21.79 50 4
0.290 1547 5.0 4 |0.275 17.68 5.0 4 |0.409 12.15 50 4 [0.416 20.20 5.0 4
0.328 12.00 5.0 4 |0.318 16.10 5.0 4
0.363 9.63 50 4 |0.355 12.31 5.0 4 |0.224 33.30 15.0 7 [0.224 53.20 15.0 7
0.389 10.10 5.0 4 |0.381 14.44 150 7 |0.381 25.18 15.0 7
0.224 17.20 150 7 0.540 6.84 15.0 7 |0.540 12.16 15.0 7
0.381 7.80 15.0 7 |0.224 21.40 150 7 |0.707 1.60 150 7 |0.707 3.14 150 7
0.540 3.32 15.0 7 |0.381 9.12 15.0 7
0.707 1.05 15.0 7 |0.540 3.52 15.0 7 |0.179 43.10 20 5 [0.186 69.80 2.0 5
0.707 1.06 15.0 7 |0.263 2420 2.0 5 |0.269 41.30 2.0 5
0.210 16.70 5.0 5 0.350 17.90 2.0 5 |0.357 30.20 2.0 5
0.302 11.80 5.0 5 |0.154 2950 6.0 5 |0.430 11.00 2.0 5 [0.438 19.70 2.0 5
0.384 7.47 50 5 |0.244 17.70 6.0 5
0.330 12.80 4.0 5 |0.110 41.30 5.9 6 |0.119 58.20 5.0 6
0.410 7.87 40 5 |0.212 30.20 5.8 6 |0.220 49.10 4.0 6
0.190 25.70 4.0 6 |0.160 46.23 15.0 8 |0.160 67.60 15.0 8
0.316 19.50 15.0 8 |0.316 42.65 15.0 8
0.160 29.17 15.0 8 |0.447 10.07 15.0 8 |0.447 14.79 150 8
0.316 14.96 150 8 |0.548 7.24 150 8 |0.548 10.47 15.0 8
0.447 7.32 150 8 |0.632 4.07 150 8 |0.632 6.03 150 8
0.548 5.01 15.0 8
0.632 2.72 15.0 8
0.500 455 1.1 9
0.750 1.01 1.0 9

Table 5: Invariant cross section in mb/(G#&?) for protons at very forward region:{ > 0.6)
in p+p collisions measured by [3-9]
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the data points by a factor of 3-4. As there is no possibibtgdéscribe the detailedr andpr
distributions by simple functions and as any algebraic axpration risks to dilute the data
quality by introducing systematic biases, the interpolatscheme relies on a multi-step re-
cursive method using eyeball fits. The quality of this prazedmay be controlled by plotting
the differences between data points and interpolatiormabzed to the statistical errors. The
resulting distribution should be a Gaussian centered atweh variance unity. This is demon-
strated in Fig. 19 for protons and anti-protons as far as #héI\tata points are concerned, and
separately for the extension to higher at low p; described above.
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Figure 19: Normalized difference plots between data arefpaiation for a) protons, b) anti-
protons and c) protons at high-

As, in this latter region, there are practically no measueis below = 0.2-0.3 GeV/c
the extrapolation tp = 0 has to be independently quantified. In this limited ranfgeamsverse
momentum and atr > 0.6 a parametrization of the form

f = Ae M, (®)

with p2 ~ |t|zr has been applied. The parametdrandb are shown in Fig. 20 as a function
of TE.
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Figure 20: Parameter$ andb as a function of:

The slope extrapolates well to the value for lotvelastic scattering at SPS energy also
shown in Fig. 20

21



_III|III|III|III[ _III|III|III|III|_
a)

2 pp - p X

pp—»pX__

[EEY
o

(N
T

f [mb/(GeVZc?)]

(BN
o

* [3]

o [4]
Xp o [5]
ol 08 L« 6] Xe _
10°F 075 x0.3) 5 o] 0.975
0.7 (x0.1) ] ] 0.95 (x0.3)
0.65 (x0.03) ] NS 0.9 (x0.1)
0.6 (x0.01) 1 o nagg 085 (x0.03)
10-3III|III|III|III| III|III|III|III|
0 0.2 04 06 0.8 0 0.2 04 06 0.8
P, [GeV/c] P, [GeV/c]

Figure 21: Invariant cross section as functiopgfat fixedx  taken from [3—9] and NA49. The
full lines represent the data interpolation, the dashesklihe exponential parametrization [8]

The internal consistency of the data sets used and their atiniljty with the interpola-
tion scheme as well as with the extrapolation to very jgws presented in Fig. 21.

It should be noted that the measured cross sections dewptdly from the lowt
parametrization, Eq. 8, alreadyat values of~0.4 GeV/c. This is exemplified by the dashed
lines in Fig. 21 for twar values. Fits over larger regions pf therefore result systematically
in smaller values ob [8], see also the discussion in Sect. 12.
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Figure 22: Double differential invariant cross sectipfx -, pr) [mb/(GeV#/c?)] as a function

of pr at fixedz for a) protons and b) anti-protons produced in p+p collisiah158 GeV/c
beam momentum. The distributions for differentvalues are successively scaled down by 0.5
for better separation
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7.4 Dependence of the invariant cross sections @ir and xg

The shape of the invariant cross section as functiopg @hdz  is shown in Figs. 22 and
23. These Figures include the data interpolation discusisede. In order to clearly demonstrate
the shape evolution and to avoid the overlap of the intetpdlaurves and of the error bars,
subsequentr distributions have been multiplied by factors of 0.5 (Fig).2

7.5 pl/p ratios

The phase space distributions of protons and anti-protensagher similar in transverse
momentum, Fig. 22, but they show important differences imgitudinal momentum, Fig. 23.
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Xg

Figure 24: Ratio of invariant cross section for anti-pr@and protonsg/p) as a function of a),
b) and c)pr at fixedz and d)x at fixedp;. The data in panel d) were successively divided
by 4 for better separation
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Here the invariant proton cross sections increase wijthwhereas the anti-protons fall off
steeply withz = similar to mesonic production [1]. It is therefore interagtto scrutinize th@/p
ratios quantitatively in both co-ordinates. This is preasdnn Fig. 24 which shows this ratio as
a function ofpy for fixed x (left panels) and as a function of. for fixed pr (right panel). In

all plots the results from the two-dimensional interpaatdiscussed above are shown as lines
through the data points.

Several features emerge from this comparison. fiiperatio falls with increasing, at
xr < 0.1 and increases withy at zx > 0.15. The ratio between, = 0.1 andpr = 1.5 GeV/c
is about 2 at lowr and about 0.5 at highx. This means that the, distribution of the anti-
protons flattens out with increasing- until it becomes significantly broader than the one for
protons atcr > 0.3.

Thepl/p ratio as a function of » at fixedp; also shows distinctive trends. Here the steep
xr dependence at loy (a factor of about 130 betweern. = 0 andx = 0.4) flattens out at
higherpr (a factor of only 30 over the sameg- range).

The situation is clarified by the summary plots of Fig. 25 vehenly the interpolated
lines are shown as functions pf andz g, respectively.
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Figure 25: Interpolated ratios for anti-protons and pret@@ip) as a function of ay; at fixed
xr and b))z at fixedpy

7.6 Rapidity and transverse mass distributions

As in references [1, 30] the invariant cross sections am @ssented, for convenience,
as a function of rapidity at fixeg, in Fig. 26. Here the absence of a "rapidity plateau” both
for protons (with the exception of the regiomnat > 1.5 GeV/c) and for anti-protons should be
noted.
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Figure 27: Invariant cross section as a functiomgf— m,, for a) p and bp produced at = 0.0

Transverse mass distributions, withy =  /m2 + p7,, are shown in Fig. 27 far =y = 0.
In accordance with th@/p ratios discussed above, a systematic difference batwendp
is visible. The proton distribution is clearly not compdgilwith simple exponential shape,
whereas the anti-proton distribution happens to be clogxponential up to the experimen-
tal limit of ms —m,, = 0.8 GeV/€.This is quantified by the dependence of the local logarichmi
inverse slopes ofn — m, given in Fig. 28. Here the slope defined by three successiie da
points has been used. In Fig. 28 also the inverse slopesebtfiiom the data interpolation,
Sect. 7.3, are shown.
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Figure 28: Local slope of thex, distribution as a function ofip — m,, for p andp. The lines
corresponds to the data interpolation, Sect. 7.3

7.7 Baryon to pion ratios

The NA49 data on charged pions [1] offer a phase space cavevhigh is comparable
in completeness, density and statistical accuracy to thalteeon baryons presented here. It
is therefore indicated to compare the respective crossossctThis is done in the following
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section by inspecting the corresponding ratios of invaiiaciusive cross sections as functions
of TR ande.

For protons, the rati®? = f,/(f.), where(f,) indicates the mean pion cross section
0.5 (f=+ + fx-), is presented in Fig. 29a as a functionpefat fixedz and in Fig. 29b as a
function of z - for fixed py. For each data sample the corresponding interpolated sexsi®n
ratios are superimposed as full lines.
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Figure 29:R = f,/(f»): @) as a function of at fixedzr, b) and c) as a function ofr at fixed
pr. The full lines represent ratios of interpolated crossieast Due to the close similarity of
the pr distributions in the range 0.3 pr < 1.1 GeV/c only the interpolated lines are shown in
panel c)

Thepr dependence, Fig. 29a, reveals structure atdpwhich has been shown in [1] to
result from resonance decay, together with a strong inereftbe ratio by almost three orders of
magnitude between, = 0 andxz = 0.5. This increase is progressively reduced with increpsi
pr to less than an order of magnitudepat~ 2 GeV/c. In factR approaches unity in the high-
region for allz - values shown, and the extrapolation of the data intergaigfull lines) beyond
the measureg, range indicates a convergence poinkat- 1 for pr ~ 2.5 GeV/c. Thisis again
an indication of resonance decay. A study of the pion crostsoses resulting from the decay of
an ensemble of 13 known resonances [42, 44] has indeed sheaivthe inclusive pion yields
are saturated in the range k5p; < 3 GeV/c, at SPS energy, by two-body resonance decays.
The highpr pions originate either from high mass resonances or fromhifjle mass Breit-
Wigner tails of lower mass states. In both cases the availabimentung in the resonance cms
becomes high enough so that the dependence on thermatshe decay particle induced by
the energy term

Eems= v q> + m? (9)

in the Lorentz-transformation from the resonance cms toetperimental system becomes
small. This means, always considering two-body decaystlteayield dependence on the kine-
matical variables:» andpr should become similar for pions and protons and therefa® th
ratio should tend to be stable against these variables. Gtvaldimiting value of p{r) de-
pends however on the details of the isospin structure of #éingamic and mesonic resonances
contributing to the proton and pion production in this sectf phase space [42,44].
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Thezr dependence at fixed-, Fig. 29b, shows again the strong increasé&aofith =
in the lowp region, with a progressive tendency to flatten out with iasiegpr. This results,
atpr up to about 1 GeV/c, in a convergence point at~ 0.5 whereR becomes practically,
independent predicting the equality of meanfor pions and protons in thig, region shown
in Sect. 10.1, Fig. 56. Abr > 1.1 GeV/c andrr > 0.3, see Fig. 29c, ther distribution of
protons becomes steeper than the one for pions. TheRkatias approaches unity from above,
whereas atr < 0.3, Fig. 29b, the opposite trend is visible as discussedeabo

Concerning the relation of anti-protons to pions it is iradéd to rather study thg/n—
ratios. This is due to the similar isotriplet structure oftbthe baryon-pair and the pion produc-
tion [33], see also Sect. 11.1. Thér~ ratios are shown in Fig. 30 both as a functiorpgfat
fixed xr and as a function of - at fixedp.
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Figure 30:p/7— as a function of ap at fixedzr, b) z at fixedps. The full lines represent
data interpolation. Data points and interpolated linesutisequent - (pr) values are shifted
upwards by 0.02 /7~

Due to the larger error bars f@ production together with the smaller range of varia-
tion, data points and interpolated lines of subsequen(Fig. 30a) andy (Fig. 30b) values
are shifted upwards by 0.02 @'7—. The full lines correspond again to the two-dimensional
interpolation of the invariant cross sections.

Similar to what has been shown forp), thep/z~ ratios increase strongly with- at low
xr by about one order of magnitude, Fig. 30a. And similarlys ihicrease reduces for larger
xr to a factor of only~ 2 at the limit of the measurementsagt = 0.35. In contrast there is a
general flattening of the; dependence fgr; beyond about 1.2 GeV/c.

As far as thery dependence is concerned, Fig. 30b, the strong increaseveliser
p/(m) with z ¢ is inverted to a general modest decrease which amounts tia & about four
betweenz = 0 and 0.35 at the highegt values. Atpr below 0.4 GeV/c however the ratios
show a distinct maximum atr ~ 0.2 and little if any difference comparing the valuesat=0
and 0.35.

In order to bring out the trends described above more clgaeyratios of the interpolated
cross sections are shown, without scale shift, separatdfigs. 31a and 31b.

Here again, itis worth to note the flattening of fhedependence above 1.2 GeV/c and the
convergence of the ratios for the higher range where the mean- for p and pions becomes
comparable.
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8 Comparison to Fermilab data
8.1 The feed-down problem

Before proceeding to a detailed comparison with the dasespelcified in Sect. 2, the gen-
eral problem of baryon feed-down from weak decays of strdnyperons has to be discussed.
In the case of the NA49 data a feed-down correction has batorped (Sect. 6.4). It amounts
to typically 5-20% of the measured baryon yields, with sfeair andpr dependences. This is
only a fraction of the total hyperon decay contribution as T C tracking system of the NA49
detector has a resolution of the primary vertex positiofigaht to reject a major part of the
decay baryons. This is not a priori true for the referenca.das most of the corresponding ex-
periments date from the 1970’s to the early 1980’s, micndexedetection or precision tracking
was not available and therefore a large fraction if not athefdecay baryons contributed to the
measured cross sections. What counts here is the distatieefott tracking elements from the
primary vertex in relation to the typical hyperon decay ling

For the CERN ISR collider it may be stated that, given theedéht detector layouts
for the x andp ranges covered, and given the large dimension of the irtteradiamond,
practically all baryonic decay products are included inghblished data. A correction for this
feed-down has not been attempted by any of the quoted expetism

For fixed-target experiments the situation is somewhat rooneplicated as the range of
lab momenta covered shows a much larger variation. Measmesnin the target hemisphere
with lab momenta comparable to the range at colliders araitkdfi prone to feed-down con-
tamination. But even in the forward direction with momeniathie range of several tens of
GeV/c, in many cases the first active detector elements ang maters away from the primary
vertex, not to mention the general absence of precisioRitrgcA precise simulation of trajec-
tories through the detectors and the aperture-definingwatibrs would be mandatory to come
to a quantitative determination of the feed-down contidns.

A feeling for the size of the corresponding corrections mayobtained from Fig. 32
where the total yield of decay products is given in percerthefdirect baryon cross section for
protons and anti-protons gts = 17.2 GeV/c.

Whereas this fraction tends to decrease below the 10% lewel & 0.4 for protons, it
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Figure 32: Total feed-down for a) protons and b) anti-pretas function of: - for differentp,
values

stays constant or even increases withfor anti-protons, with a sizeable- dependence. The
data comparisons carried on below will therefore attempiddress this problem on a case-to-
case basis.

8.2 The Brenner et al. data, [9]

This experiment offers 90 overlapping data points for pnstand 19 points for anti-
protons at the two beam momenta of 100 and 175 GeV/c. If thistital errors of the proton
sample are typically on the 1-10% level, the ones for artdtgurs are considerably larger and
vary between 20 and 50%. The situation is quantified in FigwB&h shows the distribu-
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Figure 33: Statistical analysis of the difference betwdmnmeasurements of [9] and NA49 for
protons (upper four panels) and anti-protons (lower fomets): a) and e) error of the difference
of the measurements; b) and f) difference of the measuresn@&rnd g) difference divided by
the error; d) and h) difference divided by the error aftedfdewn correction of data from [9]
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tions of the statistical errors, the differences to therpatated NA49 data and the differences
normalized to the statistical errors for protons and argtgns, with and without feed-down
correction of [9]. This latter distribution should be cemi# at zero with variance unity if the
two measurements are compatible on an absolute scale.

Evidently the feed-down correction helps to reduce the atrd0% average difference
for anti-protons, but over-corrects for protons. It shobtwivever be realized that the mean
differences are for protons on thed% level which signals good agreement if compared to the
quoted absolute normalization errors. This result verifiesexcellent agreement found in [1]
for pions.

The distribution of the comparison data over phase spaceb®gydged from Fig. 34
where ther andp distributions of the data points from [9] are given agaihstinterpolated

NA49 data.
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Figure 34: Comparison of invariant cross section betweedAWN#ines) and measurements from
[9] at 100 (full circles) and 175 GeV/c (open circles) for fmas as a function of g); at fixed
xr and b)xr at fixedpr, and for anti-protons as a function of g) at fixedz and d)x at
fixed pr. The data were successively divided by 3 for better seerati
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8.3 The Johnson et al. data, [10]

From this experiment 54 and 26 data points for protons aniepaotons, respectively,
may be used for comparison. The data were obtained at 10&&D800 GeV/c beam momen-
tum. As in the Brenner experiment, there is a large diffeedmetween the statistical errors of
protons (2-6%) and anti-protons (10-30%).

As the measurements were done in the backward hemispheerapdmum lab mo-
menta of 2.3 GeV/c and as the aperture defining first magnéaceg at about 7 decay lengths
for the maximum contributing hyperon momentum, a majortfcercof the feed-down baryons
must be expected to be contained in the data sample. Thisildesin Fig. 35 where again the
distributions of the statistical error, of the differenaedahe relative difference to the NA49
data with and without feed-down correction are presented.
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Figure 35: Statistical analysis of the difference betwéemieasurements of [10] and NA49 for
protons (upper four panels) and anti-protons (lower fomets): a) and e) error of the difference
of the measurements; b) and f) difference of the measuresn@&rdnd g) difference divided by
the error; d) and h) difference divided by the error aftedfdewn correction of data from [10]

Particularly for protons an improvement of the experimeditierences is visible with
feed-down correction, with mean deviations on the few pereel. The large rms values of the
relative differences are, however, noteworthy. As wasagalyehe case for the pion comparison
[1], this speaks for additional fluctuations beyond thosatficounting statistics proper in this
experiment. Why the mean relative deviations are below tareard deviation for the baryons
and about 3 standard deviations for pions [1] remains homnavepen question.

The phase space distribution of the Johnson data, compathd NA49 data interpola-
tion, is shown in Fig. 36.

8.4 The Antreasyan et al. data, [2]

This so-called "Cronin” experiment represents the only sneament near = 0 in the
SPS energy range. As it is overlapping with the lower ISRgneange there is a long standing
problem with an unresolved discrepancy of the proton yibidabout a factor of 1.3-1.4 and of
the anti-proton yields by a factor of 2, whereas there isaealsle agreement of the pion cross
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Figure 36: Comparison of invariant cross section betweeANAnes) and measurements from
[10] at 100 (full circles), 200 (open circles) and 400 GeMidl(triangles) as a function af ¢

at fixedpr for a) protons and b) anti-protons. The anti-proton dateeveerccessively divided
by 3 for better separation

sections [18]. The experiment which was aiming at highproduction contributes just a couple
of cross sections at the- values of 0.77 and 1.54 GeV/c in the NA49 range.

A first problem is connected with the fact that the spectr@metas set to a constant
lab angle of 77 mrad at all energies and for all particle m&sEhkis results in aR/s andpr
dependent offset im which introduces non-negligible variations of the crossisas. This is
quantified in Table 6 which gives the corresponding dewntim = and of proton and anti-
proton cross sectionA f, referred tarx = 0.

Pbeam 200 300 400
pr Vs 19.3 23.7 27.3
vr -0.028 -0.045 -0.053

Afpy [%] -35 -8.9 -12.0

0.77  Af, [%] 1.2 3.1 4.2

Rp 0.713t0.081 0.9720.097 0.956:0.101
R, 0.726t0.084 0.79#£0.082 0.768:0.081

Tr 0.013 -0.020 -0.037
Afs [%] -0.3 -0.8 2.2
154  Af, [%] -

Rp 0.756t0.058 1.238-0.059 1.548-0.059
R, 0.728t0.044 0.8240.044 0.802-0.074

Table 6: Offset inz- and difference\ f in the cross section due to this offset at differgfi
andpr. The cross section ratiB between the data from [2] and NA49.

A second problem is also here connected to feed-down. As it$te diperture-defining
collimators of the spectrometer are about 18 m downstreatheofarget, a good fraction of
the feed-down baryons may enter into the acceptance. Holipirig. 32 this may well give
downward corrections of up to 18% for protons and 13 to 16%afi-protons in the givepr

range.
The cross section ratioB between the data from [2] and NA49 are also presented in
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Table 6. They are shown in Fig. 37a for protons and Fig. 37afrprotons as a function of
\/s. For protons there is to first order arindependent offset at 0.75, whereas for anti-protons
the expected strongrdependence of anti-baryon production is evident. In tasechowever,
when extrapolating this dependencete = 17.2 GeV, there is a discrepancy of about a factor
of two as compared to the NA49 data. Similar discrepancige baen mentioned above with
respect to the ISR data.

In order to clarify this experimental situation one may ta&éerence to data at lower
v/s and at ISR energies. In Table 7 the cross section ratios bettie PS experiment of [31]
at /s = 4.9 and 6.8 GeV, the Serpukhov experiment of [32]/at= 11.5 GeV and the ISR
measurements [18, 19] ats = 23 and 31 GeV, and NA49 are given. These data ratios are
presented in Fig. 38 as a functiongk.

prly/s 4.9 6.8 115 23.0 31.0
0.77 Ry 0.338:0.05 1.344+0.15 1.68:-0.22
R, 3.13£0.30 1.9%0.22 1.374+0.18 1.02+0.10 1.0#0.10
154 Ry 0.270£0.05 2.40+0.40 3.5Q@-0.60

Ry, 2.35%0.60 1.76:0.60 0.97&0.15 0.9920.15 1.13-0.15

Table 7: The cross section ratiGsbetween the data from [18, 31, 32] and NA49

In Fig. 38a the very strong decrease of the central invapaotion cross section up to
SPS energies is evident. This decrease is compensated lopriygaratively strong increase
of pair produced protons from Serpukhov through SPS up tod@é&tgies which produces an
effective flattening of the-dependence betweepis = 17.2 and 31 GeV followed by a steady
increase at higher energies. As explained in detail in [B&]droper subtraction of the yield of
pair-produced protons results in a continued decreaseafdhproton yield to about zero at the
highest ISR energies.

As shown in Fig. 38b the increase of the anti-proton crosssefrom threshold through
Serpukhov and SPS to ISR energies gives a consistent piottite comparison of the exper-
iments quoted in Table 7. The difference in thelependence between the lower range at
0.77 GeV/c and ther of 1.54 GeV/c should be noted. It is evident also in the Cratata,
Fig. 37b.
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Figure 38: The cross section ratiésbetween the data from [18, 19, 31, 32] and NA49 as a
function of /s for two values ofpr for a) protons and b) anti-protons. In both of the panels the
NA49 point is indicated with full triangle

In conclusion it appears that the data from [2] seem to be tavib&ryons in comparison
to all other available data, by 25% for protons and- 50% for anti-protons.

9 Comparison to ISR and RHIC data

As shown in Fig. 1 the ISR data on baryons coventh& plane quite extensively with a
series of different spectrometer experiments in the rahgésdrom 23 to 63 GeV. The present
paper will limit the detailed comparison to the forward @mgatzr > 0.1, with the exception
of the preceding chapter where a few pointscat= 0 were included in order to clarify the
experimental situation. The reason for this limitatiorslia the rapid evolution of both the
proton and anti-proton yields at central rapidity and indiféculties of defining "net” protons
as the difference between proton and pair-produced protiss cections. Here, the use of data
from the isospin-reflected reaction n+p p, p is mandatory in order to fully understand the
isospin structure of baryon pair production [33]. The calnirea will therefore be treated in a
subsequent publication including the neutron beam datitabi@to NA49.

The main interest in regarding the forward ISR region of barproduction lies in a
detailed study ot-dependence both of the proton and anti-proton cross ssctspecially in
relation to scaling concepts and to the question of formil#habf the p; andz distributions.
Two collaborations [11-17] have contributed data in fodveirection, with more than 1200
data points for protons and a comparatively rather limitgtcb$ only about 100 points for anti-
protons.

It should be remarked that all ISR data are corrected by ubdoyon feed-down from
hyperon decay as described in Sect. 8.1.

9.1 Proton data [12—-14] from ISR

The rich data set of [12—-14], if compared directly and as ale/tho the NA49 data,
reveals a discouragingly wide distribution of differendeig). 39, with an rms of twice the mean
statistical error and a full width at base of more thia®0%. It will be demonstrated below that
this may be understood as the combination of two effectsehaan apparent normalization
uncertainty of about 10% rms and a very sizeable shape chafrthe = distributions in the
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regionzz > 0.7 which introduces systematic deviations of up to 30% réteoto bring this out
clearly the comparison will be conducted in several steps.
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Figure 39: Statistical analysis of the difference of the l8RBasurements [11-15] with respect
to NA49: a) error of the difference and b) difference of theasi@ements

A first step regards the data [12] gfs = 31 GeV (118 points), covering a range from
0.5to 1 inzr and from 0.47 to 1.08 GeV/c inr. The necessary feed-down correction to these
data is relatively small, ranging from 8% at the lowesgtto zero forxr > 0.85. The overall
distribution of differences against NA49 is shown in Figad@here again the large width and
a considerable offset are evident. When however plottirgdifferences for each of the 25
availablex  values separately, Fig. 40b, a sizeable depletion of thed&R abover = 0.7
becomes visible, followed by a rapid increase towards tffeadtive peak atr > 0.97. The
mean values overr at eache, Fig. 40c, indicate this trend with good precision. Wherttoig
the point-by-point differences to this curve, Fig. 40d, thes width is reduced to the expected
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Figure 40: Comparison between [12] and NA49: a) distributibdifferences, b) scatter plot of
differences vsz -, ¢) mean values of differences ovyer as a function ofc -, d) distribution of
point-by-point difference to the mean valig,
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mean value of the statistical errors.

It should be pointed out that in the region belaw = 0.7 the mean difference is flat
and close to zero with an offset of about +2.5% with respeth¢oNA49 data. This is a first
indication of approximate scaling.

In a second step the data [13] are compared to NA49. This eaid 34 points) covers
a widepr range from 0.17 to about 2 GeV/c with- ranging from 0.3 to 0.7. These data are
therefore below the region of depletion discussed above . fdranges from 31 to 53 GeV.

A first look at the 9 availabler distributions at the differeny/s andxr values as com-
pared to the interpolated NA49 data, Fig. 41, shows gooceageet as far as the shape over the
full range ofpr is concerned.
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Figure 41. Comparison gf; distribution at fixedr - values (indicated in the plot) from [13] to
interpolated NA49 data (full lines) and to interpolated NAdata corrected with factors from
Table 8 (dashed lines)

There are however noticeable offsets with respect to NA4&hvimay be described by
multiplicative factors as shown in Table 8.

zrly/s 31 45 53

0.3 1.00
0.4 0.83
0.5 1.05

0.6 1.09 1.18 1.18
0.7 1.05 133 1.33

Table 8: Offset factors with respect to NA49
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Applying these factors to the ISR data the distribution dfedences to NA49 becomes
centered at zero with a variance which corresponds to the miethe given statistical errors,
Fig. 42.
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Figure 42: Statistical analysis of the difference of the I8Basurement [13] with respect to
NA49: a) error of the difference, b) difference of the measuents and c) difference of the
measurements after renormalization using the factorsldETa

The mean of the offset factors, including the first data setudised above, amounts to
1.10. This might indicate a general increase of the protosssections at ISR energies com-
pared to the SPS by this amount. The sizeable fluctuationeobfiset with bothz and /s
shown in Table 8 indicates however at least an additionahabzation problem.

This problem can be quantified in a third step by comparinddlge data set [14] with
about 1000 data points spread over 9 different valugg«from 23 to 62 GeV, withpr andz
ranges of 0.3—-1.7 GeV/c and 0.64-0.96, respectively. Itishibe mentioned that this experi-
ment did not have particle identification so that in the lowgmrange a correction for* and
K™ had to be applied (see Sect. 5.4).

A first impression of the evolution of the invariant crosstgetin the region above
xr = 0.65 may be obtained from Fig. 43 which shows theaveraged deviations from the
NA49 data as a function of» for the nine,/s values. Although the depletion at- > 0.8 is
generally similar to the one shown gfs = 31 GeV (Fig. 40c) rather important overall devia-
tions from unity in the flat region below, = 0.7 are visible, similar to the ones given in Table 8
for /s = 45 GeV.

Tentatively normalizing this lower . region to the NA49 data one obtains the normal-
ization factors given in Fig. 44 as a function g%,including also the ones from Table 8. The
projection of this distribution on the vertical axis showsvae spread with an rms of about
14% and a mean of 1.16.

The variance is in agreement with the normalization uncestgiven by the experiment.
The offset might indicate a general increase of the invagawss section over the ISR energy
range by about this amount. This will be discussed in moraildatiow.

As visible from Fig. 43 the depletion at high- develops in a characteristic fashion as a
function of \/s. In order to bring this evolution out more clearly the ISRadate normalized to
NA49 using the lows - correction factors of Fig. 44 and the mean ratios plotted fasmetion
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in Sect. 7.2 to correct the high- Fermilab data fos-dependence. As is visible from Fig. 45
a consistent, smooth decrease of the invariant cross esdtiom,/s = 8 to /s = 63 GeV/c is
experimentally established. It continues to lowgs with the data from [31] not shown here.
Seen as a function af- this decrease starts at- ~ 0.75 with a few percent depletion and
reaches its maximum atz ~ 0.90-0.95 with an almost 40% effect.

In this context it is of course interesting to look at the laglY's range of the pp colliders.
Only one data set from the UA4 experiment [34] is availableshehich covers the » range
from 0.92 to 1 with fourp; values between 0.74 and 1.07 GeV/c. Applying the same method
described above by averaging oyerand normalizing to the NA49 data, thés dependence
shown in Fig. 46 is obtained.

Although the compatibility of the UA4 data with ISR resultashbeen noted in [34] the
strongs-dependence from lower energies implies a minimum of thariawmt cross section at
about RHIC energy and a subsequent rise towards qgoHider energy, Fig. 46. This raises
another question concerning baryon number conservatisrih@ total inelastic cross section
rises by 13% at the highest ISR energy and by 48%/at= 540 GeV as compared to SPS
energies, the proton density at high will decrease faster than the invariant cross section with
increasings. This is indicated by the dashed line in Fig. 46 which showessyolution of proton
density rather than invariant cross section. In this casateefling of thes-dependence up to
collider energy is not excluded. As at the same time the akn#t proton density decreases
at the higher ISR energy range [33] the eventual scaling @firitaariant cross section in the
intermediater - range has to be questioned. Unless the whole decrease ohgiensity at low
and highz - plus the increase of the inelastic cross section is absanb@thcreased neutron or
heavy flavour (mostly strangeness) production, there shioellproblems with baryon number
conservation. In this sense the mean increase by about 209 wivariant proton cross section
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Figure 46: Normalized mean ratiB,om as a function of\/s at fixed z including the UA4
measurement. The star indicates the NA49 point, full linesariant cross sections and dashed
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which is visible in the average cross section ratios of Figmight be real. In fact the percentage
rise of the inelastic cross section over the ISR energy rasm@éso indicated in this Figure.
Although of course the large systematic uncertaintieseérl8R data do not allow for a definite
statement, an upwards scaling violation of the invariaotqr cross section of 10-20% over the
ISR region cannot be excluded at this stage. The interestitegnediate,/s region at RHIC
energy is only covered in the interval 04 2 < 0.3 by the BRAHMS experiment [43] in
two rapidity windows, see Sect. 9.5. However, recent data fdeep inelastic leptoproduction
at HERA [38, 39] help to fill the gap inx up to the kinematic limit at/s ~ 130 GeV, see
Sect. 12.

9.2 Proton data [17] from ISR

The data of Capiluppi et al. [17] offer an additional set aftpn cross sections with 184
points at four ISR energies apg andx  ranges of 0.16—1.38 GeV/c and 0.05-0.6 respectively.
This coverage has some overlap with the data [12—14] disdussove.

Plotting again, after feed-down correction, the pointgoyat differences to the NA49
data, Fig. 47, a picture similar to Fig. 39 emerges with amaye offset of +6% and an rms of
17%.

Given a mean statistical error of the data [17] of 13%, Fig.th& variance indicates
again additional normalization and/or and,/s dependences which are however much smaller
than the ones found in the forward data of [12—14]. The distions of the differenceA with
respect to the NA49 data plotted separately for the fgurvalues, Fig. 48, indicate only a
small if any s-dependence. There is also, within the stegistincertainties, no discernibig-
dependence as shown by the mean differences as a functigninfFig. 48.

It should however be mentioned that in this region there are two counteracting phe-
nomena to be taken into account. Firstly there is the deeragfasentral net proton density with
increasing,/s in the approach to baryon transparency [33]. Secondly tisetiee strong in-
crease of pair produced protons wiifs, see Sect. 9.3 below. Both phenomena extend over the
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Figure 47: Comparison of the ISR measurement [17] to the N/&4AQlts: a) differencé\ as a
function ofz and b) distribution of the differences
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Figure 48: Distributions of the difference& for different energies: a)/s = 53 GeV, b)
Vs =45 GeV, c)y/s = 31 GeV, d)/s = 23 GeV, e) Distribution of the errors of [17]; Mean
difference as a function of f)/s and @)z r

region ofz - studied here. A detailed discussion has to take into accasrglready mentioned
in Sect. 8.4 above, the isospin structure of baryon pairyetdn. This will be elaborated in
a subsequent publication. The observed overall offset ofit$6% indicates again a possible
upwards scaling violation of the invariant cross sectiothi@ ISR energy range on the 10%
level.

9.3 Anti-proton data [15, 16] from ISR

The data of Albrow et al. [16] have been obtained at fixed aagtkfor three ISR energies
of 31, 45 and 53 GeV. They cover a range of 0.12 to 0.64rand 0.16 to 0.8 GeV/c ipr. The
comparison to the NA49 data is shown in Fig. 49a without arimwliéh feed-down subtraction.

The difference distributions of Fig. 49 show an offset of 3486 the non-subtracted
case which reduces to 2% applying the feed-down correciiba.variance of the distributions
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Figure 49: Comparison between data from [16] (points) and®¢esults (lines) as function of
pr: @) without feed-down correction of data [16] and b) withdedown correction. Distribution
of the differences: c¢) without feed-down correction and dhveed-down correction

is again somewhat larger than the mean statistical errof7&% hecessitating an additional
fluctuation of the normalization of about 13% rms which cogplvith the estimated margin.
There is no discernible-dependence in the ISR data itself, andsaependence up from SPS
energy after feed-down subtraction. This somewhat sungriesult is verified by the second
measurement [15] which provides 14 data points at fixed 0.19 andpr ranging from 0.14
to 0.92 GeV/c and/s = 53 GeV/c, Fig. 50.
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Figure 50: Comparison between data from [15] (points) and®#esults (lines) as function of
pr: @) without feed-down correction of data [15] and b) withdesown correction. Distribution
of the differences: c¢) without feed-down correction and dhweed-down correction
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Again there is an offset of +23% without feed-down correttwhich reduces to +3%
after subtraction. In this case the rms fluctuation of thietghces is about a factor of 1.8 above
the given statistical errors.

Taken at face value these results would establish a pedelihg of the anti-proton cross
sections from\/s = 17 to/s = 53 GeV in the overlapping; range between 0.1 and 0.4.

9.4 Anti-proton data [17] from ISR

The anti-proton data from Capiluppi et al. [17] cover, foe four ISR energies 23, 31, 45
and 53 GeV, the:;- range from 0.05 to 0.42 and thpe range from 0.18 to 1.29 GeV/c. Hence
there is almost complete overlap with the data [15, 16]. @ontto [15, 16] however, the data
comparison with NA49 shows a large positive offset, seeFigwith means of +100% without
and +60% with feed-down subtraction.
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Figure 51: Comparison of the ISR measurement [17] to the N&48lts without feed-down
correction of [17]: a) differencé\ as a function ofr and b) distribution of the differences,
and with feed-down correction: c) differencg,,; as a function of: - and d) distribution of the

differences

When plotting the difference distributions separatelytferdifferent,/s values, Fig. 52a-
d, a cleas-dependence becomes evident, with mean values varying#i®% at,/s = 23 GeV
to +74% at\/s = 53 GeV. A small:r dependence cannot be excluded as shown in Fig. 52e.
In Fig. 52f the differents-dependences treated in this paper, [19kat= 0 andpr = 0.77
GeV/c and [16] overlapping with [17] atrr) = 0.19 and({pr) = 0.56 GeV/c are shown for
comparison. Given the apparent strondependence of the central anti-proton yields [18, 19],
see Fig. 38, and the eventual decrease withFig. 52, the results from [18,19] and [17] may
be regarded as compatible within the sizeable systematicserThe results from Albrow et
al. [15, 16] can however not be reconciled with the observegeddences. This discrepancy
remains unexplained, especially in view of the fact thatgieon and pion [1] yields from the
same experiment do not show deviations of comparable maimit
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Figure 52: Distributions of the difference& for different energies: a)/s = 53 GeV, b)
Vs = 45 GeV, ¢)y/s = 31 GeV, d)/s = 23 GeV,; Mean difference as a function of &)

and f)/s

9.5 Proton and anti-proton data [43] from RHIC

As explained above in the beginning of Sect. 9, the presgramanits itself to the discus-
sion and comparison of data in the range> 0.1. In view of the discussion afdependence
in Sects. 9.1 and 9.2 it is of particular interest to includéadrom RHIC into the comparison.
The BRAHMS collaboration has recently presented baryoata §43] from p+p collisions at
/s =200 GeV at the forward rapidities of 2.95 and 3.3 and at trars® momenta larger than
0.7 and 1.3 GeV/c, respectively. Viewed in the scaling \@dea -, Fig. 53c, this corresponds

[mb/(GeV?¥c®)]

d’c

[ [GeVic]

[ [GeVic] Xg

Figure 53: Comparison of data from [43] with NA49 results daraction of pr at two rapidity
values for a) protons and b) anti-protons. The measurenmaénts 3.3 are multiplied by 0.1 for
better separation. Panel c) valuesigf andp; corresponding to the two rapidity windows of
the BRAHMS experiment
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to arange from 0.1 to 0.3 which offers considerable overldp the NA49 experiment and the
ISR data of [17].

The invariantp distributions of protons and anti-protons for the two rapd are pre-
sented in Fig. 53a,b together with the NA49 data interpdlatethe correspondingc{,pr)
values.

Several features are noteworthy in this comparison:

— the BRAHMS data for protons are very close for the two ragiditndows in the common

pr range from 1.3 to about 1.6 GeV/c, see also Fig. 54.

— the same is true for the NA49 data. In the rapge> 1.6 GeV/c the cross sections at the
higher rapidity are depleted by similar amounts in both expents.

— atpr < 0.9 GeV/c the BRAHMS data diverge sharply upwards from thel8ldistribu-
tion.

— asimilar pattern emerges for the anti-proton data althabigltomparison is here limited
to pr < 1.6 GeV/c due to the counting statistics of NA49. There is éwav a general
depletion of the cross sections in passing from 2.95 to 3it3 ohrapidity.

6 2.5

|

1.5}

ey=2095 9] 0.5
oy=33 P P
O 11 1 1 I 1 1 1 1 I 1 11 1 I 11 1 1 I O 1 11 1 I 1 11 1 I 1 11 1 I 1 11 1 I O I I
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Figure 54: RatioR between BRAHMS and NA49 cross sections as a functiop;0at two
rapidity values for a) protons and b) anti-protonsjas function of,/s including point from
ISR [17]. The ratio of inelastic cross sectiong,(200)/0ine(17.2) is indicated in panel a) with
a dashed line

This situation is quantified by the cross section ratiostptbin Fig. 54. The proton ratios,
Fig. 54a, decrease sharply from 2.8 at the lower limit of tiRRRABIMS acceptance to values of
about 1.4 in the range 09 pr < 1.3 GeV/c. This ratio is close to the ratio of inelastic cross
sectionsrine (200) /oinel(17.2) indicated as a line at 1.34 in Fig. 54a. Tentatively attiigithe
low-p divergence to an edge effect of the BRAHMS acceptance onearae that in the
region belowpr ~ 1 GeV/c the invariant cross sections are scaled up by justatiie of the
inelastic cross sections, see also the argumentation in &é&aoncerning-dependence. This
would mean that the proton densities in the range considered here arendependent with
the exception of the higl region above about 1 GeV/c where a substantial increageisf
visible. Compare also the discussion of the HERA datg/at= 130 GeV in Sect. 12 at low
pr < 0.6 GeVl/c.

For the anti-proton ratios, Fig. 54b, a qualitatively samnipicture emerges, with the im-
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portant exception that there is a general increase of tlagiant yields beyond the ratio of the
inelastic cross sections. The divergencg;ak 0.9 GeV/c is quantitatively the same as the one
observed for protons, indicating problems at the lower esfgae BRAHMS acceptance also
for anti-protons. As already observed for protons the saftiw y = 2.95 andy = 3.3 are quite
similar and they tend to be constant at £ < 1.4 GeV/c followed by an increase towards
higherpy. For anti-protons however, the flat part of the ratio coroesfs to a value of 2.7. Re-
peating the argument for protons by taking into accountnicesiase of the total inelastic cross
section, an effective increase by a factor of 2 of the ardtgr density is resulting. Combining
this increase with the one observed at the mgamf the ISR data [17], see Fig. 52e, in this
range, thes-dependence shown in Fig. 54c may be extracted.

In conclusion and within the» range of 0.1 to 0.3 the scaling of proton densities rather
than inclusive cross sections may be established from Sfe8gh ISR up to RHIC energies.
For anti-protons, a smooth increase by about a factor of $veeén over the samgs interval.
For both particle types the yields increase towards highereaching for protons a factor of
about 1.7 at 2 GeV/c as compared to SPS energy. This increasde confronted with the
apparents-independence of the shape of the protgndependences up tg’s = 53 GeV in
this pr range as demonstrated in Sect. 9.1, Fig. 41. Taken at fage thais would mean that
there is a strong evolution of the transverse momentum diree between ISR and RHIC
energies. Some basic differences between the ISR and RHbi€iments have, however, to be
taken into account in this respect. If the ISR experimentewrgggering on typically more than
90% of the total inelastic cross section, this is not truettier RHIC situation. The BRAHMS
experiment for instance triggers on only 70% of the inetastoss section with a trigger de-
vice which spans angles between 0.6 and 4.4 degrees witbatetgpthe beams. In addition,
a coincidence between both rapidity hemispheres is reggdie$his means that single as well
as double diffractive events are excluded from the triglfehis in itself might not introduce
grave biases at least for proton production in the forward\BRIS acceptance, see Sect. 6.2,
it is the apparent azimuthal asymmetry of the beam-beamgédrigystem on the spectrometer
side which might cause systematic effects. By pointing ain@y the spectrometer acceptance
in the medium to highy; region it will tend to increase the measured higtyield from simple
energy-momentum conservation arguments. A strong azahgtirrelation between forward
hadrons has indeed been observed in p+p interactions abB¢4b] with trigger particles at
1 < pr < 4 GeV/c [46] in thexr/pr wedge of the BRAHMS trigger. This correlation in-
creases strongly with of both the trigger particle and the observed hadrons in gposite
azimuthal hemisphere. It is trivially explained by resotedecay governing ther region in
question [42,44]. In addition, comparing the forward piaelgs measured by BRAHMS to the
NA49 results [1] an increase of a factor of five is founthat= 2 GeV/c andy = 2.95, again
in contrast to results at ISR energies. Also this effect geexed to follow from resonance pro-
duction and decay. If extracting corrections for this teghgias from microscopic hadronization
models it must be ensured that production and decay of higis states are properly contained
in these models, see also the discussion in [42,44].

10 Integrated data
10.1 pr integrated distributions

Thepr integrated non-invariant and invariant baryonic yields @efined by:

49



dn/dxp = 7/0inel - V/5/2 - /f/E - dp>
P [ (10)
dn/dy = 7/ Cinel - /f - dp3.
with f = E - d3c/dp?, the invariant double differential cross section. The gni¢ions are
performed numerically using the two-dimensional datarpa&tion (Sect. 7.3). Table 9 gives

the numerical values and the first and second moments gf;tligstributions, as functions of
xr and rapidity.

p p p p

TR F Aldn/dzr Al{pr) A]{pZ) A F Aldn/dep Al{pr) A]{PZ) A|y]|dn/dy]| dn/dy
0.0 |0.7413 0.21 0.5749 0.2]0.5165 0.080.3601 0.1 0.1874 0.44 0.1477 0.420.4880 0.1}0.3156 0.31/0.00.07364 0.01869
0.0250.7494 0.16 0.5696 0.1§0.5187 0.080.3629 0.1 0.1823 0.3¢ 0.1407 0.310.4897 0.18.3176 0.340.1/0.07412 0.01860
0.05 |0.7746 0.14 0.5576 0.140.5212 0.040.3658 0.18 0.1708 0.32 0.1247 0.3]0.4924 0.1$0.3216 0.2}|0.20.07477 0.01815
0.0730.8169 0.14 0.5439 0.140.5226 0.0%.3671 0.1Q 0.1532 0.34 0.1031 0.330.4972 0.180.3286 0.250.30.07551 0.01759
0.1 |0.8802 0.180.5351 0.180.5214 0.040.3655 0.1# 0.1348 0.340.08245 0.3D.5038 0.1§0.3378 0.3]]0.40.07718 0.01681
0.1230.9630 0.1830.5321 0.13.5151 0.060.3585 0.0 0.1155 0.450.06394 0.41#.5109 0.180.3478 0.3]{0.50.07943 0.01587
0.15 |1.0741 0.18 0.5388 0.180.5099 0.0§0.3510 0.1]| 0.09723 0.500.04872 0.5(D.5185 0.240.3581 0.440.6/0.08226¢ 0.01479
0.2 |1.3620 0.1]1 0.5682 0.1]0.4980 0.0%0.3341 0.0§ 0.06671 0.5p0.02772 0.5/.5252 0.240.3665 0.4§0.7/0.08558 0.01360
0.25 |1.6853 0.14 0.5944 0.140.4923 0.060.3242 0.1() 0.04198 0.770.01475 0.7}0.5296 0.38.3710 0.640.80.09024 0.01237
0.3 |2.0307 0.16 0.6165 0.1$0.4930 0.0§0.3216 0.1]| 0.02401 1.080.007262 1.0f.5361 0.4$0.3789 0.7§0.90.09627 0.01103
0.35 |2.3807 0.08 0.6323 0.080.4953 0.040.3220 0.0} 0.01318 1.11.003491 1.1(®.5394 0.490.3826 0.841.00.10463 0.009639
0.4 |2.63410.10 0.6205 0.1(0.4978 0.040.3248 0.0}|0.006648 2.1®.001562 2.1#.5499 0.840.3911 1.581.10.1146% 0.008296
0.45 |2.8083 0.10 0.5938 0.1(0.4952 0.0%.3237 0.0 1.20.127130.007015
0.5 |3.0140 0.14 0.5778 0.140.4830 0.0}0.3108 0.1 1.30.14188 0.005733
0.55 (3.2814 0.21 0.5740 0.2]0.4616 0.1]0.2891 0.1 1.4/0.15901 0.004543
0.6 |3.3827 0.250.5458 0.2%0.4498 0.1¢0.2746 0.2 1.50.17881 0.003424

A e 0 I e =

{A B ' o E— — i

0.65 |3.3668 0.29 0.5032 0.2§0.4413 0.1§0.2645 0.24 1.6(0.20063 0.002444
0.7 [3.2902 0.36 0.4577 0.380.4326 0.1}0.2559 0.2} 1.7/0.22404 0.001646|
0.75 [3.3055 0.450.4301 0.4%.4168 0.2(D.2402 0.3% 1.80.24574 0.001052,
0.8 |3.4796 0.54 0.4252 0.540.3978 0.1$0.2195 0.3§ 1.90.2598( 0.000615
0.85 [3.7868 0.51 0.4362 0.5]0.3826 0.1¢0.2032 0.24 2.00.26832 0.000298
0.9 |4.5527 0.580.4877 0.58).3663 0.1$0.1875 0.3§ 2.1/0.27770 0.000110
0.95 [6.8665 0.50 0.7056 0.5(0.3674 0.18).1859 0.3 2.210.29182 0.000028

2.30.30972 0.000005
2.40.311610.0000007
2.50.30474
2.6/0.33347
2.7/0.41145
2.80.51284
2.90.26117

Table 9:py integrated invariant cross sectidn [mb-c], density distributiondn/dxr, mean
transverse momentuips) [GeV/c], mean transverse momentum squaped [(GeV/cy] as a
function ofxr, as well as density distributiafn/dy as a function of; for p andp. The relative
statistical uncertaintyA for each quantity is given in %

The corresponding distributions are shown in Figs. 55 arfdi§rotons and anti-protons.
The statistical errors of the integrated quantities arewe¢he percent level with the exception
of the anti-proton yields abover = 0.2 due to the limited size of the total data sample of
4.8 Mevents. This also sets a limit to the exploration of thteresting evolution of the mean
transverse momentum of the anti-protons, Fig.56b, whsbsriromz - = 0 to increase above
the values for protons atx > 0.2. The similar behaviour of the mean pion transverse memen
tum [1] with a cross-over atr = 0.5 is also indicated in this Figure. The sizeafple) of about
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Figure 55: Integrated distributions of p apdoroduced in p+p interactions at 158 GeV/c: a)
density distributionin/dzr as a function ofcr; b) invariant cross sectiof' as a function of
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Figure 56: ap/p ratio, b) meampr, and c) meap?. as a function ofr for p andp produced in
p+p interactions at 158 GeV/c. In panel b) the mgarof (7) in also shown

0.5 GeV/c for all particle species at- ~ 0.5 remains a challenge to most current hadronization
models.

10.2 Comparison to other data

Sufficientpy coverage is needed to come to a bias-free evaluation of tbgrated quan-
tities defined above. The danger of using straight-forwaialydic descriptions of limited data
sets is illustrated in the comparison to the integrateddgielf the Brenner et al. data [9]. As
shown in Fig. 57 large and systematic deviations are regultsing data which are compatible
on the few percent level for the measured double differeat@ss sections, see Sect. 8.2.

Here the apparent under-estimation of the related systemnatertainties visible in the
given error bars, Fig. 57b, is especially noteworthy. Th&teyatic trend as a function of-
happens to be opposite but equal in size to the one observpfs [1].

In comparison, the EHS experiment at the CERN SPS [35] usi@CaGeV/c proton
beam offers the necessary phase space coverage althoagiolliaboration did not publish
double differential data. The invariant integrated daespnted in Fig. 58 show indeed a rea-
sonable overall agreement as a function:ef with a few noticeable exceptions. For protons,
Fig. 58, there is strong disagreement aboye= 0.9. In fact the EHS data show no indication
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Figure 57: a) Comparison @f- integrated invariant cross sectidhas a function ofc for p
andp measured by [9] to NA49 results (represented as lines)gl)diion of the measurements
of [9] from the NA49 results in percent
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Figure 58: a) Comparison gf; integrated invariant cross sectidnas a function ofc for
p measured by [35] to NA49 results (represented as linedpidtjibution of the differences
between measurements of [35] and NA49 in percent in the magfie» < 0.9

at all of the presence of a diffractive peak. Even correctiregNA49 data for the-dependent
depletion in this area following Sect. 9 and also shown in B&ywith a dashed line, this dis-
crepancy remains present.

Evidently the trigger efficiency of only 77% of the total iastic cross section (compared
to 89% for the NA49 experiment) leads to uncorrected logst® diffraction region of protons.
In addition, correlated trigger bias corrections similar §izeably bigger than in the NA49 case,
see Sect. 6.2 and [1], have to be expected. This might expéatrof the systematic downward
shift of the invariant density by about 14% in the region below 0.9, Fig. 58b, which in view
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of the discussion of-dependence in Sect. 9 is in contradiction to the accunail&R data.
For anti-protons, Fig. 59, an expected increase yyiths borne out by an overall upward

shift of about 12%.
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Figure 59: a) Comparison ¢f- integrated invariant cross sectidghas a function ofc - for p
measured by [35] to NA49 results (represented as lines)abdR as a function of: » between
measurements of [35] and NA49

There is however a strong local structureatbetween 0.1 and 0.2 which is also present
in the proton data (Fig. 60a) and which is in all probabilityedo apparatus effects. In addition
the strong and apparently divergent increase of the aatepryields forxr > 0.2, Fig. 59b,
contradicts the flat » dependence of the enhancement at ISR energies, Fig. 52e. This effect
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Figure 60: Comparison gf integrated non-invariant density./dz r as a function of . for a)
p and b)p measured by [35] to NA49 results (represented as thick)ifide difference between
the thin and dashed lines shows the influence of\th¢2 F factor in Eq. 10 with respect to a

scaling invariant cross section
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is probably connected to the divergencegf) in the samery region, Fig. 62d. Itis also to be
compared to the erratic behaviour of the pion cross secfrons this experiment in the same
xp region [1].

The non-invariant density distributioas./dz for protons and anti-protons are shown
in Fig. 60. They demonstrate the strandependence introduced by the factgs/ £ in Eq. 10
above. Only at: > 0.2 this factor reduces to the simple multiplicative terfa .

The increase of particle densityat ~ 0 is practically equal to the increase @k. This
means that for am independent invariant cross section at lewthe total proton density will
diverge withs in this region, thus creating a problem with baryon numbeseovation [33].

The rapidity distributionsin/dy of [35] are presented for protons and anti-protons in
Fig. 61.

0.5F p -

dn/dy

0-4:’ * 102%F

Figure 61: Comparison gf; integrated densityln/dy as a function ofy for a) p and b)p
measured by [35] to NA49 results (dotted lines)

Here the extension of thescale with increasing/s should be noted, which is visualized
in the EHS data re-normalized to NA49 at = 0 also shown in Fig. 61 (dashed line). The
shape comparison of hadronic rapidity distributions dedént,/s hence suffers non-negligible
systematic effects which are to be carefully taken into anto

Finally a comparison of thg, integrated/p ratio and of the first and second moment of
thepr distributions as a function of - is presented in Fig. 62.

As there is no publishefp;) distribution available, the mean transverse momentum of
Lambdas from EHS [36] is compared to protons in Fig. 62b. Asf(pr) and (p2.) are con-
cerned, the measurements at the higferfollow, at increased levels, rather closely the shape
of the NA49 data as a function afz. This has already been apparent for pions [1]. It remains
however to be shown how much of the apparent increase hasitogoted to the absence of
diffraction in the EHS data as opposed to a tseependence. In this context the even smaller
fraction of the total inelastic cross section generallyilatzde for triggering at collider energies
has to be mentioned. Also here the effects of this trigges &l@uld be evaluated before detailed
conclusions may be drawn in comparison to lower energy data.
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Figure 62: Comparison as a functionagf of a) p/p ratio measured by [35] (full circles) and [9]
(open symbols) to NA49 (dotted line) , b) meanof A measured by [36] to mean- of protons
measured by NA49 (dotted line); Comparison of mgarfior ¢) p and d)p measured by [35] to

NA49 results (dotted lines)

10.3 Total baryonic multiplicities

The integration ovet:r of the dn/dxp distributions presented in Table 9 results in the
following total baryonic yields:

(np) = 1.1623
(np) = 0.03860 (11)
(np)/(np) = 0.03321

The statistical errors of these quantities are negligiblagared to the overall systematic
uncertainty of about 2—3% given in Table 2.

10.4 Availability of the presented data

As in [1, 30] the tabulated values of NA49 data are availablaumerical form on the
Web Site [42]. In addition, thex(,pr) distributions following from the two-dimensional inter-
polation, Sect. 7.3, are made available on this site.

11 Neutrons

11.1 NAA49 results

The unfoldedz - distribution of thepr integrated neutron yield has been shown in Fig. 7.
In this yield there is no distinction between the differertitral hadronic particles. The mea-
sured cross section is therefore the sum of neutrons, padluped neutrons, anti-neutrons and
KY particles which are experimentally inseparable. As in thtqm cross sections presented in
this paper the contribution of pair produced protons haseen subtracted, the neutron yield
may be defined as the total measured neutral hadron yieldsntiireuk) and the anti-neutron

contribution.
The K0 cross section can be described, invoking isospin symmbirithe average

charged kaon yield which is available to the NA49 experim{@8{. The corresponding
integratedr r distribution is shown in Fig. 63.
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Figure 63:p7 integrated density distributiodn. /dxr as a function ofc» of neutrons produced
in p+p interactions at 158 GeV/c. The subtractél &d anti-neutron distributions are also
shown

The situation with pair produced neutrons is somewhat monepticated. In fact it has
been shown that baryon pairs may be described as an isbspirtriplet [33] with the structure
given in Table 10.

I3 -1 0 1
: pn pp np
baryon pairs N
relative yield 0.5 11 1.5

Table 10: Isospin structure and relative yields of baryan paduction in p+p collisions

In p+p interactions it is reasonable to assume the relai®lely given above which are
typical of heavy isovectors with a relatively large supgres of the/; = -1 component with
respect td; = +1. From this table one gets the following predictions:

p(pair producedl/p = 1.66
n(pair produceg/n = 0.60 (12)
n/p=1.66

The first ratio is consistent with the result obtained by NAvith a neutron beam [33].
In view of this it seems reasonable to subtract from the totaltral yield 1.66 times the anti-
proton yield in order to obtain a definition of neutron protioic compatible with the one for
proton production.

The resulting subtracted neutran/dzr distribution as a function ofr is shown in
Fig. 63 together with the anti-neutron and Histributions used. Evidently these contributions
represent an important background to be taken into accalowx - ~ 0.4.

The numerical values of the neutron yields are presentedbieTl1.
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rp dn/drp A
0.1 0.481 20.8
0.2 0.407 14.7
0.3 0378 13.2
0.4 0.325 115
0.5 0.325 12.3
0.6 0.293 10.2
0.75 0.286 10.5
0.9 0.215 27.9

Table 11:p integrated density distributiofn /dx » for neutrons. The relative errdx is given
in %. It is governed by the systematic uncertainties quaiehble 2

11.2 Comparison with other experiments

As shown in Sect. 2 there are only two available measurenoémsutron production in
the SPS/ISR energy range, [20-22]. Both experiments haduped double-differential cross
sections measured at a set of fixed angles. The Fermilab ol&a lab angles between 0.7 and
10 mrad, the ISR experiment between 0 and 119 mrad. The pomdsgp distributions at

=
o

FT T T T[T T T[T T T T [TTT13 ETT T T[T T T T[T T T T [TTT13
Fy 2 Fermilab ] - b) ISR 1
" ] 10met E

[N

factor

107

107

f [mb/(GeV?/c?)]

10%E factor J 10° ;

10°F g :

F 10-5 E 3

10 E 3

i 107E 3

105k [ x.=02 E

E E x=03 3

s F x-=04 3

[ x=05 N

3 9L x.=06 A

" 10° ip =07 25 3

107E [ x-=08 E
E [ x-=09

E 17 |3

W % I | ‘ | | ‘ | ‘ L INL .11: 1111 ‘ || ‘ 11 ‘ 111 ]

10% o5 1 15 2 9% o5 1 15 2

[ [GeVic] [ [GeVic]

Figure 64: Neutrom distributions at fixed:» for a) Fermilab [20] and b) ISR [21], superim-
posed with the interpolated NA49 proton data (lines) scaligd an appropriate normalization
factor (indicated in figure). The data were successiveliddi by 3 for Fermilab distributions
and by 10 for ISR distributions
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fixed z are shown in Fig. 64 for both cases, superimposed with thed\#dton data scaled
with an appropriate normalization factor.

Evidently the proton transverse momentum distributiomwijole a fair description of the
neutron data as a function pf in the range from 0.2 up to 1.7 GeV/c for [20] and from 0.1 to
1.7 GeVI/c for [21]. However the “zero degree” data from botpeximents with the calorimeter
acceptance centered at 0.5 mrad [20] and 0 mrad [22] (teangIFig. 64b) respectively exhibit
upward deviations which increase witlx. This is shown in Fig. 65a,c by the n/p cross section
ratio atpr = 0, hand-extrapolated in the case of [20].

Q_ T L B L T L T T T
c ol a) o [20] + b 1’_ b) o[31] f ]
: p. =0 GeV/c + ]
4t ' - i + + +
: ¢ | el ! + s i
.t ¢ b4 ¢ ] : X = 0.225
ol 0
o 6 T L B L T L
c o o [22] + 1; d) o [31] + i
af b =0cevc 11 + + :
: + + |t H + :
+ | %9 =oes0 ]
Tyt 1P 7 ]
% 0z 04 06 08 1 % 02 04 06 08 1
Xg P, [GeVic]

Figure 65: Neutron to proton cross section ratio: a) [20] en@2] atpr = 0; b) and d) [31] at
/s =6.8GeV/c

Such an increase is not seen in the n/p ratio of the lower grimrgble chamber data
of Blobel et al. [31] plotted in Fig. 65b,d as a function f for two values ofz . Also in
the forward proton data of NA49 with neutron beam [37] whitlowd, by isospin rotation,
correspond to neutrons with proton beam, no peculiaritgwil; is visible. On the other hand
the effectivep; window covered by a finite size calorimeter acceptance as&e linearly with
xp. It reaches 0.4 GeV/c atr = 0.9 for [20], including the singular point at- = O for the
lowest angle setting. The proper evaluation of the bin gearid of the binning correction to be
applied can be rather involved in this case. The observeehloenhancement might therefore
be assumed to be a detector effect.

Under this assumption the normalization factors betweertrae and protorpr distri-
butions, Fig. 64, may be used directly to determinejthéntegrated neutron yields of [20, 21]
from the NA49 proton yields presented in Table 9. They arepamed to the NA49 neutron
measurement in Fig. 66a.

Evidently both measurements deviate strongly from the N£s$@ilts. These deviations
are given as relative factors in Figs. 66b and 66¢. A nonalrppattern emerges.
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surements [20, 21]; a)N/dxp, full line NA49, b) ratio R between [20] and NA49 and c) ratio
R between [21] and NA49. The effect of calorimeter resolutgsshown by the full line in panel

b)

For the Fermilab data there seems to be a constant suppredsabout a factor of 2
up toxzr ~ 0.6, followed by a sharp decrease towards largerAs in [20] no mentioning is
made of any calorimeter resolution unfolding this decréaseminiscent of the ratio of raw and
unfolded data of NA49 also shown in Fig. 66b. For the lowemrange it should be mentioned
that a subtraction of K has been performed.

For the ISR data the measured neutron yields are equal to M8mall region between
xr = 0.4 andzr = 0.5. For lowerz the yield ratio increases sharply. As for these data no
anti-neutron and<? correction has been attempted (with the exception bKbtraction for
the O degree data), and as the fringe of the calorimeterugsoltouchesc = 0 already for
the momentum setting at- = 0.2, sizeable contributions from anti-neutrons arjdriust be
expected here. In ther region above 0.6 again a sharp drop of the ratio is observetthid
case, however, the calorimeter resolution has been urdfeldeast for the lowest angle setting.

The following conclusions may be drawn from the discussiothe data sets [20—22]:

— The shape of the neutron transverse momentum distribusomsll described by the re-
spective proton distributions over the full rangewgf measured and fqr, > 0.2 GeV/c.

In the lowestp; bins containingyr = 0 both experiments show an upward trend with re-

spect to the proton distributions which is probably due toamptus plus binning effects.

— The extractedp, integrated neutron yields deviate by sizeable factors fioenNA49
data. For the Fermilab experiment this difference may berde=d by a constant factor
of ~0.52 plus an effect of the non-unfolded calorimeter resotun the larger - region.
For the ISR experiment there are continuous and large dengover the fullk:» scale.

At zr < 0.4 the missing K andn subtraction certainly governs the observed pattern,

with neutron densities exceeding the measured protonsyatdady at:» = 0.3. In view

of the unfolding procedure claimed in [20, 21] the sharp dase towards highr has to

remain unexplained.

— The use of these data for quantitative yield comparisonstisabe recommended.

12  Leptoproduction and hadronic factorization

Recent precision data from the ZEUS collaboration at HERAceoning proton [38] and
neutron [39] production provide results at mean energiabobit 130 GeV in the photon-proton
cms. These data allow for a rather detailed comparison tpthenteraction in the region above
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ISR and up to RHIC energies where little if any experimentébimation is available from
hadronic reactions.

12.1 Proton production

The ZEUS proton data [38] cover ranges from 0.1-0.7 GeV{g-iand from 0.6 to 0.99
in zr. Transverse momentum distributions at 6 values ofare compared in shape to the re-
normalized NA49 data in Fig. 67.
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Figure 67: Comparison of the proter distributions at several values of the NA49 results
(full lines) with measurements from [38]. The data were ggsovely divided by 10 for different
xr values for better separation. The dashed lines represeptttametrization used in [38]

Evidently the HERA data follow the shape of the lower energydpta rather precisely
within the quoted statistical errors. This complies witk thindependence of the, distribu-
tions up to/s = 53 GeV and up tpr = 1.5 GeV/c in the samer range, see Fig. 41. The
Gaussian fits used in [38] and shown as dashed lines in Fige&dtibe the measured cross sec-
tions reasonably well with some exceptionsrin. They deviate however systematically from
the NA49 data already at the highestvalues available in [38]. In fact a Gaussian approxima-
tion of the proton transverse momentum distributions isest lonly valid over very restricted
regions. This has been discussed in connection with theploextrapolation of the hadronic
data in Sect. 7.2 and has led to the application of the twaedsional interpolation scheme,
Sect. 7.3, which does not rely on any algebraic parameirizat he extension of thge; range
of the HERA data up to and beyond the GeV/c region would of e®lne very interesting but
has to remain on the wish list for eventual future work ondgpbduction.

A comparison opr integrated yields as they are given in [38] for the measusades of
p% < 0.04 and< 0.5 (GeV/cY to the NA49 data integrated over the same ranges is presiented
Fig. 68.
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The good quantitative agreement of the proton densities up t~ 0.8 in bothp win-
dows is noteworthy. This may shed some light on the questistaling versus increase of
total inelastic cross section in this energy regime as roeatl in Sect. 9.1. As the photonic to-
tal cross section rises at least as fast as the hadronic dimems energy, Fig. 69, a non-scaling
of the invariant cross sections as opposed to particle tiesigs necessarily implied by baryon
number conservation.
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Figure 69: Total inelastic cross section normalized/at= 17.2 GeV as a function of/s for
p+p (line) andy+h (circles) interactions

It is also interesting to regard the high- suppression extracted in Sect.9 from ISR and
collider data, Fig. 46, in connection with the HERA data. hgected decrease of proton
density aboverr ~ 0.7 is indicated by the lower line in Fig. 68. This effect waljjain be
discussed in relation to neutrons below.
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12.2 Neutron production

The ZEUS neutron data [39] cover ranges from 0.05-0.6 GaV/g iand from 0.26 to
0.97 inz . As already shown for protons, the relative shape of theraeuyt: distributions is
well described by the NA49 proton data in the measyredanges, see Fig. 70
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Figure 70: Comparison of the- distributions at different - values of protons from NA49 (full
lines) with neutrons from [39]. The data were successiveligdd by 3 for different: values
for better separation. The dashed lines represent the paiaation used in [39]

This shape similarity verifies the result for lower-energgutmon distributions, Fig. 64,
where the comparison reaches upto~ 1.5 GeV/c. Again the Gaussian parametrization cho-
sen by [39] is indicated by dashed lines, and again the lth@pplicability of such parametriza-
tion is evident especially if total; integrated yields are to be extracted.

An interesting comparison of the yields/dzdp? at pr = 0 [39] with the NA49 data
becomes possible under the assumption thapthdistributions of neutrons are identical to
the ones of protons in p+p interactions. This does not loakasonable in view of the results
shown above. With this assumption the total measured neyistds of NA49, Table 11 and
Fig. 63, may be converted infor = 0 densities using the protgn- distributions shown in
Fig. 70. The resulting absolute densitigs/dzdp? are presented in Fig. 71.

This Figure exhibits an interesting pattern. In the regiotbG< zr < 0.7 both yields
are equal to within about 7-8%. This difference is compatiwith the systematic errors of
the NA49 data given in Table 2. At lowerr the ZEUS data increase, towards langethey
decrease with respect to the p+p data. This is quantifieceigitid ratio of Fig. 71b.

The enhancement of the ZEUS data fgr < 0.5 may be connected to two effects. A
first contribution is given by the production offKand anti-neutrons which are experimentally
not separable in the used calorimeter. This contributiqgreaps in therr region in question
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and has been subtracted from the NA49 data, see Sect. 11 @ndéBFAt HERA energies the
corresponding cross sections must be expected to increas¢heir values at/s = 17.2 GeV.
Existing measurements of2kat RHIC and p$ collider energies [40] do however not allow for
a consistent analysis of this situation. An increase by upfector of two can nevertheless not
be excluded. Allowing for the same percentage contributidhe neutron yield as in the NA49
data, the lower solid line in Fig. 71b is obtained.

A second contribution has to be expected from the feed-doimmeatrons and anti-
neutrons from weak decays of strange hyperons. As the ZEd8roater is placed at a dis-
tance of several decay lengths of the contributing hyperttedraction of decays into neutrons
defines the principle component. For a quantitative eldlmraf this effect a detailed simula-
tion of the experimental set-up, especially of the apertinnéations, is of course mandatory.
Adding however the percentage contribution to the neutieldly as calculated for the NA49
data, Sect. 6.4, the upper dashed line in Fig. 71b is obtailsidough this procedure is of
course to be seen as a mere exercise, the two effects descetiainly value a more detailed
scrutiny.

The decrease of the ZEUS datazat > 0.7 can on the other hand be connected to the
s-dependent yield depletion observed for protons and ayreaked in the preceding chapter
on proton production. Indeed there is no reason why neusbasld not show a similar effect.
In fact, due to the absence of a diffractive peak in the neutemisphere, the effect might be
enhanced at» > 0.9. This is indeed seen in Fig. 71b. Here the depletion ascitn of 2
has been evaluated for HERA energy and applied to the NA48aredata. This results in the
solid line atz > 0.7 which describes the rough structure uprto~ 0.9. The minimum at
xr =0.92 and the subsequent increase towards the diffractbterppeak is of course not to be
expected for neutron production.

As expected from the shape similarity of the transverse nmbame distributions of neu-
trons and protons, Fig. 70, the comparison of jihentegrated yields also given in [39] gives
similar results. Two integrations, one with ap dependenp, window of pr < 0.69c and one
with a constant window up to; = 0.2 GeV/c are compared in Fig. 72a and 72b, respectively.

In Fig. 72a the NA49 results are given as solid line, the ZEESults for the full DIS
sample with(Q?) = 13 GeV\* as the dashed line. In addition the ZEUS data points for three
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subsamples with differer{t)?) are presented. The pattern of enhancement bejow 0.5 and
depletion above:r ~ 0.7 is very similar to Fig. 71a. This is also apparent in F2p Wwith a
constanpr integration window. Here the NA49 results are given as thitkand compared to
the ZEUS data points corresponding to the full DIS sampleeAarmalization of the NA49
yield by about 6% at » = 0.6 (see also Fig. 71) isindicated as a thin line. The doutions from
K% andn production, from hyperon feed-down as well as the highdepletion are referred to
this line as in Fig. 71b.

12.3 Hadronic factorization

The equality, within the experimental errors, of the prdducof forward protons and
neutrons in deep inelastic e+p collisions to the purely daidr p+p interaction is reminis-
cent of hadronic factorization, that is of the independesfcarget fragmentation on the type
of hadronic projectile used. This factorization has beeh established with pion, kaon and
baryon beams on a proton target. In this sense the abovésresulld indicate the virtual pho-
ton to act as ari; = 0 mesonic state. The important point here is that the obdédactorization
extends to low: values, well into the region of non-diffractive hadronidlisions, where it
has been shown that neither charge nor flavour exchangessmirie the hadronic sector, see
for instance the discussion in [41]. The detailed study bkoparticle species also in the re-
gion of central rapidity and of the long-range correlatigostheir absence) with the photon
hemisphere would be mandatory to further clarify this gitura

13 Conclusion

New inclusive data on proton, anti-proton and neutron petida in p+p interactions at
SPS energy have been presented. These data representraiatoni of the systematic study
of hadronic collisions by the NA49 experiment at 158 GeV/arhenomentum. They offer an
unprecedented coverage of the available phase space witiieddifferential inclusive cross
sections featuring systematic errors in the few percergeaifihis allows for a very detailed
comparison with existing data with the aim at establishing/iable data base up to ISR energies
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including especially the hitherto unclear situation canggy neutron production. In this context
several points are noteworthy:

— the consolidation of the wealth of data available in the SRE8R energy ranges, mostly
obtained some 30 years ago, has been attempted here wittpantiglly satisfactory
results, in particular concerning neutrons.

— the necessity of taking care of baryonic feed-down fromngteshyperons on a quantita-
tive level has been demonstrated.

— the global independence of transverse momentum distoisitip to about 1.5 GeV/c on
reaction type and/s and their equality for protons and neutrons has been shown.

— the s-dependence through the ISR energy range and up to HERA gmdagilider en-
ergies has been investigated. In particular a specific wefipression atr > 0.7 with
increasing cms energy has been quantified.

— the question of the scaling of baryon yields versus crossosechas been addressed
in the context of the rapid increase of the total inelastassrsections with interaction
energy. Scaling of yields rather than cross sections isssacg in order not to violate
baryon number conservation.

— the comparison to deep inelastic lepton scattering estadgihadronic factorization also
in this reaction within the experimental uncertainties tiredphase space region available.

Finally it should be stated that the establishment of a pegloase of single inclusive data
on baryon production is only a first step in an effort to shededight on the general problem
of baryon number transfer. The transition from the inconidagyonic target or projectile to
the observed final state is, as a part of the non-perturbasetor of QCD, not understood
on the level of any reliable theory. In hadronic interacipomost approaches are using ad-
hoc assumptions like for instance the concept of di-quaa§rfrentation. In electroproduction
baryon production is described in most approaches by theesicay of the virtual photon off an
exchange pion. There is no doubt that this situation can balglarified by further and more
detailed experimental studies which go beyond the singleisive level.

One of these experimental openings is the study of resonandection and decay which
is accessible to the NA49 detector via its good phase spaesamge. This widely neglected field
will provide very strong constraints concerning the reitiart of particle species as products of
the cascading decay of heavy resonances, especially camgéhe relation between neutrons
and protons as it is given by the isospin structure of theaingtate. Another field of studies
concerns internal baryonic correlations. By selectingadlileg proton in either the target or
the projectile hemisphere the forward-backward corretatif baryon number transfer may be
studied, in particular the feed-over of baryon number frare bemisphere to the other and its
evolution with interaction energy. The use of neutron prtijes and of non-baryonic, mesonic
beams as they are available in fixed-target operation opengassibility of model-independent
studies essentially relying on baryon number conservatnmhconcepts like isospin symmetry.

In this context the study of nuclear reactions, in particolaproton-nucleus and pion-
nucleus scattering with controlled centrality, providegque access to multiple hadronic inter-
actions. The strong dependence of the final state baryaibditbns on the number of projectile
subcollisions inside the nucleus, generally misnamed @pf¥ng” and as yet not understood
on any theoretical level, offers a further and very strongstxint on the possible mechanism
of baryon number transfer.
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