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Abstract

Calibration of the relative response of the individual channels of the barrel electromagnetic calorime-
ter of the CMS detector was accomplished, before installation, with cosmic ray muons and test beams.
One fourth of the calorimeter was exposed to a beam of high energy electrons and the relative calibra-
tion of the channels, the intercalibration, was found to be reproducible to a precision of about 0.3%.
Additionally, data were collected with cosmic rays for the entire ECAL barrel during the commis-
sioning phase. By comparing the intercalibration constants obtained with the electron beam data with
those from the cosmic ray data, it is demonstrated that the latter provide an intercalibration precision
of 1.5% over most of the barrel ECAL. The best intercalibration precision is expected to come from
the analysis of events collectedin situ during the LHC operation. Using data collected with both elec-
trons and pion beams, several aspects of the intercalibration procedures based on electrons or neutral
pions were investigated.
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1 Introduction
The Compact Muon Solenoid (CMS) detector [1] is a general purpose detector installed at the new CERN proton
collider (LHC). The Electromagnetic Calorimeter (ECAL) ofCMS [2] is a hermetic homogeneous calorimeter
made of lead-tungstate (PbWO4) crystals, equipped with avalanche photodiodes (APDs) in the central “barrel”
part and vacuum phototriodes (VPT) in the end-caps for the light collection. The barrel calorimeter is organised
into 36 supermodules, each containing 1,700 crystals arranged in four modules. The coverage is completed by a
pair of end-cap calorimeters, each consisting of twodees, each containing 3662 crystals.

The design of the calorimeter has been optimised for the detection of the Higgs boson through its electromagnetic
decay (H → γγ). This requires an excellent energy resolution and fine granularity and led to the choice of PbWO4
crystals as the detector material. These crystals also havesufficient radiation hardness to operate in the hostile
LHC environment for the duration of the experiment. The properties and the performance of the components of
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the calorimeter have been discussed in previous publications [3, 4, 5].

The stochastic and electronic noise contributions to the energy resolution of ECAL have been measured with elec-
trons and demonstrated to be within the design requirementsof the detector [5]. In CMS an essential issue will
be the channel response uniformity within ECAL, as this willcontribute directly to the overall energy resolution.
This uniformity is determined by the accuracy of the calibration of the relative response between different chan-
nels across the detector. A set of constants, the intercalibration constants, is used to correct for variations in the
channel response within the detector, and are defined as the inverse of the ratio of the channel response to some
reference value. In this paper we discuss how these constants were determined before the ECAL was inserted into
CMS, and some tests that we performed to understand better their determination once the LHC begins operation.
Intercalibration constants are defined up to a scale factor,which, once fixed, is reabsorbed in the definition of the
global energy scale.

The main source of variations in the channel-to-channel response in the barrel is the scintillation light yield of the
individual crystals, which has an RMS spread of about 15%. Inthe end-cap, there is an additional spread with
an RMS of around 25% from variations in the VPT signal due to differences in the gain, quantum efficiency and
photocathode area. Laboratory measurements of the crystallight yield and of the readout chain response have been
used to provide preliminary estimates of the intercalibration coefficients. Based on these measurements alone, the
spread in relative response of the crystals is less than 5% inbarrel [4] and about 10% in the endcaps.

A precision of 0.5% in these constants is expected to be achieved during LHC operation by comparing the energy
measured in ECAL of electrons fromW → eν decay and the momentum measured by the tracker. In addition,
the invariant mass of photon pairs fromπ0 → γγ decays can be used to obtain the intercalibration constants.
Besides these methods, intercalibration information can also be obtained by assuming rotational symmetry around
the beam axis of the energy deposited in the calorimeter. While the precision of the intercalibration usingW → eν

events will initially be limited by statistics, the other methods will be limited more by systematic effects [7].

At the start of LHC operations having previously-determined precise intercalibration constants will help with the
rapid understanding of the detector performance. Furthermore they can provide a reference for the validation of
the intercalibration procedures that are based on physics events. For this reason all of the 36 supermodules of the
ECAL barrel were each commissioned by operating them on a cosmic ray stand for a period of about one week.
A cosmic ray muon deposits about 250 MeV when it traverses thefull length of a crystal and this signal was used
to obtain intercalibration constants for every crystal. Inaddition, nine supermodules have been intercalibrated in
a test beam with 90 GeV and 120 GeV electrons. The supermodules were mounted in a stand that ensured that
the incidence angle of the electrons was the same as in the final detector. The experimental procedures and the
results obtained from these measurements are presented in this paper. Calibration of the response of the individual
channels with electron beam data was demonstrated to be highly reproducible, with a precision of about 0.3%.
This precision was exploited to validate and test the precision of intercalibrations with cosmic rays, which was
shown to be better than 1.5% on the average.

The ECAL endcaps were not intercalibrated with the same precision as the ECAL barrel. There was insufficient
time to intercalibrate the endcaps with an electron beam. Furthermore, mechanical constraints prevented rotation of
thedees to an orientation suitable for cosmic ray intercalibration. The residual 10% spread in the relative response
at startup, is expected to be reduced to a few percent in about10 pb−1 of integrated luminosity by means ofin situ
calibration procedures exploiting LHC data.

Additional studies were performed with the electron beam data, to qualify some aspects of the intercalibration
procedure that will be used withW → eν events in the CMS experiment; for example the stability of the intercali-
bration algorithms and geometrical effects in the reconstruction of the electron energy. Studies ofπ0 reconstruction
and of intercalibration algorithms based on the measurement of invariant mass of selected photon pairs were also
performed with data collected in one supermodule exposed toa pion beam. Results of these studies are discussed
to the extent to which they are relevant for the calibration procedure of ECAL during LHC operation.

2 The CMS barrel electromagnetic calorimeter
A detailed overview of the CMS barrel electromagnetic calorimeter can be found elsewhere [4, 6]. Here, only
the aspects of the geometry that are relevant for the discussion of the intercalibration procedure and results are
reviewed.

The crystals in the barrel part of the calorimeter have a tapered shape, depending slightly on location in the detector.
The front face of a crystal is approximately2.2 × 2.2 cm2, and the crystals are 23 cm long, corresponding to 25.8
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radiation lengths. To avoid cracks aligned with particle trajectories, the axes of the crystals are tilted by 3o in both
polar and azimuthal angles away from the direction of the nominal interaction point. The crystals are grouped into
5×2 matrices, held in glass fibre alveolar submodules, of which40 or 50 are mounted into a module. The modules
are held by an aluminium grid, which supports most of their weight from the rear. Four modules (of different types
according to the position in pseudorapidityη within CMS) are assembled together in a supermodule, which thus
contains 1,700 crystals. Eighteen supermodules form a halfbarrel covering the range of pseudorapidity|η| from 0
to 1.48. For the purpose of the discussion in this paper and with reference to the standard CMS coordinate system,
the position of a crystal within a supermodule is identified by the indices iη and iφ, which span a square matrix of
85 crystals along|η| and 20 crystals along the azimuthal angle respectively.

3 Intercalibrations at start-up
Specific pre-calibration operations were designed and carried out during the commissioning phase of ECAL, to
provide an acceptable detector performance at the start-upof LHC operation. In particular, all the supermodules
of the ECAL barrel have been intercalibrated by exposing them to cosmic ray muons. One fourth of the super-
modules was also exposed to electron test beams. In both cases, all supermodules were fully assembled in their
final configuration, including readout electronics, high and low voltage regulations, cooling, monitoring and data
acquisition systems [4].

3.1 Intercalibration with electron test beams
A full scan over supermodules with beam electrons at a singleenergy allows the crystal response to be precisely
equalised. The procedure used was to compare the response ofeach crystal when the electron beam was directly
incident on it. This intercalibration procedure (the single crystal analysis) was developed using test beam data
collected at CERN between 2000 and 2004 with prototypes of the ECAL barrel. During 2006, nine fully equipped
supermodules were exposed to electrons at the H4 test beam facility at CERN, prior to installation in the CMS
detector. The beam line was capable of supplying electron beams with a narrow momentum bite, correponding
to an RMS spread of 0.09%, between 15 GeV/c and 250 GeV/c. Intercalibration data were collected at a fixed
beam momentum of 90 GeV/c on five out of the nine supermodules exposed to the beam and at 120 GeV/c on the
remaining four supermodules.

In the test beam, supermodules were mounted on a rotating table that allowed the beam to be directed onto each
crystal of the supermodule in turn. The table moved the supermodule so that the angle between the crystal axis
and the beam direction reproduced the quasi-projective geometry of the calorimeter when it is installed in CMS.
The table motion was controlled by the data acquisition system, and for every crystal the table position was chosen
to maximise the fraction of energy deposited by the beam electrons in the crystal. The trigger was formed from
the signals from plastic scintillator counters placed along the beamline. The acceptance of the trigger system had
transverse dimensions of20 × 20 mm2, slightly smaller than the front faces of the crystals. In the beam line there
were four planes of fibre hodoscopes that were read out with each trigger. Information from the hodoscopes was
used in the off-line analysis to determine the incident position of the electron at the front face of the crystal, with a
resolution of about 150µm in either coordinate transverse to the beam axis.

The fraction of energy deposited by an electron within a crystal depends on its position of incidence. In the
off-line analysis, a parametric correction to the single crystal response was applied according to the measured
dependence of the signal amplitude with the incident position (see Fig. 1). The correction function, factorised
in both coordinates, was determined from a sample with high statistics collected on a reference crystal. The
asymmetry around the point of maximum response of the crystal, observed in both coordinates, is a consequence
of the angle between the crystal axis and the beam direction.By taking data with other crystals located in different
positions within a supermodule, the universality of the correction function was confirmed. To avoid uncertainties
due to large corrections, only the electrons impinging on anarea of6 × 6 mm2 around the point of maximum
response of the crystal were retained in the analysis. This selection retained about 10% of the events.

After correcting the energy for the electron’s position of incidence, the distribution of the energy deposited typically
had an RMS of 1% and was well described by a Gaussian with a small exponential component on the low energy
side (Fig. 2). For each channel this functional form was fitted to the data and the value of the peak position
determined. This value, scaled by the beam energy measured from the currents of the bending magnets, was
compared to the average response of a set of reference crystals (arbitrarily fixed) to define the intercalibration
constant of the channel. The distribution of the calibration constants for the channels of the nine supermodules
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Figure 1: The mean and the RMS of the analog response of a crystal as a function of the electron position of
incidence for thex (left) andy (right) coordinates measured by the hodoscopes are displayed. A fourth order
polynomial fitted to the data is superimposed (continuous line).

exposed to the beam had an RMS spread of about 13%, which is consistent with measurements of variations in the
crystal light yield as discussed in the introduction.
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Figure 2: Distributions of the single channel response in ADC counts before (dashed line) and after (dotted line)
correcting for the impact point for a typical crystal exposed to 120 GeV electrons. The best-fit of a Gaussian curve
with an exponential left tail to the data after correction issuperimposed (continuous line).

The statistical uncertainty of the intercalibration procedure was determined by comparing the results of two statis-
tically independent data samples collected in the same conditions. From this comparison, a statistical precision of
0.2% in the measurement of the intercalibration constant was derived for the full data sample. The robustness of
the determination of the intercalibration constants was also demonstrated by repeating the analysis with different
corrections for the variation of the crystal response with the position of incidence. These included changing the
fiducial selection around the crystal centre, the choice of the reference crystal, and in the parameterisation of the
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correction. The procedure was also found to be stable against different choices for the estimator of the peak value
of the crystal response after corrections. The insensitivity of the results to these variations implies that the precision
is dominated by statistical rather than systematic uncertainties.

As a further test of the stability of the determination of theintercalibration constants, the same supermodule was
exposed to the electron beam in two different periods, separated by an interval of a month, with the same beam
conditions. The distribution of the difference between theconstants obtained from the two data sets had an RMS
spread of 0.27%, indicating a reproducibility within the statistical precision of the individual measurements (Fig.
3a).
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Figure 3: a) Distribution of the relative difference between the intercalibration constants from a super module
exposed to 90 GeV electrons on two occasions at one-month interval, in August (label A) and September (label
S) 2006. The observed spread of the intercalibration constants is consistent with the statistical precision of the
individual measurements.b) Distribution of the relative difference between intercalibration constants obtained
with 90 GeV and 120 GeV energy electrons. The observed RMS spread and offset were about 0.2% and 0.15%
respectively.

Moreover, about 450 crystals of one supermodule were exposed to electrons of different energies, corresponding
to beam momenta of 90 GeV/c and 120 GeV/c. The observed RMS spread of about 0.2% of the intercalibration
constants obtained in the two cases using the same reference scaled  according  to the beam momentum (Fig. 3b)
is again consistent with the statistical precision of the individual measurements. However, a global scale shift of
0.15% between the two cases can be seen. This offset is attributed to a scale uncertainty of about 100 MeV/c in the
measurement of the beam momentum. The contribution to the offset from the variation of the longitudianl leakage
at the two energies is estimated from simulation to be less than 0.1%. By using crystals exposed to both beam
energies, these residual scale uncertainties can be eliminated from the intercalibration procedure. Still a systematic
error of 0.1% is conservatively assumed to account for the reproducibility of the beam conditions during data
taking at both energies.

3.2 Intercalibration with cosmic ray muons
Besides the intercalibration of nine supermodules with electrons, we also measured all the intercalibration con-
stants for every crystal in the ECAL barrel with cosmic ray muons, with a procedure previously tested on a small
number of crystals [8, 9]. It relies on the selection of cosmic ray muons which traverse the crystals along their
length and whose direction is approximately aligned to the crystal axis. Typically about 250 MeV is deposited
by a through-going muon in a crystal, and since this is well above the electronic noise of a single channel, the
distribution of the energy deposited by cosmic ray muons canbe used to derive intercalibration constants.

After assembly and before installation in CMS, all 36 supermodules were exposed, in turn, to cosmic ray muons
for a period of about one week, on a cosmic ray stand hosting one supermodule at a time (Fig. 4). The coincidence
of two planes of scintillator counters was used to trigger the data aquisition system. The scintillators were arranged
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in a geometry providing a rough selection of muons directed along the crystal axis. A first layer covered the full
supermodule surface on the underside; a second smaller one was placed at the focal point of the quasi-projective
geometry of the crystals. The supermodule was mounted with the long axis tilted10o with respect to the horizontal
in order to increase the flux by nearly a factor of two through the crystals at large iη index.

Figure 4: Schematic drawing of the cosmic ray muon stand hosting one supermodule inclined by 10o with respect
to the horizontal. In this view, crystals are identified by indices spanning from iη = 1 to iη = 85 from left to right.
Trigger scintillator counters placed below the supermodule and at the focal point of the quasi-projective geometry
of the crystals are also shown in red.

During data taking, the APDs were operated with an increasedbias voltage, so that their gain was a factor of four
above the standard gain of fifty used in test beams and in CMS. At this increased gain, the observed RMS electronic
noise per channel was equivalent to about 10 MeV. Cosmic ray muons well aligned with the crystal axis give a
sizeable signal in either one or two neighbouring crystals.These two types of events could be readily selected
off-line by requiring no detectable energy deposition in the surrounding crystals. In this way we circumvented the
need for any external tracking. Before extracting the intercalibration constants, a correction was applied to the data
for the factor of four increase in the operating gain of the APD. The exact ratio of the gain of each channel was
determined in dedicated runs, where the readout response ofthe individual channels to the injection of laser light
was measured.

In the offline analysis the data were divided into two independent data sets. One, the “single crystal” sample,
where exactly one crystal was above a threshold corresponding to3σ the electronic noise and another, the “crystal
pair” sample, where the combined signal of two adjacent crystals was above a similar threshold. The crystal pair
sample was further divided in two subsamples, one composed of pairs aligned inφ and another aligned inη. For
a typical exposure of one week, approximately 300 events percrystal at iη ∼ 15 and about 100 events at iη ∼ 80,
corresponding, respectively, to crystals pointing towards, and at the largest angle from the zenith, were collected in
the single crystal sample. For each of the crystal pair samples rates of about 250 events and 50 events per crystal
were obtained at iη ∼ 15 and iη ∼ 80, respectively.

As an illustration, the energy distributions observed in the single crystal sample for crystals far from the edges
of a supermodule and located at small (blue) and large (red) angles to the zenith are shown in Figure 5. These
distributions were obtained by adding the single crystal samples collected in crystals belonging to module of type 1,
located at small angles to the zenith, and module of type 4, located at large angles to the zenith, in the supermodules
previously intercalibrated with test beam electrons. The observed width of the distributions, corresponding to a
relative variation of 12-15% in the measured energy, is consistent with estimates of contributions from variations
of the muon track length inside the crystal, from intrisic fluctuations in the energy deposition, in the photoelectron
statistics and in the photodetector response. The observedenergy distribution is somewhat angle dependent, due
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to a combination of geometrical effects and of the angular dependence of the cosmic ray flux. Variations with the
angle of the energy deposited within ECAL were more prominent in the sample of muons crossing crystal pairs
at constantφ, as the average track length through the crystal pair is sizeably η dependent in that case due to the
staggering of the crystals alongη. These effects were reproduced by means of a Monte Carlo simulation of the
setup, including a parametric description of the cosmic rayflux at ground level, which helped optimise the analysis
procedure.
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Figure 5: Observed spectra of cosmic ray muons crossing ECALcrystals in the “single crystal” sample. The two
histograms show the spectrum observed in crystals belonging to module of type 1 (blue), located at small angles
to the zenith, and in crystals belonging to module 4 (red), located at large angles to the zenith. These distributions
were obtained by adding single crystal samples collected inthe supermodules previously intercalibrated with test
beam electrons (see text).

In order to derive the intercalibration constants, a reliable estimate of the distribution of the crystal response to
muons was necessary. The shape of the distribution dependedon the position of the crystal in the supermodule,
due to changes in the cosmic ray spectrum with zenith angle and the geometrical effects discussed above. The
distributions were derived from the data itself, without any reference to information from Monte Carlo simulations.
This was done by averaging over the energy distributions of cosmic ray events in crystals at a constantη from the
nine supermodules intercalibrated with test beam electrons. In this way, complete sets ofη-dependent reference
distributions, similar to the ones shown in Figure 5, were derived.

Within the above samples, reference distributions were built specifically for crystals at the supermodule edges or
at the edges of a module, for which the veto based on neighbouring channels was less efficient, causing broader
distributions in the energy spectra.

In the single crystal analysis, the intercalibration constant for each channel was then extracted from a maximum-
likelihood fit to the observed spectrum of the reference distribution corresponding to the same iη index. The
reference distribution was fixed in shape, while the overallnormalization and the energy scale factor, which defines
the calibration constant, were left as free parameters in the fit. The analysis of the crystal pair samples followed
a similar path, with seperate reference samples used for thethe two subsamples. This was necessary because of
the different effect on the two samples of the crystal geometry. The intercalibration constants for each channel
were extracted from the pairs data by solving a system of equations relating the mean value of the energy spectrum
observed in all the crystal pairs to the mean value expected at that iη. With the collected data, the statistical
precision of the procedure ranged from about 1% for crystalspointing to the zenith to 2% for crystals at large
iη on the single crystal sample, while it was about two times worse on each of the crystal pairs samples. The
statistical precision was measured, as with the electron calibration data, by dividing each sample in two statistically
independent halves and comparing the results.
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Detailed comparisons of the cosmic ray intercalibration constants and the test beam results were performed in
order to calibrate the angle dependencies, test for systematic effects and determine the accuracy of the procedure.
On both the single crystal and crystal pair samples, the precision of the intercalibration, measured at each iη by
the spread of the difference between test beam and cosmic muon constants, was found to be somewhat worse than
the statistical precision. This value for the precision wasused in the derivation of the final set of intercalibration
constants for all the 36 supermodules, by computing the weighted mean of the results from the three data sets.

A summary of the estimated precision of the intercalibration process is shown in Fig. 6, where the final set of con-
stants from cosmic ray muons is compared to test beam data forthe available supermodules. The intercalibration
precision averaged over a supermodule is about 1.5% (Fig. 6a), ranging from 1.4% in the central region to 2.2% at
the highη end of the ECAL barrel (Fig. 6b).
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Figure 6: a) Distribution of the relative difference between the calibration coefficients measured with test beam
electrons and with cosmic ray muons.b) Precision of intercalibration constants from cosmic ray muons as a
function of theη index, as obtained from RMS spread of the relative difference between the inter-calibration
coefficients from test beam and cosmic ray data averaged overranges ofη.

In conclusion, in spite of the significant differences in both the process of energy deposition and the value of the
energy deposited between high energy electrons and cosmic ray muons, a precise set of intercalibration constants
for the entire ECAL barrel derived from the analysis of cosmic ray muon data will be available at the start of LHC
operations.

4 Additional intercalibration studies
During LHC operation, once the CMS tracker is well aligned, the intercalibration of different crystals will be
performed by comparing the momentum and energy of isolated electrons. When calibrating the electromagnetic
calorimeter in CMS, the energy of an isolated electron will be reconstructed by summing the signals in a5 × 5

array of crystals around the crystal with the maximum signal. Statistical considerations preclude restricting the
selection of electrons to just those that impinge on a small fiducial region in the centre of a crystal. Moreover, the
measurement of the cluster energy does not require the single crystal containment correction, which would always
be a potential source of systematic error.

As each energy measurement will contain the contribution ofmany crystals, each with its own intercalibration
constant, to extract the constants the individual crystal contributions must be unfolded. This is done by minimising
the difference between the energy and momentum measurements over a set of events. A procedure to do this was
tested with the electron beam data.

Operationally, in CMS there will be a tracker in front of ECAL, where electrons will loose energy through
bremsstrahlung affecting the measurement of both the energy and momentum. No effort was made to repro-
duce this effect in the test beam. The limitations implied byselecting electrons with negligible energy radiation in
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CMS have been previously studied with Monte Carlo simulations [10] and are not covered by this study. Here only
aspects related to the stability of the intercalibration algorithms and to the understanding of geometrical effects are
discussed.

This difficulty is avoided in intercalibrations that are based on unconverted photons, as, for example, in the recon-
struction of the invariant mass of neutral pions. As with thein situ electrons, the energy reconstruction will be
based on a matrix of crystals. The procedure for extracting intercalibration constants was tested in a pion beam.
Again, no attempt was made to reproduce the exact geometry ofCMS and to study in the test beam the capability
of selecting in CMS a clean sample of unconverted photons.

4.1 Intercalibration studies using matrices of crystals with electron beams
In this study, electrons were selected with the hodoscopes if they impinged on a supermodule in a region of
18 × 18 mm2 around the point of maximum response of a crystal, almost covering the whole crystal surface.
Due to the wider acceptance on the impact point, the overlap of this sample to the one used in the single crystal
analysis was around 20%. The energy in a matrix of5×5 crystals around the crystal with the maximum signal was
then reconstructed and compared to the beam energy. In this way, the intercalibration constants of the individual
channels could be derived up to a global scale factor depending on the fraction of beam energy contained in a5×5

matrix.

The unfolding of the individual channel calibration constants was performed by solving numerically aχ2 min-
imisation problem, in which the quadratic difference between the energy measured in the crystal matrices and the
beam energy is minimised over the set of events collected over an entire supermodule. Alternatively, an iterative
procedure, developed for thein situ calibration of the L3 calorimeter at LEP [11], was used. In both cases, correc-
tions to the reconstructed energy were required to take intoaccount the module boundaries and the rare cases of
non-responsive channels.

The unfolding procedure was checked by comparing the intercalibration constants from this analysis with those
from the single crystal analysis. Anη-dependent correction was required to make the intercalibration constants
from the two methods agree. This correction was needed because of variations of the fraction of energy that is
deposited by an electron within a5× 5 crystal matrix as a function ofη. This occurs because of changes withη in
the detector geometry.

Theη-dependency was studied in detail with electron beam data and Monte Carlo simulations. The results are
summarised in Fig. 7a, showing the ratio of the energy contained in the central crystal to the energy contained in a
cluster of5× 5 crystals for electrons impinging in a2× 2 mm2 area around the point of maximum response in the
central crystal. In addition to the discontinuities observed at the module boundaries in a supermodule, where part
of the energy is lost through rear leakage near the 6 mm intermodule gaps, a relative variation of about 0.7% over a
supermodule is observed in the ratio of the energy containedin the single crystal to the5×5 crystals clusters. This
effect is attributed to the increase of the longitudinal leakage of the shower energy with increasingη index, due to
the staggering of the crystals. The shape of the observed variation was the same in all the supermodules exposed
to the beam and also well reproduced in the Monte Carlo simulation of the test beam configuration (Fig. 7b). Yet,
as visible in Fig. 7a, the absolute scale of the effect was slightly different between supermodules, with a measured
RMS spread of about 0.1%. This figure is taken as systematic uncertainty of theη-dependent correction.

Once corrected for this effect, the results of the unfoldingprocedure agreed with the single crystal analysis to better
than 0.4% (see Fig. 8), which is consistent with the statistical and systematic precision of the measurements. The
same correction will be needed in the analysis of isolated electrons in CMS, to derive intercalibration constants
that are compatible with those defined by single crystal methods at the test beam and with cosmic ray muons.

The comparisons of intercalibration constants of the same supermodule exposed twice to the test beam showed a
reproducibility of around 0.3%, somewhat worse than that for the single crystal algorithm.

4.2 Intercalibration studies with pion beams
In addition to the studies made with electrons, a different method to intercalibrate the electromagnetic calorimeter
using neutral pions was also studied. Data were collected ina dedicated run at the CERN H2 beam line with one
supermodule, where aπ− beam was incident on an aluminium target to produceπ0s. To select events enriched
with π0 candidates a trigger was formed with the signals from two scintillation counters upstream of the aluminium
target, and a third one in veto downstream of the target. Datawere collected with 9, 20 and 50 GeVπ− beams.
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Figure 8: Relative difference between the intercalibration constants derived from the single crystal (S1) and the
5 × 5 crystal matrix analyses (S25), for the supermodules exposed to the 90 GeV (a) and 120 GeV (b) electron
beam, after corrections for theη-dependency (see text). Crystals at the module boundaries are removed from the
comparison.

In the analysis of the data, pairs of electromagnetic showers were identified and for each shower the energy was
computed as the sum of the energy depositions in a3 × 3 crystal matrix centered on the largest deposition. Only
events with two photon candidates with energies higher than1 GeV and with no overlap between the two crystal
matrices were retained. The latter selection was more efficient at low energies and about 60% of theπ0 candidates
were collected during the 9 GeV running. The invariant mass distribution of theπ0 candidates identified is dis-
played in Fig. 9, showing that a rather clean sample could be selected, with an invariant mass resolution of about
5.5%. Selectedπ0 candidates had an average energy of about 9 GeV, close to thatexpected forπ0 production at
the LHC.

To perform the intercalibration withπ0 → γγ decays, the L3 calibration algorithm [11] was used. This is an
iterative method where the reconstructed invariant mass ofeachπ0 candidate is found with the current constants.
From this a new set of constants are derived, which are then used to reconstruct the invariant masses again. With
each iteration the photon pairs with an invariant mass within a window of two standard deviations, as determined
by the previous fit, around the fitted value for the mass of theπ0 were included in the fit. After each iteration,
the energy and the impact point of each photon were recalculated using the new intercalibration constants. This
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Figure 9: Typical distribution of the invariant mass of selected photon pairs, before and after intercalibration
constants derived on an independent sample are applied.

procedure is repeated until the average relative change in the calibration coefficients with respect to those derived
in the previous step was below 0.1%. This typically requiredabout five iteration steps.

In CMS, this procedure is expected to achieve a precision below 1% with about 1000 photons from aπ0 candidate
per crystal. At the test beam, most of theπ0 candidates had one photon within a region of9 × 8 crystals around
the beam axis, where about 140 photons per crystal were selected. With this sample, the intercalibration precision
was statistically limited to about 1%.

Due to tight construction and test beam schedules, this supermodule was not exposed to electrons in the H4 beam
line and a set of high precision intercalibration constantsto which compare the results of theπ0 calibration pro-
cedure was not available for this supermodule. However, data were collected with 9 GeV and 50 GeV electrons
in the H2 beam line, from which a quantitative estimate of theπ0 intercalibration precision was derived. For each
crystal a histogram was filled with energies of only those electrons that are centered on this crystal, identified as
the one containing more than 50% of the reconstructed energy. The electron energy was reconstructed in 5x5
crystal matrices, using the intercalibration constants derived form theπ0 analysis. These histograms were then
fitted to a Gaussian and the peak positions from the fit are shown in Figure 10. The standard deviation of this
distribution is0.67 ± 0.07% for the crystals belonging to the selected region of9 × 8 crystals around the beam
axis. From this, as the electrons selected for this analysisdeposit only about 70% of their energy, on the average,
in the central crystal, an intercalibration precision of1.0 ± 0.1% is estimated, which is in good agreement with
statistical expectations. Over a wider region of crystals,a degradation in the calibration precision consistent with
the decrease in the available statistics was observed. These results were also confirmed by a direct comparison
of π0 intercalibration constants to those obtained from electrons of 9 GeV and 50 GeV using the single crystal
analysis method.

In summary, intercalibration results obtained at the pion test beam were found to be consistent with the expected
statistical precision of the method and in good agreement with earlier studies based on simulated data. Thus, with
these tests, we have shown the viability of this intercalibration method with real data.

5 Summary and conclusions
Prior to installation in CMS, an extensive pre-calibrationprogram was carried out on all the 36 supermodules of
the barrel part of the ECAL electromagnetic calorimeter. Intercalibration constants of the relative response of
the individual channels with an average precision of about 1.5% were derived for all the 36 supermodules of the
ECAL barrel, after operating them on a cosmic ray stand for about one week each. A much better precision, of
about 0.3%, was achieved on nine supermodules exposed to test beam electrons.

These results provide an initial set of intercalibration constants to be used at the start-up of LHC operation. In
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Figure 10: The fitted positions of the peaks of the individualenergy spectra for the electrons centered on different
crystals in the inner9 × 8 crystal matrix. The Gaussian curve fitted to the experimental points has a sigma of
0.67 ± 0.07%.

addition to guaranteeing a resonable detector performancewith the first data, comparisons of these constants with
those obtainedin situ will provide an important tool for validation and development of complex intercalibration
procedures based on physics events during CMS running.

An experimental study of some aspects of thein situ intercalibration procedures, based on the use of single elec-
trons in CMS and the reconstruction of neutral pions from photon pairs, has been also performed with data collected
with electron and pion test beams. Results have been reported, demonstrating that the algorithmic part of these
intercalibration procedures is understood.
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