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A detailed study is presented of the expected performance of the
ATLAS detector. The reconstruction of tracks, leptons, photons,
missing energy and jets is investigated, together with the performance
of b-tagging and the trigger. The physics potential for a variety of
interesting physics processes, within the Standard Model and beyond, is
examined. The study comprises a series of notes based on simulations
of the detector and physics processes, with particular emphasis given to
the data expected from the first years of operation of the LHC at CERN.






Display of a high-pr H — ZZ* — eep it decay (mg = 130 GeV), after full simulation and reconstruction in the
ATLAS detector. The four leptons and the recoiling jet with E = 135 GeV are clearly visible. Hits in the Inner
Detector are shown in green for the four reconstructed leptons, both for the precision tracker (pixel and silicon
micro-strip detectors) at the inner radii and for the transition radiation tracker at the outer radii. The other tracks
reconstructed with pr > 0.5 GeV in the Inner Detector are shown in blue. The two electrons are depicted as
reconstructed tracks in yellow and their energy deposits in each layer of the electromagnetic LAr calorimeter
are shown in red. The two muons are shown as combined reconstructed tracks in orange, with the hit strips in
the resistive-plate chambers and the hit drift tubes in the monitored drift-tube chambers visible as white lines
in the barrel muon stations. The energy deposits from the muons in the barrel tile calorimeter can also be seen
in purple.
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Preface

The Large Hadron Collider (LHC) at CERN promises a major step forward in the understanding of
the fundamental nature of matter. The ATLAS experiment is a general-purpose detector for the LHC,
whose design was guided by the need to accommodate the wide spectrum of possible physics signatures.
The major remit of the ATLAS experiment is the exploration of the TeV mass scale where ground-
breaking discoveries are expected. In the focus are the investigation of the electroweak symmetry break-
ing and linked to this the search for the Higgs boson as well as the search for Physics beyond the Standard
Model.

In this report a detailed examination of the expected performance of the ATLAS detector is provided,
with a major aim being to investigate the experimental sensitivity to a wide range of measurements and
potential observations of new physical processes. An earlier summary of the expected capabilities of
ATLAS was compiled in 1999 [1]. A survey of physics capabilities of the CMS detector was published
in [2].

The design of the ATLAS detector has now been finalised, and its construction and installation have
been completed [3]. An extensive test-beam programme was undertaken. Furthermore, the simulation
and reconstruction software code and frameworks have been completely rewritten. Revisions incorpo-
rated reflect improved detector modelling as well as major technical changes to the software technology.
Greatly improved understanding of calibration and alignment techniques, and their practical impact on
performance, is now in place.

The studies reported here are based on full simulations of the ATLAS detector response. A variety
of event generators were employed. The simulation and reconstruction of these large event samples thus
provided an important operational test of the new ATLAS software system. In addition, the processing
was distributed world-wide over the ATLAS Grid facilities and hence provided an important test of
the ATLAS computing system — this is the origin of the expression “CSC studies” (“‘computing system
commissioning”), which is occasionally referred to in these volumes.

The work reported does generally assume that the detector is fully operational, and in this sense
represents an idealised detector: establishing the best performance of the ATLAS detector with LHC
proton-proton collisions is a challenging task for the future. The results summarised here therefore
represent the best estimate of ATLAS capabilities before real operational experience of the full detector
with beam. Unless otherwise stated, simulations also do not include the effect of additional interactions
in the same or other bunch-crossings, and the effect of neutron background is neglected. Thus simulations
correspond to the low-luminosity performance of the ATLAS detector.

This report is broadly divided into two parts: firstly the performance for identification of physics
objects is examined in detail, followed by a detailed assessment of the performance of the trigger sys-
tem. This part is subdivided into chapters surveying the capabilities for charged particle tracking, each of
electron/photon, muon and tau identification, jet and missing transverse energy reconstruction, b-tagging
algorithms and performance, and finally the trigger system performance. In each chapter of the report,
there is a further subdivision into shorter notes describing different aspects studied. The second major
subdivision of the report addresses physics measurement capabilities, and new physics search sensitiv-
ities. Individual chapters in this part discuss ATLAS physics capabilities in Standard Model QCD and
electroweak processes, in the top quark sector, in b-physics, in searches for Higgs bosons, supersymme-
try searches, and finally searches for other new particles predicted in more exotic models.

References
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Cross-Sections, Monte Carlo Simulations and Systematic
Uncertainties

Abstract

The studies presented in this volume share several common features, including
use of the same event samples for Standard Model processes, and the same de-
tector description and simulation framework for all samples. Common cross-
section assumptions were made. These assumptions, and the Monte Carlo
generator programs employed, are listed. Information is also given on the dif-
ferent detector configurations and geometries simulated, and on the consistent
treatment of systematic uncertainties.

1 Introduction

The studies presented in this volume have many shared features starting from a common simulation
framework of the ATLAS detector, and the same detector description. They are based on a full simulation
of the ATLAS detector using the GEANT4 [1] program and the event samples produced were shared by
the various analysis groups. For the simulation of the physics events standard event generators for high
energy proton-proton collisions were used and interfaced to the ATLAS simulation framework.

In many searches for new particles at the LHC Standard Model processes represent important back-
grounds and the signal significance depends on the precise knowledge of these backgrounds. As dis-
cussed in several studies presented in this book, methods were investigated on how to determine these
cross-sections from the data themselves. However, this will not be always possible, and reliable theo-
retical predictions must be used to estimate these backgrounds. In addition, the Standard Model cross-
sections are relevant for the estimate of signal rates and consequent measurement precision for Standard
Model parameters, or for tests of the Standard Model. All studies presented in this book made common
assumptions on the cross-sections for Standard Model processes.

In this introductory note features common to the simulations used in these studies are discussed.
After reviewing the cross-section assumptions and models used for different processes, the Monte Carlo
generator programs employed are summarised. Information is given, next, on the different detector
configurations and geometries simulated. Finally, a common treatment is described of systematic uncer-
tainties which affect many analyses.

2 Cross-Sections of Physical Processes

A consistent set of cross-sections for Standard Model processes was used in all studies reported in this
volume. Over recent years considerable progress has been made in the calculation of higher-order QCD
corrections (often expressed as “K-factors”) for many physics processes at the LHC. Wherever these
corrections are known for both the signal and the dominant background processes, they were included
in the analyses. In case the K-factors are not known for the dominant background processes, the studies
have consistently refrained from using K-factors and resorted to Born-level predictions for both signal
and backgrounds. In this note we detail the values of cross-sections that were used in the different studies
reported in this volume: we do not discuss the uncertainties, such as those from missing higher order
corrections.

For the simulation of physics processes both leading order (LO) and next-to-leading order (NLO)
Monte Carlo programs were used. For the simulation of several processes tree-level matrix element
calculations with parton shower matching were adopted. Unless otherwise stated, all tree-level Monte
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Carlo calculations were normalized to the NLO cross-section calculation. In the case of parton shower
matching several final state parton multiplicities were simulated for predefined shower matching cuts
and the sum of the exclusive cross-sections was normalized to the result of the higher-order calculation.
By applying this procedure, it is expected that the shapes of inclusive distributions are reasonably well
described. However, large uncertainties are expected in the absolute cross-section predictions in extreme
phase-space regions such as, for example, final states with high jet multiplicities.

Table 1: Leading order (LO) and higher order (N)NLO cross-sections for some important Standard
Model production processes for pp collisions at a centre-of-mass energy of 14 TeV. In the calculation
of all cross-sections the CTEQ6L and CTEQ6M structure function parametrizations have been used.
For inclusive W and Z production, the cross-section quoted includes the branching ratio into one lepton

generation.
Process Comments Reference Order in o (nb)
pert. theory
Total inelastic pp PYTHIA [2] 79-10°
Non Single Diffractive PYTHIA [2] 65-10°
Dijet B> 25 Gev PYTHIA [2] LO 367-10°
NLOJET++ [3,4] NLO 477103
Y-jet pr > 25 GeV PYTHIA [2] LO 180
bb — p +X Pk >6GeV PYTHIA [2] LO 6.1-10°
bb — uu +X PhH2 S 674 Gev PYTHIA [2] LO 110
1 NLO 0.794
Ref. [5] NLO+NLL 0.833
Single top t-channel AcerMC [6] LO 0.251
production Ref. [7-9] NLO 0.246
s-channel AcerMC [6] LO 0.007
Ref. [7] NLO 0.011
Wt AcerMC [6] LO 0.058
Ref. [10-12] NLO 0.066
W — by FEWZ [13] LO 16.8
FEWZ [13] NLO 20.7
FEWZ [13] NNLO 20.5
Z— 0 myp > 60 GeV FEWZ [13] LO 1.66
FEWZ [13] NLO 2.03
FEWZ [13] NNLO 2.02
WW My > 20 GeV, pY >10 GeV MCFM [14] LO 0.072
MCFM [14] NLO 0.112
WZ My g0 > 20 GeV, py ' MCFM [14] LO 0.032
MCFM [14] NLO 0.056
77 My > 12 GeV MCFM [14] LO 0.0165
MCFM [14] NLO 0.0221
vy (499,98 — VYY) 80 < myy <150 GeV RESBOS [15] NLO 0.0209
(gg —7Y) 80 < my, <150 GeV RESBOS [15] NLO 0.0080

The cross-sections for the most relevant Standard Model production processes are summarised in
Table 1. The cross-sections for new physics signal processes are presented in the respective sub-chapters
of this book. For the calculation of the leading order cross-sections the CTEQOL [16, 17] set of struc-
ture function parametrizations was used. Processes available at (N)NLO were calculated by using the
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CTEQ6M [16, 17] parametrizations. The following comments concern the various cross-sections:

e The total pp cross-section at a centre-of-mass energy of 14 TeV is predicted by PYTHIA [2] to be

102 mb. This is split into elastic (23 mb) and inelastic (79 mb) parts. The total inelastic pp cross-
section includes contributions from single and double-diffractive scattering which are estimated
to be 14 and 10 mb, respectively. The non-single diffractive cross-section, which is usually also
denoted as the minimum bias cross-section, is given by Onsp = Oipel. — Osp = 65 mb.

Multijet production via QCD processes is the dominant high-prt process at the LHC and is an im-
portant background in many physics studies. Even if next-to-leading order corrections are partially
known, the remaining uncertainties from missing higher-order corrections remain large. We there-
fore used leading-order estimates in most physics studies and large errors were assigned to cover
the uncertainty.

The pair production of b-quarks provides a copious source of leptons at the LHC. The single and
dimuon cross-sections from bb production were calculated with pr thresholds as expected at the
trigger level. A leading order PYTHIA calculation has been used in the present studies. Even if
the higher-order corrections are known [18], large uncertainties remain.

For the t7 production cross-section several calculations beyond leading order exist. In the studies
presented in this volume the NLO calculation including a next-to-leading log (NLL) resummation
[5] was used. The cross-sections for the three relevant sub-processes for single-top production
were calculated at NLO.

The inclusive production cross-sections of W and Z bosons are known at next-to-next-to-leading
order (NNLO) and these values were used in the studies. The residual uncertainties from variations
of the renormalization and factorization scales are estimated to be at the level of a few percent [13].
In many cases the production of W and Z bosons with jets constitutes an important background to
searches. Exclusive W /Z + jet cross sections have in general been calculated with leading order
Monte Carlos, such as PYTHIA, or the parton shower matched Monte Carlos ALPGEN or Sherpa.
These calculations were normalized to the inclusive NNLO cross-sections. Only in case of the
Wbb and Zbb production were exclusive NLO cross-sections calculated, to which the tree-level
Monte Carlo generator results were normalized. The results of these calculations for a few rele-
vant phase space regions are:

Process | Comments Reference Order in o (pb)
pert. theory

Wbb | p% > 10 GeV, |n,| < 2.5, AR,; >0.7 | ALPGEN [19] LO 68.7
miy) > 30 GeV, my;, > 9.24 GeV MCFM [14]  NLO 176.9

Zbb | pb > 10GeV, |ny| < 2.5, AR,; >0.7 | AcerMC[6]  LO 60.7
mS) > 30 GeV, my;, > 9.24 GeV MCFM [14]  NLO 86.4

Zbb | pb>5GeV, ny| < 2.5,AR,; >0.7 | AcerMC[6]  LO 27.9
mS) > 60 GeV, my;, > 9.24 GeV MCFM [14]  NLO 44.8

The cross-sections for diboson production are available at NLO. In addition to the gg-initiated
processes, the gg box-diagram contributions are sizeable, and both have been taken into account
in the analyses. For ZZ production the gg box contributions were estimated to be at the level of
30% [20] and the NLO result was scaled accordingly. A re-evaluation of this contribution using
the program of Ref. [21] yielded a contribution of 23.8%. For the 7y production process the box
contribution was calculated using the RESBOS Monte Carlo program [15].
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3 Monte Carlo Simulation

The samples of fully simulated events were made using a variety of Monte Carlo generators. Interfaces
in the ATLAS software framework provided mechanisms to feed the particle-level events generated into
the ATLAS simulation software packages. The production of these events was a major effort: a plethora
of physics processes were simulated, and over 1300 different data sets were produced. Unless otherwise
stated, samples were produced simulating only one proton-proton interaction: the effect of additional
interactions was neglected.

The principal general-purpose Monte Carlo generators employed were PYTHIA, HERWIG, Sherpa,
AcerMC, ALPGEN, MadGraph/MadEvent and MC@NLO. In addition to these, further generators were
used for specific processes: Charybdis, CompHEP, TopReX and WINHAC. The versions of the gen-
erators used are summarised in Table 2. Parton-level Monte Carlo generators used either PYTHIA or
HERWIG/JIMMY for hadronisation and underlying event modelling. HERWIG hadronisation was com-
plemented by an underlying event simulation from the JIMMY program [22] (versions 4.2 and 4.31).
The underlying event model parameters were tuned, for PYTHIA and HERWIG/JIMMY, to published
data from Tevatron and other experiments, as described in Ref. [23] and references therein. For Sherpa,
the default parton shower and underlying event modelling was used. Examples of the specific processes
generated with each program are given in the Appendix.

Table 2: Monte Carlo event generators used for the production of event samples for the studies reported
here. The fourth column shows, for the parton-level event generators, which software was used for the
hadronisation and underlying event (UE) simulation.

Generator Versions Reference | Hadronisation+UE
PYTHIA 6.323-6.411 [2]

HERWIG 6.508-6.510 [24] JIMMY for UE
Sherpa 1.008-1.011 [25]

AcerMC 3.1-34 [26] PYTHIA , HERWIG
ALPGEN 2.05-2.13 [19] HERWIG/JIIMMY
MadGraph/MadEvent 3.X-4.15 [27] PYTHIA
MC@NLO 3.1-3.3 [28] HERWIG/JIIMMY
Charybdis 1.001-1.003 [29] HERWIG/JIMMY
CompHEP - [30] PYTHIA

TopReX 4.11 [31] PYTHIA
WINHAC 1.21 [32] PYTHIA

The decay of 7 leptons was normally not treated by the main Monte Carlo generators themselves, but
rather via the TAUOLA package [33], version 2.7. The radiation of photons from charged leptons was
also treated specially, using the PHOTOS QED radiation package, version 2.15 [34]. These two pack-
ages were used for a range of processes and generators: this required implementation of new interfaces
for HERWIG and Sherpa. When simulating specific b-hadron decays for B-physics analyses [35], the
EvtGen [36] dedicated b-hadron decay package was used in combination with PYTHIA.

The Monte Carlo tools in ATLAS are taken, where available, from the LHC Computing Grid GENSER
(generator services) sub-project [37]. These are modified with custom ATLAS software patches when
needed. For most Monte Carlo programs more than one version was employed during the long series
of simulations: changes in version were motivated by physical model, or technical improvements to the
package. Common particle mass definitions were also used where relevant (for example, the top mass
was taken to be 175 GeV, unless otherwise stated). The Monte Carlo tools are then either wrapped in-
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side the ATLAS Athena environment [38], or interfaced via the Les Houches accord event format [39],
depending on the implementation simplicity. The latter interfaces were used for the Sherpa, AcerMC,
ALPGEN, MadGraph/MadEvent, MC@NLO and CompHEP event generation. These interfaces rely on
widespread use of the HepMC C++-based event record format [40]: several improvements were made
during the series of event production processings.

LHAPDF, the Les Houches accord PDF interface library [41], was used throughout, and was linked
to all Monte Carlo event generators to provide the PDF set values. The PDF sets [16] used were CTEQO6L
for leading order (LO) Monte Carlo event generators, and CTEQ6M for the next-to-leading order (NLO)
Monte Carlo event generator MC@NLO.

4 Detector Description

One important aspect of the Computing Commissioning Challenge was the test of the alignment and
calibration procedures with an imperfect, i.e. more realistic, description of the ATLAS detector. In
particular, misalignments were introduced for the inner detector and additional material was added in the
inner detector and in front of the calorimeters. In addition, distorted magnetic field configurations were
introduced, where the symmetry axis of the field did not coincide with the beam axis.

The goal was to establish and validate the alignment and calibration procedures and to determine the
known distortions. This has a strong physics motivation: for example, a knowledge of the energy scale
of the electromagnetic calorimeter with a precision of 0.02%, as required for a precise measurement of
the W mass, requires knowledge of the total radiation length of the material in the inner detector with a
precision at the level of 1%.

Two different geometries were used in the simulations. In a so-called as-built geometry realistic
alignment shifts and distortions of the magnetic field were introduced. In the distorted geometry addi-
tional material was added. The calibration samples were simulated and calibration constants determined
with the as-built geometry. All physics samples were, however, simulated with the distorted geometry
and the calibrations constants as determined from the as-built geometry were applied.

As-built geometry The as-built geometry includes misalignments of the main subdetectors (pixel de-
tector, silicon microstrip tracker (SCT), and transition radiation tracker (TRT)) of the inner detector. The
misalignments were introduced as independent translations and rotations at three levels: (i) of the main
subdetector parts (pixel detector, SCT barrel, two SCT endcaps, TRT barrel and two TRT endcaps), (ii)
of major detector sub-units, like pixel and SCT barrel layers, pixel and SCT endcap disks and TRT barrel
modules and (iii) of individual silicon detector modules. The sizes of displacements were chosen to lie
within the expected build tolerances. The actual displacements were assigned randomly in most cases.

The shifts described in the following were applied for the levels (i) and (ii) in the global ATLAS co-
ordinate system, defined as a right-handed system with the x-axis pointing to the centre of the LHC ring,
the y-axis in the vertical direction and the z-axis along the beam direction. The level (iii) misalignments
refer to the local coordinate system of individual detector modules.

At level (i), the whole subdetector parts were displaced in the three spatial coordinates at the level of
1-2 mm followed by rotations around the three axes at the level of 10-50 mrad.

The alignments of the endcap detector sub-units include additional in-plane (x-y) displacements and
rotations around the z-axis. They were generated randomly from uniform distributions centred around
zero with a width of 150 um and 41 mrad, respectively. For the TRT barrel modules the translations
are generated randomly from uniform distributions around zero, with widths of 200 ym, 100 ym and
4300 pm respectively for modules of the three TRT layers. In addition, a systematic radial shift of +1.0,
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-0.5 and +1.5 mm is applied for all modules of the respective layers. No rotations nor displacements
were applied to the TRT endcap modules.

For the individual pixel and SCT detector modules individual position displacements were applied
randomly from uniform distributions with widths of 30-50 pm for pixel and 100-150 ym for SCT mod-
ules, followed by rotations around the three axes, also randomly chosen from uniform distributions with
widths of 1 mrad.

Distorted geometry The distorted geometry is based on the as-built geometry with additional material
added in different locations of the inner detector and in front of the electromagnetic calorimeter. Material
corresponding to an increase of 1-3% of a radiation length was added just behind the first pixel layer,
and just behind the second SCT layer, and in the endcaps adjacent to one of the endcap pixel disks and
adjacent to two of the endcap SCT disks. This amount of additional material is considered to be much
larger than the uncertainty on the knowledge of the exact amount of the material. Within the active
tracking volume the material in regions of service routing was increased by 1-5% of a radiation lenght.
For services outside the active tracking volume the material was increased by up to 15% of a radiation
length. These increases are also expected to be larger than the uncertainties. It should be noted that for
the inner detector the extra material was only added in one half of the azimuthal angle (0 < ¢ < 7) to
allow for a straightforward study of the difference in calibration and performance with single particles.
Additional material was also added in a ¢-asymmetric way in front of the calorimeter. In the region
n >0 additional material corresponding to 8-11% X were added in front of the barrel cryostat, 5% Xy
between the barrel presampler and strip layers (in 7/2 < ¢ < 37/2), and 7-11% X, behind the cryostat.
In the region 17 <0, additional material corresponding to 5% X, was added between the barrel presampler
and the strip layer in the region —7/2 < ¢ < m/2. The density of material in the gap between the barrel
and the endcap cryostat was increased by 70%. Again, this is considered to be conservative and larger
than the uncertainties on the precise knowledge of the material distribution in this region of the detector.

Applications in performance of physics studies Several performance studies were carried out using
the as-built and distorted geometries in simulation and the impact is documented elsewhere in this vol-
ume. Among the important studies is the impact of the misalignments on the b-tagging performance
or on the reconstructed resolution of the Z resonance in muon final states. In addition the impact on
the mass resolution and reconstruction efficiencies was studied for H — yy, H — ZZ — 4{ and Z — ee
samples.

5 Treatment of systematic uncertainties

The results of the physics and performance studies are affected by systematic uncertainties, some of
which are common to many studies. To allow a uniform treatment of these uncertainties across the
various analyses, the following effects and prescriptions were applied.

There are detector-related uncertainties, such as those on particle identification efficiencies, on back-
ground rejections, and on the precise knowledge of energy scales and resolution functions. These un-
certainties can be largely constrained and determined from the data themselves. However, this can only
be done with a finite, and integrated luminosity-dependent, accuracy. In the present studies, rough esti-
mates of these uncertainties were used, considering three canonical integrated luminosity values: 0.1, 1
and 10 fb~!. Detector-related systematic uncertainties were applied to signal and background samples
by varying the energy scale, resolution, or efficiency or rejections.
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In addition, uncertainties come from the approximations made in Monte Carlo generators, modelling
and from the theoretical calculation of cross-sections. Unless stated otherwise when discussing individ-
ual analyses, the following assumptions were applied, for the various systematic uncertainties.

5.1 Uncertainties on the detector performance

Electrons and photons For electrons and photons, uncertainties on the identification efficiency of
1.0%, 0.5% and 0.2% were assumed for the three values of integrated luminosity, 0.1, 1 and 10 b1,
respectively. These values can be determined from data by applying the so called tag-and-probe meth-
ods [42,43] to known resonance decays, like Z — ee. The uncertainty on the energy scale was assumed
to be 1% (0.1%) for integrated luminosities below (above) 1 fb~!. The electron and photon resolutions
were estimated to be known with precisions of 20%, 10% and 5% at the three values of integrated lumi-
nosity. The electron fake rates were assumed to have overall uncertainties of 50%, 20% and 10% at the
three integrated luminosity values. All uncertainties were assumed to be independent of pr and 7).

Muons Uncertainties on the identification efficiency of 1%, 0.3% and 0.1% were used for muons with
pr < 100 GeV for the three integrated luminosity values. As for electrons, it should be noted that these
numbers are expected to be conservative, since the statistical precision that can be obtained from studies
of Z — up decays amounts to 0.2% for an integrated luminosity of 0.1 fb~!. For higher muon momenta
the efficiencies must be estimated using extrapolations based on Monte Carlo and therefore larger values
were assumed: for muons with a pt of 1 TeV, for example, the uncertainties were assumed to be 5%, 3%
and 1%, respectively.

The muon energy scale was assumed to be known with precisions of 1%, 0.3% and 0.1% for the
three integrated luminosity values. Furthermore, uncertainties of 12%, 4% and 1% were assumed on the
muon momentum resolution below 100 GeV, whereas a value of 100% was used for muons with pr of
1 TeV. All these uncertainties were considered to be independent of 7.

Jets and Missing E7 Unless otherwise stated, the overall uncertainty on the jet energy scale was as-
sumed to +5% over the pseudorapidity region || <3.2 and +10% for jets in the forward calorimeters,
3.2 < |n| <4.9. This scale uncertainty is applied, independently of jet pr, for both light-quark jets
and jets from b-quarks. In addition, unless stated otherwise, an uncertainty of 10% on the jet energy
resolution was considered.

The missing transverse energy, E%liss, is calculated by summing high-pt objects like leptons and
jets, in addition a component from unclustered energy is added. Part of the uncertainty in E%‘iss is thus
correlated with the jet and lepton energy scale uncertainties, but also a wrong calibration of unclustered
energy can affect E‘Tniss.

After identified objects were rescaled or smeared, the E%‘iss was re-calculated with the corrected
energies. In most of the studies also the low pr part of the unclustered energy was modified. In this
procedure, the momenta of the leptons and jets with pr > 20 GeV were subtracted first from the E‘Tniss,
a 10% uncertainty on the remainder was applied, and then the effects of the leptons and jets were added
back in.

Heavy-flavour tagging For the b-tagging efficiency a 5% relative uncertainty was assumed, indepen-
dently of luminosity. This is considered to be a conservative estimate for integrated luminosities of
1 fb~! or higher. For the mistag rate of light and c-jets an integrated-luminosity independent uncertainty
of 10% was assumed. It is expected that the mistag rates can be measured with this precsion or better
from data sets exceeding an integrated luminosity of 0.1 fb~!. The efficiency and mistag variations were
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implemented in analyses by randomly rejecting 5% of the jets tagged as b-jets or by randomly changing
the tag status of light and c-jets.

5.2 Uncertainties on cross-sections and Monte Carlo modelling

Several theoretical uncertainties affect the predicted cross-sections. The details and the size of the uncer-
tainty depend on the signal and background processes considered and no general numbers can be quoted.
They are therefore usually addressed in the respective studies presented in this volume. The main effects
can be classified as follows:

e The theoretical calculations are affected by missing unknown higher-order corrections. These
uncertainties are usually estimated by varying the renormalization and factorization scales within
factors of two around the nominal scale chosen.

e Despite the normalization of tree-level Monte Carlo programs — with or without parton shower
matching — to the (N)NLO cross sections, large uncertainties remain, in particular for exclusive
final states in specific phase space regions after the application of cuts. These uncertainties have
been estimated either by varying parton-shower matching cuts or by comparisons with different
Monte Carlo event generators.

e Uncertainties in the parton distribution functions result in uncertainties on the calculated cross-
sections which are typically of the order of 10%. These uncertainties have either been addressed
by varying the eigenvalues of the CTEQ parametrization parameters [17] within the suggested
values or by comparing the CTEQ and MRST2001 [44] parametrizations.

Appendix

In the following, additional technical information is given on some of the Monte Carlo event generators
employed, together with example processes.

PYTHIA

The PYTHIA Monte Carlo event generator [2] was employed for the event simulation of many samples.
The new implementation of parton showering, commonly known as pt -ordered showering, was used,
as was the new underlying event model where the phase-space is interleaved/shared between initial-state
radiation (ISR) and the underlying event. In addition to the standard processes implemented in PYTHIA,
two extensions were implemented containing a chiral lagrangian model [45], and an R-hadron model.

HERWIG and JIMMY
HERWIG [24] was used, for example, for simulation of SUSY signal processes [46]. The pre-generated
input tables for these processes were provided by ISAJET and ISAWIG [47].

Sherpa

The Sherpa Monte Carlo event generator [25], was used for several processes, most notably for the
production of electroweak bosons in association with jets: these profited from the implemented CKKW
parton-showering and matrix-element matching technique. Some representative processes for which
Sherpa was used are: a W or Z produced in association with up to four light jets; Higgs boson production
via vector boson fusion; and associated production of bbA.

10
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AcerMC

Some processes for which AcerMC [26] was used were: Zbb production; Zt production; 7 production;
single top processes; t7bb production; and 7t production. The AcerMC program was used both with
PYTHIA and HERWIG hadronisation, to allow tests of systematic uncertainties related to parton shower
modelling.

A procedure was developed for combining samples with ## production modelled with MC@NLO
with samples from the AcerMC t7bb process. There is an overlap of the two samples since the extra
gluon in the NLO ¢7 calculation can split into a bb pair during parton showering. For studies where this
channel was relevant [48], events with additional bb pairs in the MC @NLO samples were rejected, since
the matrix-element t7bb generation is expected to describe such events better in the region of the phase
space selected by the analysis (especially for relatively large opening angle between the two quarks of
the bb pair). The corresponding number of events (10% of the total) was also removed from the high
jet-multiplicity ¢ sample for normalization purposes.

ALPGEN

The ALPGEN Monte Carlo event generator [19] was used for several processes, most notably for the
production of electroweak bosons in association with jets, in order to profit from the implemented MLM
parton-showering and matrix-element matching technique. Some processes for which ALPGEN was
used were: W or Z production in association with up to five light jets; ¢# production with up to three
additional light jets; bb or c¢¢ production with up to three additional light jets; electroweak boson pair
production in association with up to three jets Higgs production via vector boson fusion; and photon pair
production in association with up to three jets.

MadGraph/MadEvent

The MadGraph/MadEvent Monte Carlo event generator [27] was used for a selection of processes, for
example for exclusive final states involving multiple electroweak bosons and associated light jets, as
well as some Standard Model Higgs boson production channels. Although MadGraph/MadEvent pro-
cesses in the 4.X versions can be combined with a native version of parton-showering and matrix-element
matching technique, this functionality was not used here. Some representative processes for which Mad-
Graph/MadEvent was used are: W or Z production in association with four light partons; WW, WZ or
ZZ pair production in association with two light partons; electroweak boson production in association
with two photons; and photon pair production in association with two additional partons.

MC@NLO

The MC@NLO event generator [28] is one of the few Monte Carlo tools incorporating full NLO QCD
corrections to a selected set of processes in a consistent way. It was used to simulate a number of
processes, including: inclusive W or Z production; ¢ production; electroweak boson pair production;
and Higgs boson production and decay, for the W W~ and yy Higgs boson decay modes.

Charybdis

The Charybdis Monte Carlo event generator [29] is a special-purpose program implementing production
and decay of microscopic black holes in models with TeV-scale gravity.

11
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CompHEP

The CompHEP Monte Carlo event generator [30] was used for a small set of processes: excited electron
production, Z' — e*e™ ¥, and the production of E6 heavy iso-singlet D quarks decaying to Z or W pairs,
or to a ZH pair in association with additional quarks.

TopReX

The TopReX Monte Carlo event generator [31] was used for top pair or single top production involving
flavour-changing neutral current (FCNC) couplings in top quark decays, explicitly: ¢f production where
one top quark decays conventionally (to bW), and the other to either g7 or ¢gZ; and single top production
and decay to either gy or gZ. TopReX was interfaced directly with PYTHIA for parton showering,
hadronisation and the underlying event: a point to note is that TopReX single top generation is intimately
interfaced with the PYTHIA old (virtuality-ordered) parton showering model and thus cannot be used
with the new PYTHIA pr -ordered showering.

WINHAC

WINHAC [32] is a Monte Carlo event generator dedicated to the hadro-production of single W bosons
decaying into leptons. Comparisons done within ATLAS have shown that the WINHAC predictions
match well the predictions of PHOTOS for radiative corrections to W boson leptonic decays. PHOTOS
was used throughout this work.
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The Expected Performance of the Inner Detector

Abstract

The ATLAS inner detector will see of the order of 1000 charged particle tracks
for every beam crossing at the design luminosity of the CERN Large Hadron
Collider (LHC). This paper summarizes the design of the detector and outlines
the reconstruction software. The expected performance for reconstructing sin-
gle particles is presented, along with an indication of the vertexing capabilities.
The effect of the detector material on electrons and photons is discussed along
with methods for improving their reconstruction. The studies presented focus
on the performance expected for the initial running at the start-up of the LHC.

1 Introduction

In ATLAS, at the LHC design luminosity of 10** cm~2s~!, approximately 1000 particles will emerge
from the collision point every 25 ns within |n| < 2.5, creating a very large track density in the detec-
tor. To achieve the momentum and vertex resolution requirements imposed by the benchmark physics
processes, high-precision measurements will be made in the inner detector (ID), shown in Fig. 1. Pixel
and silicon microstrip (SCT) trackers, used in conjunction with the straw tubes of the transition radiation
tracker (TRT), will make high-granularity measurements. The original performance specifications were
set out in 1994 and are detailed in [1] — the focus being on challenging physics channels such as the
measurement of leptons from the decays of heavy gauge bosons and the tagging of b-quark jets.

End-cap semiconductor tracker

Figure 1: Cut-away view of the ATLAS inner detector.

The ID surrounds the LHC beam-pipe which is inside a radius of 36 mm. The layout of the detector
is illustrated in Fig. 2 and detailed in [2]. Its basic parameters are summarised in Table 1. The ID is
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immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of 5.3 m

with a diameter of 2.5 m.
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Figure 2: Plan view of a quarter-section of the ATLAS inner detector showing each of the major elements

with its active dimensions.

160 straw planes

Sensitive end-cap

Item Radial extension (mm) Length (mm)

Pixel Overall envelope | 45.5 < R <242 0 < |z] <3092

3 cylindrical layers ~ Sensitive barrel | 50.5 < R < 122.5 0 < |z] < 400.5

2 x 3 disks Sensitive end-cap | 88.8 <R < 149.6 495 < |z| < 650

SCT Overall envelope | 255 < R < 549 (barrel) 0 < |z < 805
251 <R <610 (end-cap) | 810 < |z] <2797

4 cylindrical layers ~ Sensitive barrel | 299 < R < 514 0 < |z] <749

2 x 9 disks Sensitive end-cap | 275 < R < 560 839 < |z| <2735

TRT Overall envelope | 554 < R < 1082 (barrel) 0 < |z] <780
617 < R < 1106 (end-cap ) | 827 < |z| < 2744

73 straw planes Sensitive barrel | 563 < R < 1066 0<|z] <712

644 < R < 1004

848 < |z| < 2710

Table 1: Main parameters of the inner detector.

The precision tracking detectors (pixels and SCT) cover the region || < 2.5. In the barrel region,
they are arranged on concentric cylinders around the beam axis while in the end-cap regions, they are
located on disks perpendicular to the beam axis. The highest granularity is achieved around the vertex
region using silicon pixel sensors. All pixel modules are identical and the minimum pixel size on a
sensor is 50 x 400 um?. The pixel layers are segmented in R — ¢ and z with typically three pixel layers
crossed by each track. The first layer, called the “vertexing layer”, is at a radius of 51 mm. The intrinsic
accuracies in the barrel are 10 um (R—¢) and 115 pm (z) and in the disks are 10 um (R—¢) and 115 um
(R). The pixel detector has approximately 80.4 million readout channels.

For the SCT, eight strip layers (four space points) are crossed by each track. In the barrel region, this
detector uses small-angle (40 mrad) stereo strips to measure both coordinates, with one set of strips in
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each layer parallel to the beam direction, measuring R — ¢. Each side of a detector module consists of
two 6.4 cm long, daisy-chained sensors with a strip pitch of 80 um. In the end-cap region, the detectors
have a set of strips running radially and a set of stereo strips at an angle of 40 mrad. The mean pitch
of the strips is also approximately 80 um. The intrinsic accuracies per module in the barrel are 17 um
(R—¢) and 580 um (z) and in the disks are 17 um (R — ¢) and 580 um (R). The total number of readout
channels in the SCT is approximately 6.3 million.

A large number of hits (typically 30 per track, with a maximum of 36, see Fig. 34) is provided by the
4 mm diameter straw tubes of the TRT, which enables track-following up to || = 2.0. The TRT only
provides R — ¢ information, for which it has an intrinsic accuracy of 130 um per straw. In the barrel
region, the straws are parallel to the beam axis and are 144 cm long, with their wires divided into two
halves, approximately at 7 = 0. In the end-cap region, the 37 cm long straws are arranged radially in
wheels. The total number of TRT readout channels is approximately 351,000.

Item Intrinsic accuracy Alignment tolerances
(um) (pm)
Radial (R) | Axial (z) | Azimuth (R-9)
Pixel
Layer-0 10 (R-¢) 115 (z) 10 20 7
Layer-1 and -2 | 10 (R-¢) 115 (z) 20 20 7
Disks 10 (R-9) 115 (R) 20 100 7
SCT
Barrel 17 (R-9) 580 (z)! 100 50 12
Disks 17 (R-¢) 580 (R)! 50 200 12
TRT 130 307
1. Arises from the 40 mrad stereo angle between back-to-back sensors on the SCT modules with axial (barrel)
or radial (end-cap) alignment of one side of the structure. The result is pitch-dependent for end-cap SCT modules.
2. The quoted alignment accuracy is related to the TRT drift-time accuracy.

Table 2: Intrinsic measurement accuracies and mechanical alignment tolerances for the inner detector
sub-systems, as defined by the performance requirements of the ATLAS experiment. The numbers in the
table correspond to the single-module accuracy for the pixels, to the effective single-module accuracy
for the SCT and to the drift-time accuracy of a single straw for the TRT.

The combination of precision trackers at small radii with the TRT at a larger radius gives very robust
pattern recognition and high precision in both R — ¢ and z coordinates. The straw hits at the outer radius
contribute significantly to the momentum measurement, since the lower precision per point compared to
the silicon is compensated by the large number of measurements and longer measured track length.

The inner detector system provides tracking measurements in a range matched by the precision mea-
surements of the electromagnetic calorimeter [2]. The electron identification capabilities are enhanced by
the detection of transition-radiation photons in the xenon-based gas mixture of the straw tubes. The semi-
conductor trackers also allow impact parameter measurements and vertex reconstruction (“vertexing”)
for heavy-flavour and 7-lepton tagging. The secondary vertex measurement performance is enhanced by
the innermost layer of pixels, at a radius of about 5 cm.

Charged particle tracks with transverse momentum pr > 0.5 GeV and |n| < 2.5 are reconstructed
and measured in the inner detector and the solenoid field. However, the efficiency at low momentum is
limited because of the large material effect in the inner detector (see Fig. 3). The intrinsic measurement
performance expected for each of the inner detector sub-systems is summarised in Table 2. This per-
formance has been studied extensively over the years [1], both before and after irradiation of production
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modules, and also, more recently, during the combined test beam (CTB) runs in 2004 [2,3] and in a series
of cosmic-ray tests in 2006 [2,4]. The results have been used to update and validate the modelling of
the detector response in the Monte-Carlo simulation. This paper describes the expected performance of
the inner detector in terms of tracking, vertexing and particle identification. The alignment of the inner
detector is described elsewhere ( [2] and the references therein).
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Figure 3: Material distribution (Xp, A) at the exit of the ID envelope, including the services and thermal
enclosures. The distribution is shown as a function of |17| and averaged over ¢. The breakdown indicates
the contributions of external services and of individual sub-detectors, including services in their active
volume.

2 Track reconstruction

The inner detector track reconstruction software [5] follows a modular and flexible software design,
which includes features covering the requirements of both the inner detector and muon spectrometer [2]
reconstruction. These features comprise a common event data model [6] and detector description [7],
which allow for standardised interfaces to all reconstruction tools, such as track extrapolation, track fit-
ting including material corrections and vertex fitting. The extrapolation package combines propagation
tools with an accurate and optimised description of the active and passive material of the full detector [8]
to allow for material corrections in the reconstruction process. The suite of track-fitting tools includes
global-)? and Kalman-filter techniques, and also more specialised fitters such as dynamic noise adjust-
ment (DNA) [9], Gaussian-sum filters (GSF) [10] and deterministic annealing filters [11]. Optimisation
of these tools continues and their performance will need to be evaluated on real data. The tools intended
to cope with electron bremsstrahlung (DNA and GSF — see Section 5.1) will be run after the track re-
construction, as part of the electron-photon identification. Other common tracking tools are provided,
including those to apply calibration corrections at later stages of the pattern recognition, to correct for
module deformations or to resolve hit-association ambiguities.
Track reconstruction in the inner detector is logically sub-divided into three stages:

1. A pre-processing stage, in which the raw data from the pixel and SCT detectors are converted
into clusters and the TRT raw timing information is translated into calibrated drift circles. The
SCT clusters are transformed into space-points, using a combination of the cluster information
from opposite sides of a SCT module.

2. A track-finding stage, in which different tracking strategies [5, 12], optimised to cover different
applications, are implemented. (The results of studies of the various algorithms are reported else-
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where [13].) The default tracking exploits the high granularity of the pixel and SCT detectors to
find prompt tracks originating from the vicinity of the interaction region. First, track seeds are
formed from a combination of space-points in the three pixel layers and the first SCT layer. These
seeds are then extended throughout the SCT to form track candidates. Next, these candidates are
fitted, “outlier” clusters are removed, ambiguities in the cluster-to-track association are resolved,
and fake tracks are rejected. This is achieved by applying quality cuts. For example, a cut is made
on the number of associated clusters, with explicit limits set on the number of clusters shared be-
tween several tracks and the number of holes per track (a hole is defined as a silicon sensor crossed
by a track without generating any associated cluster). The selected tracks are then extended into
the TRT to associate drift-circle information in a road around the extrapolation and to resolve the
left-right ambiguities. Finally, the extended tracks are refitted with the full information of all three
detectors. The quality of the refitted tracks is compared to the silicon-only track candidates and
hits on track extensions resulting in bad fits are labelled as outliers (they are kept as part of the
track but are not included in the fit).

A complementary track-finding strategy, called back-tracking, searches for unused track segments
in the TRT. Such segments are extended into the SCT and pixel detectors to improve the tracking
efficiency for secondary tracks from conversions or decays of long-lived particles.

3. A post-processing stage, in which a dedicated vertex finder is used to reconstruct primary ver-
tices. This is followed by algorithms dedicated to the reconstruction of photon conversions and of
secondary vertices.

3 Tracking performance

3.1 Introduction to performance studies

The expected performance of the tracking system for reconstructing single particles and particles in
jets is determined using a precise modelling of the individual detector response (including electronic
noise and inefficiencies), geometry and passive material in the simulation. In this paper, a consistent
set of selection cuts for reconstructed tracks has been used. Generally, only prompt particles (those
originating from the primary vertex) with pr > 1 GeV and |n| < 2.5 are considered. Standard quality
cuts require reconstructed tracks to have at least seven precision hits (pixels and SCT). In addition,
the transverse and longitudinal impact parameters at the perigee must fulfil respectively |dy| < 2 mm
and |zo —zy| X sin® < 10 mm, where z, is the position of the primary vertex along the beam and
0 is the polar angle of the track. Stricter selection cuts, called b-tagging cuts, are defined by: at least
two hits in the pixels, one of which should be in the vertexing layer, as well as |dp| < 1 mm and
|zo —zy| X sin® < 1.5 mm. A reconstructed track is matched to a Monte-Carlo particle if at least 80%
of its hits were created by that particle. The efficiency is defined as the fraction of particles which are
matched to reconstructed tracks passing the quality cuts, and the fake rate is defined as the fraction of
reconstructed tracks passing the quality cuts which are not matched to a particle.

3.2 Track parameter resolutions

The resolution of a track parameter X can be expressed as a function of py as:

ox(pr) = ox(«)(1® px/pr) ¢))

where Oy (e0) is the asymptotic resolution expected at infinite momentum, py is a constant representing
the value of pr for which the intrinsic and multiple-scattering terms in the equation are equal for the
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parameter X under consideration and & denotes addition in quadrature. This expression is approximate,
working well at high pr (where the resolution is dominated by the intrinsic detector resolution) and at
low pr (where the resolution is dominated by multiple scattering). ox (eo) and px are implicitly functions
of the pseudorapidity. Figures 4, 5 and 6 show the momentum resolution for isolated muons and the trans-
verse and longitudinal impact parameter resolutions for isolated pions', all without a beam constraint and
assuming the effects of misalignment, miscalibration and pile-up to be negligible. The resolutions are
taken as the RMS evaluated over a range which includes 99.7% of the data (corresponding to +30¢ for a
Gaussian distribution). The TRT measurements are included in the track fits for tracks with [n| < 2.0,
beyond which there are no further TRT measurements. Table 3 shows the values of ox(e0) and px for
tracks in two 1-regions, corresponding to the barrel and end-caps. The use of the beam-spot constraint
in the track fit improves the momentum resolution for high-momentum tracks by about 5%. The impact
parameter resolutions are quoted only for tracks with a hit in the vertexing layer (this requirement has a
very high efficiency, as illustrated in Fig. 14 by the small difference between the standard quality and the
b-tagging quality tracks). Figure 7 shows the comparison of the impact parameter resolutions for pions
and muons. The muon distributions are very close to Gaussian, while those for the pions are slightly
broader and have small tails, in addition. The tails are even larger for electrons, and this is discussed in
Section 5.

Track parameter 0.25 < |n| < 0.50 1.50 < |n| < 175
Ox () px (GeV) Ox () px (GeV)
Inverse transverse momentum (g/pr) 0.34 TeV~! 44 0.41 TeV! 80
Azimuthal angle (¢) 70 urad 39 92 urad 49
Polar angle (cot 6) 0.7 x1073 5.0 1.2x1073 10
Transverse impact parameter (dg) 10 um 14 12 ym 20
Longitudinal impact parameter (zg X sin 0) 91 um 23 71 um 3.7

Table 3: Expected track-parameter resolutions (RMS) at infinite transverse momentum, Ox(co), and
transverse momentum, py, at which the multiple-scattering contribution equals that from the detector
resolution (see Eq. (1)). The momentum and angular resolutions are shown for muons, whereas the
impact-parameter resolutions are shown for pions (see text). The values are shown for two 1-regions,
one in the barrel inner detector where the amount of material is close to its minimum and one in the
end-cap where the amount of material is close to its maximum. Isolated, single particles are used with
perfect alignment and calibration in order to indicate the optimal performance.

The consequences of the pseudorapidity variation of the track parameter resolutions can be seen
from the reconstructed J/y — pu masses in the barrel and end-caps. This is shown in Fig. 8 where both
muons are either in the barrel or the end-caps.

The determination of the lepton charge at high pr is particularly important for measuring charge
asymmetries arising from the decays of possible heavy gauge bosons (W’ and Z’). Typically, such mea-
surements require that the charge of the particle be determined to better than 362. Whereas the charge
of high-energy muons will be measured precisely in the muon system, the charge of high-energy elec-
trons can only be measured by the inner detector. Figure 9 shows the reconstructed values of ¢/pr for
negatively charged isolated muons and electrons with pr = 0.5 TeV and pr = 2 TeV. The peaks of the
distributions are at negative values, reflecting the negative charges of the simulated particles. It can be
seen that the shape of the muon distributions is unchanged in going from 0.5 to 2 TeV — at high momen-

"Muons suffer less from interactions and hence provide the best reference; impact parameter determination is important for
vertexing, and this is more commonly required for hadrons, for example when b-tagging.
2The charge of a particle is considered well measured if it is at least 36 from 0 in the variable g/ p.
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resolution (corresponding to py in Eq. (1)), as a function of || (right).
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Figure 7: Resolution of the transverse impact parameter, dy (left) and the modified longitudinal impact
parameter, zo X sin 6 (right) for 5 GeV muons and pions with |1| < 0.5 — corresponding to the first two
bins of the previous two figures.
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Figure 8: Probability for the reconstructed invariant mass of muon pairs from J/y — pupu decays in
events with prompt J/y production. Distributions are shown for both muons with |n| < 0.8 (left) and
In| > 1.5 (right).

tum, the resolution of ¢/pr is independent of the true momentum of the muon and determined by the
intrinsic resolution of the detector.

For electrons, things are more complicated. As well as the intrinsic resolution, there are competing
effects from bremsstrahlung (which lowers the track momentum and makes the charge easier to measure)
and the conversion of bremsstrahlung photons (leading to pattern-recognition problems and degraded
charge determination). At 0.5 TeV, the effects of the conversions are significant, causing the electrons to
be measured worse than the corresponding muons. However, at 2 TeV, the intrinsic resolution dominates
the electron charge misidentification, and this is partially compensated for by the bremsstrahlung. The
fractions of muons and electrons for which the sign of the charge is incorrectly determined are shown in
Fig. 10. For these plots, perfect alignment has been assumed; any misalignment will degrade the charge
sign determination.

3.3 Track reconstruction efficiency

Figures 11, 12 and 13 show the efficiencies for reconstructing isolated muons, pions and electrons. In
addition to multiple-scattering, pions are affected by hadronic interactions in the inner detector material,
while electrons are subject to even larger reconstruction inefficiencies which arise from the effects of
bremsstrahlung. As a result, the efficiency curves as a function of |1| for pions and electrons reflect the
shape of the amount of material in the inner detector (see Fig. 3). As expected, the efficiency becomes
larger and more uniform as a function of |7| at higher energies.

Previous studies [1] have shown that the reconstruction efficiency is little affected by the “pile-up” of
additional minimum bias events at high luminosity (10** cm~2s~!). A more challenging environment is
found in the core of an energetic jet. Figure 14 shows the track reconstruction efficiency for prompt pions
(produced before the vertexing layer) and the fake rate for tracks in jets in 77 events as a function of |n]|.
For these events, the mean jet pr is 55 GeV, and the mean pr of the accepted tracks which they contain
is 4 GeV. The loss of efficiency at || = 0 with the b-tagging criteria arises from inefficiencies in the pixel
vertexing layer, which are assumed here to be 1%; this improves at higher |n7|, owing to the presence
of larger clusters when the track incidence angle decreases. Beyond || ~ 1, the tracking performance
deteriorates, mostly because of increased material. As shown in Fig. 15, the fake rate increases near the
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Figure 14: Track reconstruction efficiencies and  Figure 15: Track reconstruction efficiencies and
fake rates as a function of |n|, for charged pions  fake rates as a function of the distance AR (de-
in jets in 7 events and for different quality cuts (as  fined as AR = \/An? + A¢?) of the track to the
described in Section 3.1). “Reconstruction” refers  jet axis, using the standard quality cuts and inte-
to the basic reconstruction before additional qual-  grated over |n| < 2.5, for charged pions in jets in
ity cuts. tf events.

core of the jet, where the track density is the highest and induces pattern-recognition problems. This
effect increases as the jet pr increases. Using alternative algorithms, a few percent efficiency can be
gained at the cost of doubling the fake rate in the jet core.

The reconstruction described in Section 2 is aimed at tracks with pr > 0.5 GeV. Multiplicity studies
in minimum bias events will be among the first analyses undertaken by ATLAS. In these events, the
peak of the track pr spectrum is around 0.3 GeV. The reconstruction of these low-momentum tracks
will be difficult because of the high curvature of the tracks, increased multiple scattering, and at very
low momentum, reduced numbers of hits, since the tracks may fail to reach the outer layers of the
inner detector. To complement the track-finding strategy described in Section 2, an additional strategy
is employed in which hitherto unused pixel and SCT hits are used. To further aid the reconstruction,
the algorithm for the space-point track seeding is modified to use looser internal cuts and the cut on the
number of precision hits is reduced to at least five hits. Tracks are accepted with pr > 0.1 GeV, and in
some cases, inefficiencies for pr > 0.5 GeV are recovered. The resulting track reconstruction efficiency
is shown in Fig. 16. The distribution of candidate fake tracks is shown in Fig. 17.

4 Vertexing performance

4.1 Primary vertices

Vertexing tools constitute important components of the higher-level tracking algorithms. The residuals of
the primary vertex reconstruction are shown in Fig. 18, as obtained without using any beam constraint,
for tf events and H — 7y events with my = 120 GeV. The results shown here for H — Yy events are
based on tracks reconstructed from the underlying event and do not make use of the measurement of the
photon direction in the electromagnetic calorimeter. The primary vertex in #f events has always a rather
large multiplicity and includes a number of high-p tracks, resulting in a narrower and more Gaussian
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Figure 17: Rate of candidate fake tracks as a function of py for |n| < 2.5 and pr > 0.1 GeV (left) and
as a function of |n| (right) in minimum bias events (non-diffractive inelastic events). The rate of such
tracks is a function of the amount of material, indicating that a large fraction of them are secondaries for
which the Monte-Carlo truth information is not kept
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distribution than for H — 7y events. Table 4 shows the resolutions of the primary vertex reconstruction
in these ¢t and H — 7y events, without and with a beam constraint in the transverse plane, as well as the
efficiencies to reconstruct and select correctly (within 300 ptm) these primary vertices in the presence

of pile-up at a luminosity of 10* cm=2s1.
Event type x-y resolution | z resolution | Reconstruction Selection
(um) (um) efficiency (%) | efficiency (%)
tf (no BC) 18 41 100 99
tt (BO) 11 40 100 99
H — yy (no BC) 36 72 96 79
H — vy (BC) 14 66 96 79

Table 4: Primary vertex resolutions (RMS), without and with a beam constraint (BC) in the transverse
plane, for ¢f events and H — 7y events with my = 120 GeV in the absence of pile-up. Also shown, in the
presence of pile-up at a luminosity of 1033 cm™2s~!, are the efficiencies to reconstruct and then select
the hard-scattering vertex within 300 um of the true vertex position in z. The hard-scattering vertex is
selected as the primary vertex with the largest Zp:‘}, summed over all its constituent tracks.
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Figure 18: Primary vertex residual along x, in the transverse plane (left), and along z, parallel to the
beam (right), for events containing top-quark pairs and H — Yy decays with mgy = 120 GeV. The results
are shown without pile-up and without any beam constraint.

4.2 Secondary vertices

The resolution for the reconstruction of the radial position of secondary vertices for J/y — uu decays
in events containing B-hadron decays (mean pr of 15 GeV for the J/y) is shown in Fig. 19. While
there are some tails in the resolution distributions (left-hand plot), these are small. The corresponding
distributions for three-prong hadronic 7-decays in Z — 77 events (mean pr of 36 GeV for the 7-lepton)
are shown in Fig. 20. Because there are three charged tracks in close proximity, the reconstruction of
these decays is more challenging: the vertex resolutions are Gaussian in the central region, but have long
tails as can be seen from the points showing 95% coverage in right-hand plot.
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Gaussian distribution). The 7-leptons have an average transverse momentum of 36 GeV.
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Finally, Fig. 21 shows the resolution as a function of decay radius for the reconstruction of the radial
position of secondary vertices for KV decays (mean pr of 6 GeV) in events containing B-hadron decays.
The resolution in each radial slice is determined from a Gaussian fit to the core of the distribution. It can
be seen that there are significant tails: just before the barrel layers, the resolution for decays in the barrel
region is good, giving rise to the core; while that from the end-caps is variable, depending on the actual
position of the decay, giving rise to a broader distribution. The tails can be reduced and the resolutions
improved somewhat by tighter cuts on track quality and the reconstructed invariant mass, if desirable.
The effect of crossing the three successive pixel layers is clearly visible as well as the degraded resolution
for decays beyond the last pixel layer. Figure 22 shows the resolution as a function of decay radius for the
reconstruction of the invariant mass of the charged-pion pair for the same K — 77~ decays. Figure 23
shows the efficiency to reconstruct the KV decays. The reconstruction requires 3D information provided
by the silicon detectors, and hence the efficiency falls to zero once the decay is beyond the penultimate
SCT layers.

5 Particle identification, reconstruction of electrons and photon conver-
sions

The reconstruction of electrons and of photon conversions is a particular challenge for the inner detector.
The fraction of energy lost by electrons traversing the inner detector is shown in Fig. 24. In the energy
range over which the inner detector will measure electrons, the fraction has little dependence on the
actual electron energy. Electrons lose on average between 20 to 50% of their energy (depending on |1|)
by the time they have left the SCT, as illustrated in Fig. 25. The probability for photons to convert is
fairly independent of their energies for pr > 1 GeV. A histogram of the location of photon conversions
in |n| < 0.8 is shown in Fig. 26 - the radial structure of the detector is clearly visible. Between 10 to 50%
of photons have converted into an electron-positron pair before leaving the SCT, as illustrated in Fig. 27.

The TRT plays a central role in electron identification, cross-checking and complementing the elec-
tromagnetic calorimeter, especially at energies below 25 GeV [2]. In addition, the TRT contributes to the
reconstruction and identification of electron track segments from photon conversions down to 1 GeV and
of electrons which have radiated a large fraction of their energy in the silicon layers.

5.1 Electron reconstruction

In the absence of bremsstrahlung, the distribution py./Precon should be Gaussian; but in the presence
of bremsstrahlung, this is far from true, as can be seen for the end-cap in Fig. 28 (left-hand plot). By
fitting electron tracks in such a way as to allow for bremsstrahlung, it is possible to improve the recon-
structed track parameters, as shown in Figs. 28 and 29 for two examples of bremsstrahlung recovery
algorithms. These algorithms rely exclusively on the inner detector information and therefore provide
significant improvements only for electron energies below ~ 25 GeV. The dynamic noise adjustment
(DNA) method extrapolates track segments to the next silicon detector layer. If there is a significant x>
contribution, compatible with a hard bremsstrahlung, the energy loss is estimated and an additional noise
term is included in the Kalman filter [9]. The Gaussian-sum filter (GSF) is a non-linear generalisation
of the Kalman filter, which takes into account non-Gaussian noise by modelling it as a weighted sum of
Gaussian components and therefore acts as a weighted sum of Kalman filters operating in parallel [10].
With real data, to improve the fitted track parameters for electrons without deteriorating the fits for non-
electrons, it is necessary to assess whether a track is likely to correspond to an electron or not. This
can be done to some extent by the algorithms themselves by looking at the fits; additional information
can be obtained from the transition radiation in the TRT (see 5.2) and the electromagnetic calorimeter.
Ultimately, since information is lost during the bremsstrahlung, there is an unavoidable degradation of
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reciprocal (right) for electrons with pr =25 GeV and |n| > 1.5. The results are shown as probabilities
per bin for the default Kalman fitter and for two bremsstrahlung recovery algorithms (see text).

the electron measurement. The algorithms serve to reduce the bias of the track fits caused by the in-
creased track curvature. Only by adding additional information, such at the position of the cluster in the
electromagnetic calorimeter [2], is it possible to make a real improvement on the measured momentum.

By allowing for changes in the curvature of the track, the bremsstrahlung recovery algorithms “fol-
low” the tracks better and correctly associate more of the hits, leading to improvements in the recon-
struction efficiencies, as can be seen in Fig. 30. GSF has 2-3% greater efficiency than the default recon-
struction, since it does not flag hits as outliers, hence a track is less likely to fail the quality cuts on the
numbers of hits.

Figure 31 shows the improvements from bremsstrahlung recovery for the reconstructed J/y —
ee mass. Integrating over the complete pseudorapidity acceptance of the ID, and without using any
bremsstrahlung recovery, only 42% of events are reconstructed within 500 MeV of the nominal J/y
mass, whereas with the use of the bremsstrahlung recovery, this fraction increases to 53% and 56% for
DNA and GSF respectively, and the bias of the peak position is reduced. In the inner detector alone, the
J/y signal in the end-caps is more or less completely lost because of the effects of the increased material
compared to that in the barrel. The poor performance in the end-caps arises from the significant fraction
of energy lost by electrons (O(30)% by the time they have left the pixels) as well as the change in track
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Figure 29: Probability distributions for the ratio of the true to reconstructed momentum for electrons
with pr =25 GeV and |n| < 0.8 (left) and pr = 10 GeV and |n| > 1.5 (right). The results are shown as
probabilities per bin for the default Kalman fitter and for two bremsstrahlung recovery algorithms (see
text).
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Figure 30: Efficiencies to reconstruct electrons as a function of |1| for electrons with pr =25 GeV (left)
and pr = 10 GeV (right). The results are shown for the default Kalman fitter and for two bremsstrahlung
recovery algorithms (see text).
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Figure 31: Probability for the reconstructed invariant mass of electron pairs from J/y — ee decays
in events with B} — J/y(ee)K?. Distributions are shown for both electrons with |n| < 0.8 (left) and
In| > 1.5 (right). The results are shown for the default Kalman fitter and for two bremsstrahlung recovery
algorithms (see text). The true J/y mass is shown by the vertical line.

direction. These distributions should be contrasted with those for the muonic decays of the J/y in Fig. 8.
To conclude, the material of the inner detector causes a significant amount of bremsstrahlung for
electrons, biasing their fitted parameters. This can be partially compensated within the inner detector
using the so-called bremsstrahlung recovery procedures, DNA and GSF. These algorithms should be
applied to tracks in a way so as to improve electrons and not degrade pions or muons. DNA runs in a
time comparable with other simple fitters, while GSF, albeit producing better results, is a factor of twenty
slower than DNA. Exactly how these algorithms are used will depend on individual physics analyses.

5.2 Electron identification

While the end-cap TRT (discrete radiator foils) is relatively easy to simulate, the barrel TRT (matrix of
fibres) is harder and the best indication of the expected performance comes from the test beam (CTB),
where a complete barrel TRT module was tested. Using pion, electron and muon samples in the en-
ergy range between 2 and 350 GeV, the barrel TRT response has been measured in the CTB in terms
of the high-threshold hit probability, as shown in Fig. 32. The measured performance has been used
to parametrise the response in the TRT barrel. The transition-radiation X-rays contribute significantly
to the high-threshold hits for electron energies above 2 GeV and saturation sets in for electron energies
above 10 GeV. Figure 33 shows the resulting pion identification efficiency (probability of pions being
misidentified as electrons) for an electron efficiency of 90%, achieved by performing a likelihood eval-
uation based on the high-threshold probability for electrons and pions for each straw. Figure 33 also
shows the effect of including time-over-threshold information, which improves the pion rejection by
about a factor of two when combined with the high-threshold hit information. At low energies, the pion
rejection (the inverse of the pion efficiency plotted in Fig. 33) improves with energy as the electrons
emit more transition radiation. The performance is optimal at energies of ~ 5 GeV, and pion-rejection
factors above 50 are achieved in the energy range of 2-20 GeV. At very high energies, the pions become
relativistic and therefore produce more §-rays and eventually emit transition radiation, which explains
why the rejection slowly decreases for energies above 10 GeV.

The electron-identification performance expected for the TRT in ATLAS, including the time-over-
threshold information, is shown as a function of |n| in Fig. 35 in the form of the pion identification
efficiency expected for an electron efficiency of 90% or 95%. The shape observed is closely correlated to
the number of TRT straws crossed by the track (see Fig. 34), which decreases from approximately 35 to a
minimum of 20 in the transition region between the barrel and end-cap TRT, 0.8 < |n| < 1.1, and which
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Figure 35: Pion efficiency expected from simula-
tion as a function of |n| for an efficiency of 90%
or 95% for electrons with pr = 25 GeV.

Figure 34: Number of hits on a track as a function
of |n| for a track crossing the TRT.

also decreases rapidly at the edge of the TRT fiducial acceptance for || > 1.8. Because of its more
efficient and regular foil radiator, the performance in the end-cap TRT is better than in the barrel TRT
where it consists of radiating fibres [2].

5.3 Conversion reconstruction

Figure 36 shows the efficiency for reconstructing conversions of photons with pr =20 GeV and |n| < 2.1
as a function of the conversion radius and pseudorapidity, using the standard tracking algorithm com-
bined with the back-tracking algorithm described in Section 2. At radii above 50 cm, the efficiency for
reconstructing single tracks drops and that for reconstructing the pair drops even faster because the two
tracks are merged. If both tracks from the photon conversion are reconstructed successfully, vertexing
tools can be used to reconstruct the photon conversion with high efficiency up to radii of 50 cm. The over-
all conversion-identification efficiency can be greatly increased at large radii by flagging single tracks as
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photon conversions under certain conditions. (The identification is distinct from the reconstruction, since
with a single electron, the photon conversion cannot be reconstructed.) Only tracks which have no hits
in the vertexing layer, which are not associated to any fitted primary or secondary vertex, and which pass
a loose electron identification cut requiring more than 9% high-threshold hits on the TRT segment of the
track are retained. The resulting overall efficiency for identifying photon conversions is almost uniform
over all radii below 80 cm, as shown in Fig. 37.
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Figure 36: Efficiency to reconstruct conversions of photons with pr =20 GeV and |n| < 2.1, as a function
of the conversion radius (left) and pseudorapidity (right). Shown are the efficiencies to reconstruct single
tracks from conversions, the pair of tracks from the conversion and the conversion vertex.
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Figure 37: Efficiency to identify conversions of photons with pr =20 GeV and |n| < 2.1, as a function
of the conversion radius (left) and pseudorapidity (right). The overall efficiency is a combination of the
efficiency to reconstruct the conversion vertex, as shown also in Fig. 36, and of that to identify single-
track conversions (see text).

6 Conclusions

This paper documents the expected performance for the ATLAS inner detector, focusing on the low-
luminosity running at the start-up of the LHC. Most of the performance specifications set out in [1] have
been met — it is only at larger values of |7n|, where there are significant amounts of material, that the
track-finding efficiencies are less than the targets.
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The reconstruction of muons, electrons and pions has been studied in detail as a function of transverse
momentum and pseudorapidity. For high-pr muons in the barrel region, the resolution for 1/pr is
expected to be 0.34 TeV~! and the resolution for the transverse impact parameter 10 um. The charge of
muons and electrons will be measured in the inner detector over the complete acceptance up to 1 TeV
with misidentification probabilities on average of no more than a few percent. In the barrel region, muons
with pr > 1 GeV can be identified with efficiencies in excess of 98%. For high-pr muons, this rises
to > 99.5% across the whole acceptance. Electrons and pions suffer from material effects; for tracks
around 5 GeV, they are reconstructed with efficiencies between 70 and 95%. The inner detector is able
to reconstruct pions down to 0.2 GeV with efficiencies around 50%. Fake rates are low; even in the core
of moderate-energy jets (O(50) GeV Er), rates are less than 1%.

Algorithms have been developed to reconstruct primary and secondary vertices, as well as KV (and
other V) decays and conversions. In the case of {7 events, primary vertices can be identified with 99%
efficiency in the presence of low-luminosity pile-up. K¥ decays can be reconstructed up to a radius of
400 mm, while conversions can be identified by reconstructing pairs of tracks or tagging single electrons
in the TRT with 80% efficiency all the way up to a radius of 800 mm.

Electrons suffer from bremsstrahlung caused by the significant material in the inner detector. Algo-
rithms have been developed to improve the reconstruction of electrons, reducing the bias on the measured
momentum. While reasonable electron reconstruction is possible in the inner detector barrel, it is quite
difficult in the end-caps because of the increased amount of bremsstrahlung — here, the use of the elec-
tromagnetic calorimeter will be essential. Electrons can be identified by their transition radiation in the
TRT. For an electron efficiency of 90% at pr = 25 GeV, the pion misidentification probability is of the
order of a few percent over most of the acceptance, and the pion rejection will be optimal around 5 GeV.

After many years of preparing the ATLAS inner detector software and having tested it on simulated
and test-beam data, we are ready to reconstruct and analyse data from collisions. We now look forward
to the first data from the LHC.
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Calibration and Performance of the Electromagnetic
Calorimeter

Abstract

This note describes the calibration of electromagnetic clusters, as implemented
in current releases of the ATLAS reconstruction program. A series of correc-
tions are applied to calibrate both the energy and position measurements; these
corrections are derived from Monte-Carlo simulations and validated using test-
beam data. The possibility of obtaining inter-calibration energy corrections
from Z — ee data is also discussed.

1 Introduction

In order to realise the full physics potential of the LHC, the ATLAS electromagnetic calorimeter must
be able to identify efficiently electrons and photons within a large energy range (5 GeV to 5 TeV), and to
measure their energies with a linearity better than 0.5%. The W boson mass measurement, not considered
here, will require better precision.

The procedure to measure the energy of an incident electron or photon in the ATLAS electromag-
netic (EM) calorimeter has been described in Ref. [1]. Each step of the energy reconstruction has been
validated by a series of beam tests over many years, both using only the calorimeter [2, 3] and also
combined with representative components from all detector sub-systems. This has allowed considerable
refinement of the calorimeter simulation. This simulation is then used to model the behaviour of the full
detector.

One of the key ingredients for the description of the detector performance is the amount and position
of the upstream material. The understanding of the ATLAS detector geometry has also made progress
over the years; an overview of the present knowledge of the detector and its expected performance can be
found in [4]. The amount of material in front of the calorimeter for the as-built detector is significantly
larger than was initially estimated; this leads to larger energy losses for electrons and to a larger fraction
of photons converting (see Figs. 1 and 2).

The standard ATLAS coordinate system is used: the beam direction defines the z-axis, and the x-y
plane is transverse to the beam direction. The azimuthal angle ¢ is measured around the beam axis and
the polar angle 6 is the angle from the beam axis. The pseudorapidity is defined as 1 = —In(tan(6/2)).

1.1 Electron and photon candidates

The “sliding window” algorithm [5] is used to find and reconstruct electromagnetic clusters. This forms
rectangular clusters with a fixed size, positioned so as to maximise the amount of energy within the clus-
ter. An alternate algorithm is available which forms clusters based on connecting neighbouring cells until
the cell energy falls below a threshold; this is not used by the default electron and photon reconstruction.
The optimal cluster size depends on the particle type being reconstructed and the calorimeter region:
electrons need larger clusters than photons due to their larger interaction probability in the upstream ma-
terial and also due to the fact that they bend in the magnetic field, radiating soft photons along a range
in ¢. Several collections of clusters are therefore built by the reconstruction software, corresponding to
different window sizes. These clusters are the starting point of the calibration and selection of electron
and photon candidates.

One of the recent improvements in the calibration procedure is that electron and photon candidates
are treated separately. For each of the reconstructed clusters, the reconstruction tries to find a matching
track within a An x A¢ window of 0.05 x 0.10 with momentum p compatible with the cluster energy E
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(E/p < 10 [6,7]). If one is found, the reconstruction checks for presence of an associated conversion.
An electron candidate is created if a matched track is found and no conversion is flagged. Otherwise, the
candidate is classified as a photon.

This early classification allows applying different corrections to electron and photon candidates.
It is the starting point of a more refined identification based largely on shower shapes, described in
companion notes [6, 7]. Four levels of electron quality are defined (loose, medium, tight, and tight
without isolation). The available photon selection corresponds to the tight electron selection (excluding
tracking requirements). The medium and tight selections are used in some parts of the calibration analysis
described in this note. But the corrections derived are then applied to all electron and photon candidates.

1.2 Calorimeter granularity

The electromagnetic calorimeter (Fig. 3) was designed to be projective in 1), and covers the pseudorapid-
ity range || < 3.2. Precision measurements are however restricted to || < 2.5; regions forward of this
are outside of the scope of this note. The calorimeter is installed in three cryostats: one containing the
barrel part (|| < 1.475), and two which each contain the two parts of the end-cap (1.375 < |n| < 3.2).
Its accordion structure provides complete ¢ symmetry without azimuthal cracks. The total thickness
of the calorimeter is greater than 22 radiation lengths (Xp) in the barrel and greater than 24X, in the
end-caps. It is segmented in depth into three longitudinal sections called layers, numbered from 1 to 3
outwards from the beam axis. These layers are often called “front” (or “strips”), “middle,” and “back.”
The 1 granularity of the calorimeter for the front and middle layers is shown in Table 1. The ¢ size of
cells is 0.025 in layer 2 and 0.1 in layer 1. Layer 3 has a granularity of An x A¢ = 0.050 x 0.025. For
In| < 1.8, a presampler detector is used to correct for the energy lost by electrons and photons upstream
of the calorimeter. All these regions must be treated separately in deriving the individual corrections.

The effect of the choice of cluster size on electron and photon energy reconstruction has been studied
in Refs. [1] and [8]. These results are still the baseline of the present software. For electrons, the energy
in the barrel electromagnetic calorimeter is collected over an area corresponding to 3 x 7 cells in the
middle layer, i.e. A x A¢ = 0.075 x 0.175. For unconverted photons, the area is limited to 3 x 5 cells in
the middle layer, whereas converted photons are treated like electrons. The cluster width in 1 increases
with increasing |7n|; therefore, an area of 5 x 5 cells in the middle layer is used for both electrons and
photons in the end-cap calorimeter.
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Ros IS 17| range Cell 1) size
Layer 1 Layer?2
Barrel 0-1.4 0.025/8 0.025
. 1.4-1.475 0.025 0.075
end-cap 1.375-1.425 0.05 0.05

1.425-1.5 0.025 0.025
1.5-1.8 0.025/8 0.025
1.8-2.0 0.025/6  0.025
2024 0.025/4  0.025
24-25 0.025 0.025

Figure 3: Sketch of the accordion structure of the  Table 1: Calorimeter 1 granularity in layers 1
EM calorimeter [8]. and 2.

1.3 Geometries and data sets

The present knowledge of the detector geometry, resulting from the detector survey, is described in [4]
(Sec. 9). But even before the final survey, it was known that the inner detector services located in the
crack region would be wider than originally expected, and that the end-cap electromagnetic calorimeter
would be shifted by about 4 cm, compared to the nominal (and pointing) geometry described in Ref. [1].
This is taken into account in the simulation, and is treated as a misalignment in the cell calibration
procedure described below.

High statistics samples of single electrons and photons, processed with the full detector simulation
based on GEANT 4.7 [9], were used to derive and study the corrections. Two detector geometries are
available. The first is the “ideal geometry,” which contains the best knowledge of the dead material,
but which has no misalignments except for the 4 cm shift of the end-caps. The data sets based on
this geometry are used to derive the corrections and for most of the performance studies. The second
available geometry is a distorted one, in which extra material is added between the tracking detectors and
the calorimeters, and in which misalignments are introduced. For example, the amount of material in the
inner detector has increased in some regions by up to 7% of a radiation length for positive ¢, and the
density of material in the gap between the barrel and end-cap cryostats has increased by a factor of 1.7.
The distorted data-sets using this geometry are used to estimate systematic uncertainties and to check the
sensitivity of the methods to additional material. In addition to these single-particle data sets, Z — ee
decays are also available.

The standard calorimeter reconstruction for simulated data includes the effects of possible cell-level
miscalibrations by smearing the measured energy of each cell (by about 0.7%), therefore increasing the
constant term of the energy resolution. (The fractional energy resolution is conventionally parametrised
as 6(E)/E = a/E ©b//E @ c, where a is the noise term, b is the sampling term and c is the constant
term.) Unless otherwise stated, the results in this note do not include this additional smearing, and
therefore correspond to assuming a perfect cell-level calibration.

1.4 Energy and position reconstruction

The calibration of the LAr calorimeter is factorised into a channel-by-channel calibration of the electron-
ics readout and an overall energy scale determination.

The first step, often called “electronics calibration”, converts the raw signal extracted from each cell
(in ADC counts) into a deposited energy. The method used for this step, which is beyond the scope of this
note, was described in Ref. [1]. It was refined and validated when final barrel and end-cap modules were
studied in test beams [2, 3]. In the past two years, the experience gained and the algorithm developed
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were integrated into the standard ATLAS calibration software [10].

The second step deals with clusters. The energies deposited in the cells of each individual layer of
a cluster are summed, and an energy-weighted cluster position is calculated for each layer. There are
several important effects which must then be understood:

e Due to the accordion geometry, the amount of absorber material crossed by incident particles varies
as a function of ¢. This produces a ¢ modulation of the reconstructed energy.

e The shower is not fully contained in the 7 window chosen for clusters, and the cells have a finite
granularity. This introduces a modulation in the energy and a bias in the measured position (““S-
shape”) which depend on the particle impact point within a cell.

e A perfectly projective particle, coming from the origin of the coordinate system, intersects the cal-
orimeter at the same 1) position in all layers. The luminous region, however, extends significantly
in z; a particle from a vertex away from the origin intersects the calorimeter at slightly different n
positions in each layer. Properly combining these 17 measurements requires an accurate parametri-
sation of the shower depth within each layer.

An early study of these corrections, using both simulation and test beam data, can be found in [11].
The present prediction of these effects and their dependencies on the impact point and energy of the
incident particle are described in detail in this note.

The measured energy and position of EM clusters are corrected as described below (see Fig. 4).
The required scale of the correction is illustrated by the upper points in Fig. 1, which shows the recon-
structed energies of E = 100 GeV electrons before and after calibration. It is about 10% over most of the
calorimeter, but is larger in the transition region between cryostats.

Calculate initial c t iti ¢ t for lateral and Correct for
cluster position | Correct position | Correct energy for lateral an 3| .6 eneray

and energy longitudinal shower shapes modulations

measurements

Figure 4: Cluster correction steps.

e To start with, the energies in the cluster cells are summed, and an energy weighted (1, @) position is
calculated for each calorimeter layer. Before applying the cluster corrections, the energy resolution
has a constant term of about 0.65% (quoted for photons at || = 0.3).

o As the first step, corrections are applied to the cluster position, measured in each layer. These are
described in Sec. 2. The position measurements from the first two layers are then combined to de-
fine the shower impact point in the calorimeter, which can then be used for energy reconstruction.

e The next step is to combine the energies deposited in each layer. Two separate procedures have
been developed to do this which are described in Secs. 3.1 and 5. In the first one, per-layer energy
coefficients, called longitudinal weights, are adjusted to optimise at the same time the energy
resolution and the linearity of the response. In the second one, the simulation is used to correct for
different types of energy loss one by one, by correlating each of them with measured observables.
The corrections are calculated separately for electrons and photons, and determined as a function
of |n|. This reduces the local constant term to about 0.61%.

e The third step, described in Sec. 3.2, uses the shower impact point to correct the total energy for
modulations in 1) and ¢. This reduces the local constant term to about 0.43%.
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In spite of the skill and care put into the detector construction, calibration, and operation, some local
or “medium range” inhomogeneities in the calorimeter response have to be expected: localised high-
voltage or temperature effects or unexpected additional dead material must be detected and corrected for
using data. It is planned to use Z — ee decays to measure and correct for such effects and to help fix the
absolute energy scale. The method developed and the precision expected are described in Sec. 6.

2  Cluster position measurement

The position of a cluster is measured in 1 and ¢. The positions are first calculated independently for each
calorimeter layer as the energy-weighted barycenters of all cluster cells in the layer. (The barrel and end-
cap are also treated separately at this stage.) Secondly, the individual layer measurements are corrected
for known systematic biases. Finally, the position measurements from layers 1 and 2 are combined to
produce the overall cluster position. The position corrections are derived using single-particle electron
and photon data samples. Each sample is mono-energetic, and the available samples span the range
5-1000 GeV.

The 1 positions that are calculated at this stage are “detector’-1, corresponding to the angle that
would be made by a particle originating from the origin of the detector coordinate system. In order
to properly compare the calculated detector-n) positions with the 11 of a generated incident particle,
which will in general have its production vertex offset in z from the detector origin, one must assume
a depth for each calorimeter layer. Here, “depth” refers to the radial distance from the beam axis for
the barrel calorimeter, and to the distance from the x — y plane passing through the origin for the end-
cap calorimeter. The depths used are those which optimise the 1-position resolution; they are shown in
Fig. 5.
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Figure 5: Calorimeter depths versus |n| for layers 1 and 2 and for 100 GeV photons. The points show
the derived optimal depths, and the curves are piecewise polynomial fits to the points. For layer 2 of the
barrel, a single curve yielded an adequate fit across || = 0.8; this may be revisited in future versions.
From 100 GeV photons.

2.1 1 position correction (S-shape)

The cluster 1) position is first calculated in each layer as the energy-weighted barycenter of the cluster
cells in that layer. (In layer 1, only the three strips around the cluster center are used, regardless of the
specified cluster size.) Due to the finite granularity of the readout cells, these measurements are biased
towards the centers of the cells. For examples, see Fig. 6. This figure plots the difference in 1 between
the incident particle and the reconstructed cluster (A1 = Nyue — Nreco) s a function of v, the relative
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offset of the cluster within the cell, which varies from —1/2...1/2 across the cell. (The sign of An is

inverted for negative 1, and in plots it is usually shown as a fraction of the cell 1 width.) The general
functional form shown in this figure is often referred to as “S-shape”.
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Figure 6: An versus v before and after correction for different regions and for 100 GeV electrons. Note
the small systematic offset in the end-cap due to a change in the end-cap geometry since the corrections
were derived. For comparison, the “v12” points show results reconstructed using the same geometry as
that used to derive the corrections.

Figure 6 shows the correction averaged over an |n| range. The actual correction, however, varies
continuously over 1, due to changes in the detector geometry (the corrections change to a much greater
extent near discontinuities in the calorimeter). For example, the calorimeter cells are not perfectly pro-
jective (as the inner and outer cell faces are parallel to the beam-line, rather than being perpendicular to a
line from the detector origin); this induces a bias away from the center of the calorimeter. The correction
will also depend on the cluster energy, as that affects the average shower depth.

To derive the correction, the calorimeter is divided in 7 into regions based on where the behaviour
of the correction changes discontinuously. Within each region, an empirical function is constructed to
describe the correction, and an unbinned fit is performed to simulated data for a particular cluster size,
type, and energy.

The function used for the empirical fit is of the form

f(v)=Atan ' Bv+Cv+D|v|+E, )
where —1/2 < v < 1/2 across a cell (for the actual fit, the parameters are redefined to reduce correla-

tions). To turn this into a function of 7, the fit parameters are written as polynomials (usually of second
or third degree) in |7|:

A=Y ainl, @)

and similarly for the other parameters. The fit parameters are then the coefficients a;, b;, etc.
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One feature to note about this function is that, in general, f(—1/2) # f(1/2), so that it will be
discontinuous crossing a cell boundary. For layer 1, this is usually acceptable, since reconstructed cluster
positions cluster well away from the cell boundary (Fig. 7(a)). However, in layer 2, the distribution of
reconstructed cluster positions remains populated across the cluster boundary (Fig. 7(b)). Therefore, for
layer 2, the function is modified so that f(—1/2) = f(1/2).
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Figure 7: An versus |n|in layers 1 and 2 of the barrel, along with the empirical fit function.

In some cases, there is still a significant periodic residual after fitting to this form; in such cases, an
additional general trigonometric term is added to the fit:

f'(v)=f)+acos(Brv+7y). 3)

Finally, a few regions near the calorimeter edges do not exhibit the S-shape form; a general polynomial
is used as the empirical function there.

The correction is evaluated separately for each cluster size and type (electrons, photons). The differ-
ence in the correction between electrons and photons is a few percent, and there is about a 10% difference
between 5 x 5 and 3 X N clusters.

The correction also depends on energy; over the range 25-1000 GeV, the required correction varies
by ~ 20%. To apply the correction for a given cluster, the correction is first tabulated for each of the
energies for which simulated data samples were available. The final correction is then found by doing
a cubic polynomial interpolation within this table. Note a subtlety here: the energies at which the cor-
rections are tabulated are the true cluster energies. However, when the correction is applied, only the
reconstructed cluster energy is known. Since the position corrections are done before the energy correc-
tions, the reconstructed cluster energy will be systematically lower than the true energy. If this were used
for the interpolation, this would bias the position measurements. So, for the purpose of this interpolation,
a crude energy correction is performed by scaling the reconstructed cluster energy by the ratio of the true
to reconstructed energy observed in a 100 GeV sample, parametrised as a function of |n|. This energy
correction is used only for the energy interpolation of the position corrections.

Plots of An before and after corrections for several regions are shown in Fig. 6. Note that since the
present corrections were derived, the simulated detector geometry was changed slightly in the end-cap,
in order to match more closely the as-built detector. This results in a small systematic offset of O(10~%)
in these regions.

The 7 position resolution for photons versus |1| is shown for the two main calorimeter layers (strips
and middle) in Fig. 8. The resolution is fairly uniform as function of || and is 2.5-3.5 x 10~ for the
strips (which have a size of 0.003 in 7 in the barrel electromagnetic calorimeter) and 5-6 x 10~ for the
middle-layer cells (which have a size of 0.025 in 17). The regions with worse resolution correspond to the
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barrel/end-cap transition region and, for the strips, to the region with |1| > 2, where the strip granularity
of the end-cap calorimeter becomes progressively much coarser.
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Figure 8: Expected 1 position resolution versus
In| for E =100 GeV photons for the two main lay-
ers of the barrel and end-cap EM calorimeters [4].
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2.2 ¢ position correction

The measurement of the cluster ¢ position must also be corrected. These corrections are applied only in
calorimeter layer 2 (the ¢ granularity is best in this layer). As opposed to the 7 direction, the accordion
geometry results in more energy sharing between cells in the ¢ direction, which washes out the S-shape
in this direction. There is, however, a small bias in the ¢ measurement which depends on the average
shower depth with respect to the accordion structure (and thus on |1]). A profile plot of A = @yrue — Preco
before the correction is shown in Fig. 9. (The sign of the offset is flipped for 1 < 0, as the two halves
of the calorimeter are identical under a rotation.) The discontinuity at || = 0.8, where the absorber
thickness and the middle layer depth change, is clearly visible.
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Figure 10: Expected ¢ position resolution as a
function of |n| for electrons and photons with an
energy of 100 GeV.

Figure 11: Resolution of 711 position measurement
from layers 1 and 2 combined for 100 GeV pho-
tons.

The correction derived here is symmetric in ¢. In the real detector, the absorbers sag slightly due to
gravity, causing a ¢-dependent modulation in the ¢ offset with a maximum value of about 0.5 mrad [8].
This has not been included in the present simulations, and it is therefore not taken into account in this
correction. Studies have shown, however, that the extra smearing of the position measurement from this
effect has a negligible contribution to the widths of the invariant mass distributions of e*e™ pairs. (These
studies were performed by generating decays of massive particles using a toy Monte Carlo, smearing the
decay products with energy and angular resolutions roughly appropriate to ATLAS, and comparing the
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widths of the resulting invariant mass distributions before and after shifting the ¢ positions by Acos ¢.
No significant broadening was observed for A < 50 mrad.) The contribution of this effect to the constant
term of the energy resolution has not been studied quantitatively, but should also be small.

To produce a correction, the data are binned in 7). The result for one sample is shown in Fig. 9. This
function is interpolated in 1; it is then also interpolated in energy as for the 1 position correction.

The ¢ position resolution versus |7| is shown for calorimeter layer 2 in Fig. 10. Electron clusters,
which get smeared in the ¢ direction as they radiate while propagating through the magnetic field, have
a worse ¢ position resolution than do photon clusters. A discontinuous step is seen in the resolution
at |[n| = 0.8, where the absorber thickness changes, and the resolution is worst in the transition region
between the cryostats.

2.3 Position measurement combination

The individual layer 11 and ¢ measurements are combined to produce the overall n and ¢ for a cluster.
For ¢, only layer 2 is used, so the combination is trivial except in the overlap region, where the energy-
weighted average of the barrel and end-cap ¢ measurements is used. For 17, both layer 1 and layer 2 are
averaged. However, layer 1 is weighted three times as much as layer 2 to roughly take into account the
better resolution in layer 1. This prescription, which does not use the actual position resolutions and does
not account for correlations, is known to be suboptimal and will be improved in future software versions.

Note that the 11 combination implicitly assumes that the incoming particle is projective. If its produc-
tion vertex is shifted from the origin, then the combined 1 will be biased. This is illustrated in Fig. 11,
which shows the resolution of the combined cluster 1 measurement. Here, the measured cluster 7 is
compared to the 1 position of the calorimeter intersected by the true particle track at a depth correspond-
ing to the cluster barycenter. This is shown both for all clusters and for clusters with the z position of the
production vertex within 5 mm of the detector center.

2.4 Shower direction

At high luminosity, the inner detector cannot accurately determine the interaction vertex due to the large
number of additional interactions. This is an issue for the reconstruction of a H — Yy signal. For this
analysis, achieving the best possible resolution on the invariant mass of the photon pair is crucial for
separating the signal peak from the continuum background. If the z-position of the interaction vertex
is unknown, then there will be a large uncertainty in the polar angle of the photons and thus in the
pair invariant mass. We can, however, recover information about the incidence angle of the photons by
comparing the impact points that are reconstructed in the first and second layers of the EM calorimeter.
To do this, we need to know the photon 7] position and the shower barycenter in each of the two layers
(Fig. 5). We can then draw a straight line between these two (1, depth) points; extending this line to the
beam axis gives an estimate of the position of the interaction vertex.

Here, this method is applied to single photons with energies compatible with photons from H — 7y
decays. For my = 120 GeV, these photons are predominantly in the range 50 — 100 GeV. Figure 12
shows the resolutions of the photon angle and the interaction vertex measurements as functions of |7|.
Figure 13 shows the same resolution as a function of the photon energy, for [n| < 0.5.

3 Cluster energy measurement

Most of the energy of an electromagnetically interacting particle is deposited in the sensitive volume of
the calorimeter, including the lead absorbers and the liquid-argon gaps. A small fraction is deposited in
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Figure 13: Angular and vertex resolution as functions of E (Gaussian fits), for |n| < 0.5.

non-instrumented material in the inner detector, the cryostats, the solenoid, and the cables between the
presampler and the first EM calorimeter layer. Energy also escapes from the back of the calorimeter.

The cluster energy is calculated as a linearly weighted sum of the energy in each of the three calorim-
eter layers plus the presampler. The factors applied to the four energies are called longitudinal weights
and their purpose is to correct for the energy losses, providing optimum linearity and resolution.

The ATLAS longitudinal weighting method was first described in Ref. [8]. However, recent ATLAS
test beam analyses [2, 3, 12] provided simple extensions of the technique. They also allowed validating
this method with real data.

The first section below describes the weighting correction that is performed in current versions of
the reconstruction, called the 4-weight method. This is followed by a description of the corrections for
N- and ¢-dependent modulations in the energy. A more advanced energy-dependent calibration scheme,
called the calibration hit method, is described separately in Section 5.

3.1 4-weight method

The weighting method described in this section is is a modification of that described in Ref. [8] and is
currently the default in ATLAS reconstruction. The weights used are functions only of |n|; no energy
dependencies are used. The method could be readily extended to include ¢- and energy-dependent
weights in order to minimise residual non-linearities. The reconstructed energy is given by

Ereco = A(B + WpsEps +E,+E+ W3E3), (4)

where Eps and Ej. 3 are the cluster energies in the presampler and the three layers of the calorimeter
(including sampling fractions). The offset term B corrects for upstream energy losses for which the
corresponding electron has not reached the presampler (PS). In the limiting case of no energy in the
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PS, this offset corresponds to the energy an electron loses before it undergoes a hard bremsstrahlung
for which the resulting photon passes through the PS without converting (i.e., no energy recorded in the
PS). The parameters A, B, W, and W; are calculated by a > minimisation of (Eyue — Ereco)?/ 0 (Eirue )
using Monte Carlo single particle samples, where 6 (E.) is a parametrisation of the expected energy
resolution. This minimisation is done for separate || bins, defined by the An = 0.025 granularity of
the second layer of the calorimeter. Equal-sized samples with energies between 10 and 200 GeV are
combined for the fits (the linearity of low energy points could be improved by using more events at those
energies.) The fits are done separately for each cluster size and particle type (electron and photon).

A special parametrisation is applied in the gap region between the barrel and end-cap calorimeters
(1.447 < |n| < 1.55), within which the parametrisation of Eq. (4) is not adequate. Moreover, this region
is instrumented with scintillator tiles that can be used to recover some of the energy lost in the gap. The
parametrisation used in the crack is

Ereco = A(B + Eb + Ee + WscintEscint)7 (5)

where E}, and E, are the energies the cluster deposits in the barrel and end-cap calorimeters, respectively.
Eqint 1s the scintillator energy, and Wiy, the weight applied to it. This parametrisation is found to perform
significantly better than that used in [1].

The longitudinal weights in Eq. (4) were extracted for electrons and photons and are shown as a
function of |n| in Fig. 14. In Fig. 14(a) one can see that the overall scale A for electrons (solid) is larger
than that for photons. The reason is due to the fact that photons travel on average 9/7X, before they
start losing energy. This effect is close to 1% in the middle of the barrel and increases with the increase
of upstream material. The offset term B is shown in Fig. 14(b); photons have a very small offset, as
expected. (Future versions of the correction will use larger statistics to reduce the scatter observed in the
fit results.) The PS weight W,s shown in Fig. 14(c) is the usual factor applied to preshower/presampler
energy responses to correct for upstream losses. Finally, in Fig. 14(d), W3 is a weight applied to the last
calorimeter layer to correct for energy leakage behind the calorimeter.

Detailed studies have revealed that the physical meaning attributed to these weights is only approx-
imate. For example, the weights compensate for losses after the PS via the minimisation procedure. In
addition, the weights have a non-negligible energy dependence. However, this energy dependence does
not result in large non-linearities because the weights adjust their values to compensate. These effects
are more evident at low energies E < 15 GeV, and with large amounts of upstream material. A more
rigorous treatment of the longitudinal weighting is presented in Sec. 5.

The performance of this method is shown in Sec. 4

3.2 Cluster energy modulation corrections

As the ¢ impact position of a particle shifts across the accordion structure of the absorbers, the amount of
passive absorber material it encounters and thus the ratio R = Ereco/ Eyrue Varies slightly, with a periodicity
equal to that of the absorber spacing. This effect is small, with a maximum value of about a half-percent.
Further, at lower energies, the ¢ position resolution becomes comparable to the absorber spacing; this
contributes to washing out the effect at these energies. The reconstructed energy is corrected for this.

To derive the correction, the calorimeter is binned in ||. The binning used is not uniform, but is
chosen so as to segregate regions of the calorimeter with non-uniform R. Within each |n| bin, R is
plotted versus the ¢ offset of the cluster relative to the absorber. These plots are divided into ¢ bins, each
bin is fit to a Gaussian, and the means of the fits are plotted. The resulting plot is then normalised to
unity and fit to a two-term Fourier series:

f(@)=14+Alacos(N¢+C)+ (1 —a)cos(2N¢ +D)], (6)
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Figure 14: Fitted longitudinal weights for electrons (solid) and photons (open) as functions of |7|.

for fit parameters A, o, C, and D. Parameter « is restricted to the range 0—1. N is the total number of
absorbers in 27 (1024 in the barrel and 768 in the end-capend-cap). An example of such a fit is shown
in Fig. 15.

Fits are performed separately for each energy, cluster size, and particle type. To apply the correction,
it is calculated for each 1 and energy bin. It is then interpolated both in 17 and in energy. This correction
reduces the constant term in the energy resolution (for photons at || = 0.3) from 0.61% to 0.50%.

Energy modulations are also observed along the 1 direction. The energy of a cluster is defined as
the energy within a rectangular window of fixed size in 17 X ¢. The window can only shift by an integral
number of cells; however, the impact point of a particle may be anywhere within a cell. Thus, on average,
a larger fraction of the cluster energy will be contained in the window when the particle hits at the center
of a cell than if it hits near an edge. The size of this effect is a few tenths of a percent, and is larger
for smaller cluster sizes. The modulation can be fit well with a quadratic; see Fig. 16. Note that this
modulation is very small, < 0.1%, in the ¢ direction, due to increased energy sharing between the cells;
this modulation is not presently corrected. (A larger modulation was seen in the test beam [13], which
used 3 x 3 clusters.)

The plots to fit are prepared in a similar manner as for the ¢ modulations, except that the x-axis
is taken to be the 1 offset within a cell. The plots from all bins where the detector is mostly uniform
are then combined into a single plot; that is, the |n| ranges 0.05-0.75, 0.85-1.30, and 1.70-2.50. The
resulting plot is then scaled so as to average to unity and fit to a quadratic. The correction is performed
separately for each energy, cluster size, and particle type. The final correction is then determined by
interpolating in energy. An example fit is shown in Fig. 16. Applying this correction further reduces the
constant term to 0.43%. A major contribution to the remaining constant term is from the ¢-dependency
of the inner detector material distribution. (The present weighting correction is averaged over ¢.)

55



ELECTRONS AND PHOTONS — CALIBRATION AND PERFORMANCE OF THE. ..

1.005

o o - ——— .
2 21004 4 l -
£ 1.004 g C 4 L 1
g & ok ]
g 1.003 81 002~ -
2 1.002 2 F ]
S 1.001— 5 r ]
@ 1 [ L 4
0998 -
0.999 F ]
0.998 0996 =
0.997 0994 :I
0.996— ' ATLAS
b e e e L S S T S S S N S S S S WY R
0.995q 0.001 0.002 0.003 0004 0.005 0.006 09925 0.005 0.01 0.015 002 0.025
¢ offset from absorber n offset from cell edge

Figure 15: Energy modulation in ¢ for 200 GeV Figure 16: Energy modulation in 1 for 200 GeV
3 x 7 electrons with 0.2 < |n| < 0.4, along with 3 x 7 electrons, along with the modulation fit [4].
the modulation fit.

4 Energy calibration performance

This section shows the performance of the calibration chain used in the current version of the ATLAS
reconstruction software used for all of the electron and photon reconstruction and identification studies
reported here and elsewhere.

4.1 Single electrons and photons

In Fig. 17, the energy response, plotted as the difference between measured and true energy divided by
the true energy, is shown for electrons with an energy of 100 GeV for two illustrative 1-positions in
the barrel electromagnetic calorimeter. The central value of the energy is reconstructed with excellent
precision (~ 3 x 10™%) if one assumes perfect knowledge of the material in front of the calorimeter. Both
the Gaussian core and the non-Gaussian component of the tail of the energy distribution are significantly
worse at the point with larger |1| due to the larger amount of material in front of the calorimeter. The
resolution and non-Gaussian tails are better for photons than for electrons, but are somewhat worse for
all photons than for photons that do not convert before leaving the volume of the inner detector.

The linearity (relative difference between the fitted mean energy and the true energy) and resolution
are shown in Fig. 18 for electrons and photons. The expected performance is very similar for electrons
and photons, with a somewhat larger degradation at larger values of |7n| in the case of electrons, as
expected from the impact of upstream material. For electrons, the linearity is shown for || = 0.3 (barrel)
and |n| = 2.0 (end-cap). The deterioration of the performance seen in the end-cap is attributed to the
absence of a presampler (|n| > 1.8) and the relatively limited statistics of the simulated samples. The
resolution shown in Fig. 18(b) is given for three |n| points: || = 0.3 (inner barrel), |n| = 1.1 (outer
barrel), and |1| = 2.0 (end-cap). The resolution drop at larger 1| is attributed to the significant increase
of upstream material in front of the calorimeter with respect to the small 1| region. The extra material
causes increased early showering upstream of the calorimeter, which affects the lateral shower shape in
the calorimeter. Since Eq. (4) absorbs the corrections for lateral losses into the overall scale constant A,
an increase in lateral-loss fluctuations will result in a deterioration of the resolution. The fits in Fig. 18(b)
give a sampling term of (10.17 +0.33)% at small |n|, and (14.5+1.0)% in the end-cap.

In Fig. 19, the energy resolution for electrons and photons is shown as a function of |17|. The photon
resolution is better than the electron resolution in regions with more material in front of the calorimeter.
The extracted constant term of the resolution is shown for photons in Fig. 20 after the weight and mod-
ulation corrections. This figure also shows the constant term observed when the standard simulation of
cell-level miscalibrations is enabled in the reconstruction program. In Fig. 21, the linearity and resolution

56



ELECTRONS AND PHOTONS — CALIBRATION AND PERFORMANCE OF THE. ..

£ E ‘ 3 £ 180F ‘ =
S 250 ATLAS = S E ATLAS B
= = 6 =(1.12+0.03)% - = 160 ©=(1.66+0.08)%
5 200~ — g 140 E
< F ] < 1201 E
150~ = 100 —
= E 80F- -
100 3 F E
E ] 60— -
50— 7 40— =
E E 20 3
C | 1 . | | | - £ | | | 3
Q2015 o1 005 01 _015 _ 02 9%z 015 01 _015 _ 02
EE JE . Erue e
(a) Electrons, || = 0.325. (b) Electrons, |n| = 1.075.
£ 140} ‘ ] £ 140 ‘ 3
S 140t 3 E E ATLAS ]
& 100 6=(1.37+0.05)% 4 g 1201~ o= (1.26+0.05)% ]
bS5 = E = E 3
= 100/ = < 100 E
80— 3 80| =
c0— = 60— =
40— 3 40— =
20— 3 20 =
E L . Il Il 3 E th L o Il Il B
92 "%15 -01 005 0 005 01 _015 _ 02 9%z 015 005 01 _015 _ 02
EE JE . Erue e
(c) All photons, |n| = 1.075. (d) Unconverted photons, || = 1.075.

Figure 17: Difference between measured and true energy normalised to true energy at £ = 100 GeV.

as a function of |n| is shown for a range of energies for single photons.

4.2 Mass resolution obtained in H — 4¢ and H — 7y final states

Figure 22 shows the reconstructed distribution, after calibration, of the invariant mass of the electrons
in H — 4e decays, with mg = 130 GeV. (Loose electron selection applied, as defined in [6].) A global
constant term of 0.7% has been included in the electromagnetic calorimeter resolution for the two plots in
this subsection. The central value of the reconstructed invariant mass is correct to ~ 1 GeV, correspond-
ing to a precision of 0.7%, and the expected Gaussian resolution is ~ 1.5%. The non-Gaussian tails in the
distribution amount to 20% of events lying further than 20 away from the peak. They are mostly due to
bremsstrahlung, particularly in the innermost layers of the inner detector, but also to radiative decays and
to electrons poorly measured in the barrel/end-cap transition region of the electromagnetic calorimeter.
Figure 23 shows the reconstructed photon pair invariant mass for H — yy decays with my = 120 GeV
(tight photon selection applied and barrel/end-cap transition region excluded). The photon directions are
derived from a combination of the direction measurement in the electromagnetic calorimeter described
above (see Section 2.4) with the primary vertex information from the inner detector. The central value of
the reconstructed invariant mass is correct to ~ 0.2 GeV, corresponding to a precision of 0.2%, and the
expected resolution is ~ 1.2%. Most of the non-Gaussian tails at low values of the reconstructed photon
pair mass are seen to be due to photons which convert in the inner detector. The shift in the means comes
from the fact that the corrections to-date do not distinguish between converted and unconverted photons.

4.3 Study of systematic effects using H — 4¢

The energy linearity for electrons in H — 4e is shown in Fig. 24(a) for samples based on the ideal (full
triangles) and distorted (circles) geometries. The departure from linearity for the distorted geometry is
attributed to the presence of extra material in front of the calorimeter. The corresponding resolution is
shown in Fig. 24(b) for the distorted geometry.
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Figure 18: Energy linearity (left) and resolution (right) for electrons (top) and photons (bottom).
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photons as a function of |7]|. resolution for photons, as a function of |n|, after
weight and modulation corrections. Also shown
with cell-level miscalibrations enabled.

The uniformity in ¢ and 1) observed in this sample is shown in Fig. 25. The non-uniformities seen
at higher |7| and at positive ¢ are due to simulated extra material in these regions. In the ¢-uniformity
plot (Fig. 25(a)) a residual modulation is observed. This is most likely due to an artefact in the simulation.
The longitudinal weights used in the reconstruction depend only on 1), and are averaged over ¢. Adding
a dependency on ¢ as well would make the energy scale along ¢ more uniform and also improve the
mass resolution of Z — ee.

S Energy correction using calibration hits

This section describes an alternate method for calculating the total energy from the energies in the in-
dividual calorimeter layers and the presampler. It is a development of ideas introduced in [14, 15] to
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analyse test beam data and is described in some detail in [16]. Special simulations are used in which the
energy deposited by a particle is recorded in all detector materials, not just the active ones. Through these
simulations, the energy depositions in the inactive material can be correlated with the measured quanti-
ties. For example, the energy lost in the material in front of the calorimeter (inner detector, cryostat, etc.)
can be estimated from the energy deposited in the presampler. The result is a method which provides a
modular way to reconstruct the energies of electrons and photons by decoupling all the different correc-
tions. This approach eases comparisons between electrons and photons, and might be particularly useful
in the initial stages of the experiment.

The cluster energy is decomposed into three pieces, which will be treated separately below:

E= Ecal + Efront + Ebaclo (7)

where E, is the energy deposited in the electromagnetic calorimeter, Efqn is the energy deposited in
the presampler and in the inactive material in front of the calorimeter, and Ey,ck is the energy that leaks
out the rear of the EM calorimeter.

This analysis uses simulated single-particle, mono-energetic electron and photon samples, with en-
ergies ranging from 25 to 500 GeV.

59



ELECTRONS AND PHOTONS — CALIBRATION AND PERFORMANCE OF THE. ..

w [ ATLAS ] s £ O 1
e 0.01— - we 4 -
w' o f 1 - 1
Wo.005F ¥ = uf” 3.5 E
v r i < C 7
G: é . % J wt 3F o —
F v AR EE = E E
E o o ’ i 2.5 —
-0.0051 © ) @ 3 B o i
C ] 2 @) ]
C | C O ]
0.01— — E 1
F ] 1.5 © O o
C T TS S S M S R M| Lo b v b Lo b Lo Lo Ly 17

-0.015 20 0 60 80 100
Energy (GeV) Energy (GeV)

(a) Energy linearity. (b) Energy resolution.

Figure 24: Electron linearity and resolution in H — 4e for the ideal (full triangles) and distorted (circles)
geometries.
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5.1 Reconstruction of the energy deposited in the calorimeter

The energy deposited by a particle in the EM calorimeter, E,y, is estimated as
Ecal :Ccal<Xan)(1+f0ut(X7n))Ecly (8)
where

o £, = 21.3:1 E;, and E|_ 3 are the energies deposited in each of the three calorimeter layers in a given
cluster. In the following, Eps will denote the energy deposited in the presampler. The energies E;
available at this stage of the reconstruction are the energies deposited in the liquid-argon ionisation
medium divided by a region-dependent sampling fraction.

e X is the the longitudinal barycentre or shower depth, defined by

X — Z?:l EiXi + Estps
21'3:1 Ei + Eps

) €))

where E; is as above and X; is the longitudinal depth, expressed in radiation lengths, of compart-
ment i, computed from the centre of the detector. The X;, which are computed using a geantino!
scan, are functions of 7).

e 1] is the cluster barycentre, corrected for the S-shape effect (see Sec. 2.1).
e fou is the fraction of the energy deposited outside the cluster.
e C.a(X,n) is the calibration factor for the energy in the EM calorimeter.

The calibration factor C.,; is defined as the average ratio between the true energy deposited in the EM
calorimeter (both absorbers and ionisation medium) and the reconstructed cluster energy E;. It is within
a few percent of unity, and takes into account effects such as the dependence of the sampling fraction
on 71 and on the longitudinal profile of the shower. Once the correction factor C, is expressed as a
function of X it is fairly energy independent. The correction factor averaged over all energies is shown
in Fig. 26(a). Its dependence on X is parametrised with a second order polynomial. The fit is performed
excluding the bins with less than 0.5% of the total statistics. This criterion is also applied to all the fits
performed in the following.

Due to the presence of the magnetic field and bremsstrahlung radiation, the fraction of energy de-
posited in the calorimeter outside of the cluster is energy dependent. Since only single electrons and
photons with no noise or underlying event are simulated, this fraction is easily calculated. The profile of
the out-of-cluster energy is asymmetric with the tail on the high side. However the most probable value,
obtained with a Gaussian fit around the maximum of the distribution (—20, +1.50), is energy indepen-
dent when plotted as a function of X. The most probable value of the fraction of energy deposited outside
the cluster averaged over all energies is shown in Fig. 26(b) for electrons and photons and the two ||
values. Electrons and photons behave similarly in the central region but differently in the forward region.
This is due to the large difference in the amount of material present in front of the calorimeter (~ 2.5X
at [n| = 0.3 and ~ 7X at || = 1.65) combined with the presence of bremsstrahlung and the magnetic
field.

A “geantino” is an imaginary non-interacting particle used in the simulation. The properties of the material crossed by the
particle are recorded.
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Figure 26: Correction factor C, and fraction of out-of-cluster energy as a function of the shower depth
X, averaged over all energies, at two representative |1| points. The dashed lines show the results of the
parametrisation.

5.2 Energy deposited in front of the calorimeter

The energy lost in the material in front of the calorimeter (inner detector, cryostat, coil, and material
between the presampler and strips) is parametrised as a function of the energy lost in the active material
of the presampler (Ep;):

Efront = a(Ecala n) + b(Ecala n )Eps + C(Ecaly n )ESS (10)

An example of this relation is shown in Fig. 27. All coefficients are parametrised in terms of the energy
deposited by a particle in the calorimeter (Ey) and 1. The coefficient ¢ is used only in the end-cap,
1.55 < |n| < 1.8, and is set to zero otherwise. Note explicitly that Eop includes the energy deposited in
the presampler and between the presampler and the strips. An alternate form for Efon, which depends
on the energy in the first calorimeter layer in addition to E}s, was also tried. This did not improve the
resolution, so the simpler parametrisation above is retained.
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Figure 27: Energy lost in front of the EM calorim-
eter as a function of the energy measured in the
presampler at || = 0.3 for electrons of 100 GeV.
The dashed curve shows the parametrisation de-
rived for electrons.

Figure 28: Energy lost in front of the calorime-
ter as a function of shower depth X, for electrons
of 100 GeV at || = 1.9, in a region where the cal-
orimeter is not instrumented with the presampler.

In the region 1.8 < |n| < 3.2, not instrumented with the presampler, the energy deposited in front of
the calorimeter is parametrised as a function of X with a second degree polynomial. Figure 28 shows
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this correlation for electrons and photons of 100 GeV at [n| = 1.9. The coefficients of this polynomial
are parametrised in terms of E,.
5.3 Longitudinal leakage correction

The energy deposited by the showers behind the EM calorimeter is computed as a fraction of the energy
reconstructed in the calorimeter. This fraction, when parametrised as a function of X, is fairly energy
independent both for electrons and photons. Averaged over the particle energies, it is parametrised by

fleak EEback/Ecal :f(l)eak(n)X+flleak(n)eX' (11)

Figure 29 shows the leakage and the result of the fit for || = 0.3 and 1.65.
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Figure 29: Fraction of energy deposited behind the calorimeter, averaged over particle energies, as a
function of the shower depth X. The parametrisation used is superimposed.

5.4 Results

The total cluster energy is computed by adding these three contributions. Example distributions of re-
constructed energies are shown in Fig. 30. Mean values and standard deviations are found from a fit to a
Crystal-Ball function (a Gaussian with a low-side tail of the form (1 —x)™").

The resolution is shown in Fig. 31 as a function of the particle energy for electrons and photons at
two |n| values and in Fig. 32 for various photon energies and all 1 values. The sampling term is shown
in Fig. 33 as a function of |n| for electrons and photons.

For electrons, the sampling term increases from 8.7% at low || to 21% at || = 1.55. This worsening
of the energy resolution is related to the increase of the material in front of the calorimeter. This effect is
much less relevant for photons, which have a maximum sampling term of 12%. The constant term is in
general lower than 0.6% and is related to the energy modulation in a cell (see Sec. 3.2), not corrected at
this stage. The linearity, the ratio between the fitted mean value and the true particle energy, is shown in
Fig. 34. It is better than 0.5% over the full |n7| range and in the energy interval 25-500 GeV.

The results from the calibration hits correction are comparable in terms of resolution and linearity
with the longitudinal weights method. However there are a few differences worth mentioning. The coef-
ficients of the longitudinal weights method are averaged over a range of energies, while the parametrisa-
tions of the calibration hits method are energy dependent. This means that it should be easier to extend
the calibrated energy range for the calibration hits method without compromising energy linearity. An-
other important difference is that while the coefficients of the longitudinal weights method have no direct
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as a function of |7n|.
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Figure 34: Linearity for various particle energies as a function of |1|.

physical meaning, the parametrisation of the calibration hits method allows isolating the different com-
ponents of the calibrated cluster energy: that deposited in the calorimeter, inside and outside of the
cluster, and in front and behind of it. The knowledge of these separate contributions, which depend on
accurate and detailed simulations of the tracker and the calorimeters, could be particularly useful in the
early stages of the experiment, for example to disentangle effects such as a miscalibration of the calo-
rimeter or an imperfect knowledge of the inner detector material. It is also worth noting that the estimate
of the energy lost in front of the calorimeter is crucial to obtaining a good resolution and linearity; at
low energies and large rapidities, a large fraction of the energy of an electron is deposited in front of the
calorimeter. The calculation of missing momentum could also benefit from this separation of effects.

6 In-situ calibration with Z — ee events

6.1 Motivation

In the EM calorimeter, the construction tolerances and the calibration system ensure that the response is
locally uniform, with a constant term < 0.5% over regions of size An x A¢ = 0.2 x 0.4. This has been
shown with test beam data [13]. Electron pairs from Z boson decays can then be used to intercalibrate
the 384 regions of such size within the acceptance of || < 2.4. These regions must be intercalibrated
to within 0.5% in order to achieve a desired global constant term of < 0.7%. The basic idea of this
calibration method is to constrain the di-electron invariant mass distribution to the well-known Z boson
line shape. A second goal of the calibration is to provide the absolute calorimeter electromagnetic energy
scale. This must be known to an accuracy of ~ 0.1% in order to achieve the ATLAS physics goals?.

6.2 Description of the method

Long-range non-uniformities can arise for many reasons, including variations in the liquid argon im-
purities and temperature, amount of upstream material, mechanical deformations, and high voltage (as
localised calorimeter defects may necessitate operating a small number of channels below nominal volt-
age). For a given region i, we parametrise the long-range non-uniformity modifying the measured elec-
tron energy as Ef*°° = EI™¢(1+ ¢;). Neglecting second-order terms and supposing that the angle between
the two electrons is perfectly known, the effect on the di-electron invariant mass is:

Bij

) =M (1+355), (12)

o+ O

M M (1 4+ =

where B;; = a; + Q.

2Except for the W boson mass measurement, which needs a much better knowledge of the energy scale (~ 0.02%).
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The method to extract the o’s is fully described in [17] and is done in two steps. First, the B’s
are determined, then the a’s. For a given pair of regions (i, j), the coefficient f8;; and its associated
uncertainty are determined by minimising the following log-likelihood:

Nij B
_lnLtot: Z_lnL <Mk/<l+%>)GM,k> ) (13)

k=1

where k counts all selected events populating the pair of regions (i, ), My is the di-electron invariant
mass of event k, and L(M, o)) quantifies the compatibility of an event with the Z boson line shape
and is described below. Fits with only one event are removed. Once the f’s are determined from the
minimisation, the ¢’s can be found from the overdetermined linear system given by B;; = «; + ;. This
is done using a generalised least squares method, and gives an analytic solution.

The Z boson line shape is modeled with a relativistic Breit-Wigner distribution [18, 19]:

M2

(MZ— V) + T30 05
where Mz and I'; are the mass and the width of the Z boson. They were measured precisely at LEP;
the values used are, respectively, 91.188 +-0.002 GeV and 2.495 4-0.002 GeV [20]. In proton-proton
collisions, the mass spectrum of the Z boson differs from the Breit-Wigner shape of the partonic process
cross section. The probability that a quark and antiquark in the interacting pp system produce an object
of mass M falls with increasing mass. In order to take this into account, the Breit-Wigner is multiplied
by the ad-hoc parametrisation .Z(M) = 1/MP. The parton luminosity parameter 3 is assumed to be a
constant and is determined by fitting the Z boson mass distribution obtained with events generated with
PYTHIA version 6.403 [21]. Figure 35(a) shows the Z boson mass distribution fitted with a Breit-Wigner
with and without the parton luminosity factor. The fitted value of the parameter 3 is 1.59 £ 0.10; this
will be used in the following. Since the photon propagator and the interference term between the photon
and the Z boson were not taken into account in the previous parametrisation, the parton luminosity term
also accounts for the effects of these two terms.

BW(M) ~ (14)
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Figure 35: (a) Z boson mass distribution for PYTHIA events fitted with a Breit-Wigner distribution with
(solid line) and without (dashed line) the parton luminosity factor. x 2 /Npor is 1.09 and 3.96, respec-
tively. (b) Residual distribution fitted with a Gaussian.

Finally, in order to take into account the finite resolution of the electromagnetic calorimeter, the
Breit-Wigner multiplied by the parton luminosity term is convoluted with a Gaussian:
~+oo e_uz/ 20—1\2/1

L(M,oy) = » BW(M —u).Z (M —u) \/Z_TGMdu,
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where oy is the resolution of the measured mass. It is related to the electron energy resolution via

2 2
Oy 1 OF, OE,

— == — — ] . 16
M 2\/<E1>+<E2> (1o
At |n| = 0.3, the sampling term of the electron energy resolution is equal to 10.0% and increases with

increasing |7n|. Technically, the integral is converted to a discrete summation over the convolution pa-
rameter u which takes values between —50), and +50),.

6.3 Generator-level tests

The method is first tested on generator-level Z — ee Monte Carlo events. These were generated using
PYTHIA 6.403 [21] with Mz = 91.19 GeV and 'z = 2.495 GeV. Events are required to have at least one
electron with pr > 10 GeV and |n| < 2.7 and a di-electron invariant mass M,, > 60 GeV. To simulate
the detector resolution, generated electron energies are smeared to obtain oz /E = 10%/+/E/ GeV.

For each calorimeter region i, a bias @; is generated from a Gaussian distribution with a mean Ui,
and width Gyias. These will be called the “injected” o’s, Otip;.

For the first tests, Upias is fixed to 0 and Opjas to 2%. The calibration method explained above is
applied to 50,000 events after selection. The residual distribution (0t — Qi) is shown in Fig. 35(b).
The mean value of the residual distribution corresponds to the energy scale, and its width to the energy
resolution. Thus it can be seen that the fitting method gives unbiased estimators of the injected o’s.

In the case where Ly, is different from zero, the mean value of the residual distribution will be
different from zero. For example, for Upias = —3%, (¢ — Olinj) = 0.1%. This is a consequence of
neglecting the higher-order terms in the Taylor expansion of Eq. (12). Iterating the procedure twice
suffices to recover an unbiased estimate of the ¢’s, as shown in Fig. 36(a).
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Figure 36: (a) Mean value of the Gaussian fitting the residual distribution as a function of the number of
iterations for different mean values of the injected a’s; (b) Constant term as a function of the number of
events or as a function of the luminosity.

Figure 35(b) also shows the resulting uniformity. After the fit, the RMS of the distribution has been
reduced from 2% to 0.4%. The RMS of the residual distribution is a measure of the expected long-
range constant term. Figure 36(b) shows the long-range constant term as a function of the number of
reconstructed Z — ee decays or of the integrated luminosity assuming an event selection efficiency of
25%. Therefore, by summing the local constant term of 0.5% with the long-range constant term of 0.4%
obtained here, a total constant term of about 0.7% could be achieved with ~ 100 pb~!. These results
assume perfect knowledge of the material in front of the electromagnetic calorimeter.
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6.4 Results with distorted geometry

The previous section showed results based on generator-level Monte Carlo. The results in this section
use PYTHIA events with full detector simulation and reconstruction, using a geometry with additional
material in front of the electromagnetic calorimeter.

The number of events available is 349,450 corresponding to an integrated luminosity of ~ 200 pb~!.
Events with at least two reconstructed electrons are kept. The two leading electrons are required to be of
at least medium quality [6], to have py > 20 GeV and || < 2.4, and to be of opposite sign. Finally, the
di-electron invariant mass is required to be within 80 < M,, < 100 GeV. The total selection efficiency is
21.5%; the efficiency for finding two electron candidates within || < 2.4 is 50%.

The calibration method is applied first without injecting any biases (j,j = O for all regions). How-
ever, the presence of the misalignments and extra material means that there will be some biases intrinsic
to the simulation. These “true” biases can be estimated using generator information:

reco k pgen N
Pr— —Pr
atrue,i = Z gen k 9 (17)
where k counts over the N; electrons falling in region i, and preCOk and pgenk are the reconstructed

and true transverse momenta of electron k. The distribution of 0Oy, is shown in Fig. 37(a), as is the
results of the fit. The low-end tail corresponds to regions located in the gap between the barrel and end-
cap cryostats (Fig. 38(a)), where the density of material has been increased by a factor of 1.7. There
is fair agreement between the a’s extracted using the data-driven method and those estimated from
generator information. Figure 37(b) shows the difference between o and 04re; a Gaussian fitted to
this distribution has a mean of 0.1% and a width of 0.5%. The distribution of o as a function of 1
and ¢ is shown in Fig. 38 for the ideal and distorted geometries. The asymmetry between positive and
negative ¢ is due to the effect of the extra material in the inner detector at positive ¢. The difference
between positive and negative ¢ values is about 0.6%.

The same exercise is also done by introducing, on top of the non-uniformities due to extra material, a
bias a,j generated from a Gaussian distribution with a mean Upi,s = 0 and width Opias = 2%. Results are
shown in Fig. 39. The Gaussian fitted to this distribution also has a mean of 0.1% and a width of 0.5%.

One can conclude that, using ~ 87,000 reconstructed Z — ee events (which corresponds to about
200 pb~ 1), and with an initial spread of 2% from region to region, the long-range constant term should
not be greater than 0.5%.> This should give an overall constant term ~ 0.7%. The bias on the absolute
energy should be small and of the order of 0.2%. If the exercise is repeated with only 100 pb~! of data,
the Gaussian fitted to the residual distribution also has a mean of 0.2%, but the width is larger, leading to
a long-range constant term of 0.8%.

7 Estimation of the systematic uncertainty on the energy scale

The absolute energy scale has been obtained using electrons from Z — ee decays. It has been determined
on events simulated with the misaligned geometry while the longitudinal weights were found with the
ideal geometry. On top of the non-uniformities due to extra material, a bias modeling the calorimeter
non-uniformities is introduced and is generated from a Gaussian distribution with a mean Upj,s = 0 and
width Oyias = 2%. The resulting bias on the energy scale can be assessed by comparing the fitted o’s
with those from generator information; the bias is equal to 0.2%. This bias is understood and is due to
the fact that the model of the Z boson line shape doesn’t take into account the effects of bremsstrahlung.
Work is ongoing to improve this issue.

3Part of the RMS of the residual distribution is also due to uncertainties on the measurement of Crye.
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The background has been neglected but it has been checked that the contribution from QCD events
where the two jets are misidentified as electrons is small. Thus, it should have a negligible effect on the
determination on the energy scale.

Electrons from Z boson decays have a pr spectrum with a maximum value around 45 GeV. Care
will thus have to be taken to extrapolate the calibration obtained from Z — ee decays to electron energy
regions not well populated by these events. Corrections determined with Z boson decays were applied
to single electron samples with different generated transverse momenta (20, 40, 120, and 500 GeV)
reconstructed with the misaligned geometry. Figure 40 shows (0une) after correction as a function of pr
for four |n| bins. In principle, () should be equal to zero. This is true for the 40 GeV electron sample
at a level of 0.2% except in the bin (1.4 < |n| < 2.0) containing the crack region. For central electrons
(In] < 0.6), the dependence versus pr is smaller than 0.5%. The effect is worse for non-central electrons.
For instance, at py = 120 GeV, 0y after corrections varies from 1 to 1.6 percent. This non-linearity is
due to the presence of extra material in front of the calorimeter.
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Figure 40: (o) after correction as a function of pz for four 1 bins.

To conclude, at the Z boson energy scale, the estimate of the systematic uncertainty is around 0.2%.
At other energy scales, the systematic uncertainty is dominated by effects of extra material. For central
electrons, corrections can be extrapolated over the full py spectrum to a level of 0.5%. The linearity is
degraded for non-central electrons at a level of 1 or 2 percent except in the crack region where it is worse.
These numbers depend on the amount of extra material added to the misaligned geometry compared to
the ideal geometry and will likely be different with real data.

The performance presented here corresponds to our current understanding of the determination of
the absolute energy scale. Improvements are expected to achieve systematic uncertainties smaller than
0.5%. For instance, including information from the E/p ratio measured for isolated high-p7 electrons
from W — ev decays will compliment the direct calibration of the absolute scale with Z — ee events.
Photon conversions can also help to determine the amount of material in front of the calorimeter.

Conclusion

The methods and algorithms described in this note were already mentioned in Ref. [1] many years ago.
Over the years, they have reached a higher level of stability and maturity, and have been implemented in
the ATLAS reconstruction software. It is believed that, given the constraints of the ATLAS detector, in
particular the amount of dead material in front of the calorimeter, the performances described here will
not evolve much further.

The real challenge at the beginning of data-taking will be the detection and correction for additional
inner detector material or calorimeter inhomogeneities which would not have affected the somewhat
smaller-scale detectors used in the test beam. Discrepancies between data and simulation will have to be
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understood prior to the use of the methods described above. The in-situ calibration with Z — ee events
described in Section 6 will play an important role, and refinements of the method presented here are
expected.
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Reconstruction and Identification of Electrons

Abstract

This note discusses the overall ATLAS detector performance for the recon-
struction and identification of high-pr electrons over a wide range of trans-
verse energies, spanning from 10 GeV to 1000 GeV.

Electrons are reconstructed using information from both the calorimeter and
the inner detector. The reference offline performance in terms of efficiencies
for electrons from various sources and of rejections against jets is described. In
a second part, this note discusses the requirements and prospects for electrons
as probes for physics within and beyond the Standard Model: Higgs-boson, su-
persymmetry and exotic scenarios. In the last part, this note outlines prospects
for electron identification with early data, corresponding to an integrated lumi-
nosity of 100 pb~! , focusing on the use of the signal from Z — ee decays for
a data-driven evaluation of the offline performance.

1 Introduction

Excellent particle identification capability is required at the LHC for most physics studies. Several
channels expected from new physics, for instance some decay modes of the Higgs boson into electrons,
have small cross-sections and suffer from large (usually QCD) backgrounds. Therefore powerful and
efficient electron identification is needed to observe such signals. Even for standard processes, the signal-
to-background ratio is usually less favourable than at past and present hadron colliders. The ratio between
the rates of isolated electrons and the rate of QCD jets with p7 in the range 20-50 GeV is expected to be
~ 107 at the LHC, almost two orders of magnitude smaller than at the Tevatron pj collider. Therefore,
to achieve comparable performances, the electron identification capability of the LHC detectors must be
almost two orders of magnitude better than what has been achieved so far.

Physics channels of prime interest at the LHC are expected to produce electrons with pr between
a few GeV and 5 TeV. Good electron identification is therefore needed over a broad energy range. In
the moderate pr region (20 - 50 GeV), a jet-rejection factor exceeding 10° will be needed to extract a
relatively pure inclusive signal from genuine electrons above the residual background from jets faking
electrons. The required rejection factor decreases rapidly with increasing p7 to ~ 10 for jets in the TeV
region. For multi-lepton final states, such as possible H — eeee in the mass region 130 < mpy < 180
GeV, arejection of ~ 3000 per jet should be sufficient to reduce the fake-electron backgrounds to a level
well below that from real electrons. In this case, however, the electrons have a rather soft py spectrum
(as low as 5 GeV), resulting in lower reconstruction and identification efficiencies.

Since the publication of the ATLAS physics TDR [1], the ATLAS detector description has been
greatly improved, with, in particular, the introduction of a more realistic material description for the
inner detector and for the region between the inner detector and the first layer of the electromagnetic
calorimeter [2] [3]. This has led to some significant changes in the expected performance. The re-
construction software has also evolved significantly. Each step of the energy reconstruction has been
validated by a series of beam tests [4] [5] [6] using prototype modules of the liquid argon electromag-
netic calorimeter, and also more recently, combined with prototype modules of the inner detector. At
present, two electron reconstruction algorithms have been implemented in the ATLAS offline software,
both integrated into one single package and a common event data model.

- The standard one, which is seeded from the electromagnetic (EM) calorimeters, starts from clusters
reconstructed in the calorimeters and then builds the identification variables based on information
from the inner detector and the EM calorimeters.
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- A second algorithm, which is seeded from the inner detector tracks, is optimized for electrons
with energies as low as a few GeV, and selects good-quality tracks matching a relatively isolated
deposition of energy in the EM calorimeters. The identification variables are then calculated in the
same way as for the standard algorithm.

The standard algorithm is the one used to obtain the results presented in this note, while the track-
based algorithm is used for low pr and non-isolated electrons and is the subject of another note [7].

This note is organised as follows. Section 2 discusses the reconstruction and identification of elec-
trons in the fiducial range of the ATLAS detector (|n| < 2.5), whereas section 3 describes the iden-
tification of electrons in the forward region (2.5 < |n| < 4.9). Section 4 describes some important
performance aspects of electron identification in discovery physics processes. Section 5 discusses the
strategies for measuring reconstruction and identification efficiencies using a data-driven approach based
onZ — eeevents.

2 Calorimeter-seeded reconstruction and identification

In the standard reconstruction of electrons, a seed electromagnetic tower with transverse energy above ~
3 GeV is taken from the EM calorimeter [3] and a matching track is searched for among all reconstructed
tracks which do not belong to a photon-conversion pair reconstructed in the inner detector. The track,
after extrapolation to the EM calorimeter, is required to match the cluster within a broad A1) x A¢ window
of 0.05x0.10. The ratio, E/p, of the energy of the cluster to the momentum of the track is required to
be lower than 10. Approximately 93% of true isolated electrons, with Er > 20 GeV and |n| < 2.5, are
selected as electron candidates. The inefficiency is mainly due to the large amount of material in the inner
detector and is therefore 1-dependent. As an example, 4% of electron candidates with py = 40 GeV
fail the cut E/p < 10 and most of the losses are in the end-cap region. Various identification techniques
can be applied to the reconstructed electron candidates, combining calorimeter and track quantities and
the TRT information to discriminate jets and background electrons from the signal electrons. A simple
cut-based identification procedure is described below together with its expected performance. This is
followed by a brief overview of the possibilities offered by more advanced methods, such as a likelihood
discriminant.

2.1 Electron-jet studies

For the purposes of this note, the electron identification efficiency is defined as

g N
]Vémth ’

where N is the number of reconstructed and identified candidates and N'™™ is the number of true
electrons selected using the appropriate kinematic cuts at the generator level. A geometrical matching
(within a cone of size AR = 0.2) between the reconstructed cluster and the true electron is required in
the calculation of N4, A classification is applied to define whether a reconstructed electron candidate
should be considered as signal or background. This classification is based on the type of the Monte Carlo
particle associated to the reconstructed track, as well as that of its non-electron parent particle. As shown
in Table 1, candidates are divided into four categories and signal efficiencies are calculated separately
for isolated and non-isolated electrons.

For the jet rejection studies, the PYTHIA (version 6.4) [10] event generator has been used to produce
the large statistics of jet background samples required to assess both the trigger and offline performance
of the electron reconstruction and identification tools described in this note. Two different samples were
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generated to cover the Ep -range of interest for single electrons (10-40 GeV). The first one, referred
to as filtered di-jets, contains all hard-scattering QCD processes with Ez > 15 GeV, e.g. qg — 4g,
including heavy-flavour production, together with other physics processes of interest, such as prompt-
photon production and single W /Z production. The second one, referred to as minimum bias, contains
the same processes without any explicit hard-scattering cut-off. A filter was applied at the generator
level to simulate the L1 trigger requirements [11], with the goal of increasing in an unbiased way the
probability that the selected jets pass the electron identification cuts after GEANT [12] simulation. The
summed transverse energy of all stable particles (excluding muons and neutrinos) with |[n| < 2.7 in
aregion A¢p x An = 0.12 x 0.12 was required to be greater than a chosen E7 -threshold for an event
to be retained. For the filtered di-jet sample, this E7 -threshold is 17 GeV, while for the minimum-bias
sample, it is 6 GeV. The filter retains 8.3% of the di-jet events and 5.7% of the minimum-bias events.
The total number of events available for analysis after filtering, simulation and reconstruction, amounts
to 8.2 million events for the di-jet sample and to 4.1 million events for the minimum-bias sample.

Category Type of particle Type of parent particle
Isolated Electron ZW,t,Toru
Non-isolated Electron J /v, b-hadron or c-hadron decays
Background electron Electron Photon (conversions), £°/n Dalitz decays, u/d /s-hadron decays
Non-electron Charged hadrons, 1

Table 1: Classification of simulated electron candidates according to their associated parent particle.
Muons are included as source because of the potential emission of a Bremsstrahlungs photon.

Er > 17 GeV Er >8GeV
Isolated Non-isolated Background Non-isolated Background
W — 75.0% | b-hadrons — 38.7% y-conv. — 97.8% b-hadrons — 39.3% Y-conv. — 98.4%
Z — 209% | c-hadrons — 60.6% | Dalitzdecays — 1.8% | c-hadrons — 59.7% | Dalitz decays — 1.3%
t —<0.1% J/yv — 0.7% u/d/s-hadrons — 0.4% J/yv — 1.0% u/d/s-hadrons — 0.3%
T — 4.1%

Table 2: Contribution and origin of isolated, non-isolated, and background electron candidates in the two
di-jet samples before the identification criteria are applied.

The jet rejections quoted in this note are normalised with respect to the number of particle jets
reconstructed using particle four-momenta within a cone size AR = 0.4 and derived from a dedicated
un-filtered generated sample of di-jets or minimum-bias events. In the di-jet and minimum-bias samples,
the average numbers per generated event of such particle jets with E7 above 17 and 8 GeV, respectively,
and in the range || < 2.47, are 0.74 and 0.31, respectively.

After reconstruction of electron candidates and before any of the identification cuts are applied,
the signal is completely dominated by non-isolated electrons from »— and c-hadron decays. The ex-
pected signal-to-background ratios for the filtered di-jet (E7 above 17 GeV) and minimum-bias (Er
above 8 GeV) samples are 1:80 and 1:50, respectively. The residual jet background is dominated by
charged hadrons. Only a small fraction of the background at this stage consists of electrons from pho-
ton conversions or Dalitz decays, namely 6.4% and 9.4%, respectively. Table 2 summarises the relative
compositions of the filtered di-jet and minimum-bias samples in terms of the three categories containing
electrons described in Table 1.
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Type Description Variable name
Loose cuts
Acceptance of the detector In| <2.47
Hadronic leakage Ratio of E7 in the first sampling of the
hadronic calorimeter to E7 of the EM cluster
Second layer Ratio in 1 of cell energies in 3 x 7 versus 7 x 7 cells. Ry
of EM calorimeter. Ratio in ¢ of cell energies in 3 x 3 versus 3 x 7 cells. Ry

Lateral width of the shower.
Medium cuts (includes loose cuts)
First layer Difference between energy associated with AE;
of EM calorimeter. the second largest energy deposit
and energy associated with the minimal value
between the first and second maxima.

Second largest energy deposit Rmax2
normalised to the cluster energy.
Total shower width. Wstot
Shower width for three strips around maximum strip. wg3
Fraction of energy outside core of three central strips Fgide
but within seven strips.
Track quality Number of hits in the pixel detector (at least one).

Number of hits in the pixels and SCT (at least nine).
Transverse impact parameter (<1 mm).
Tight (isol) (includes medium cuts)

Isolation Ratio of transverse energy in a cone AR < 0.2
to the total cluster transverse energy.
Vertexing-layer Number of hits in the vertexing-layer (at least one).
Track matching An between the cluster and the track (< 0.005).
A¢ between the cluster and the track (< 0.02).
Ratio of the cluster energy E/p
to the track momentum.
TRT Total number of hits in the TRT.

Ratio of the number of high-threshold
hits to the total number of hits in the TRT.
Tight (TRT) (includes tight (isol) except for isolation)
TRT Same as TRT cuts above,
but with tighter values corresponding to about 90%
efficiency for isolated electrons.

Table 3: Definition of variables used for loose, medium and tight electron identification cuts. The cut
values are given explicitly only when they are independent of 7 and pr . For a detailed description of
the cut variables used for the loose and medium cuts, refer to sections 2.1.1.1 and 2.1.1.2.

2.1.1 Cut-based method description

Standard identification of high-pr electrons is based on many cuts which can all be applied indepen-
dently. These cuts have been optimised in up to seven bins in 1) and up to six bins in py . Three reference
sets of cuts have been defined: loose, medium and tight, as summarised in Table 3. This provides flex-
ibility in analysis, for example to improve the signal efficiency for rare processes which are not subject
to large backgrounds from fakes.

2.1.1.1 Loose cuts This set of cuts performs a simple electron identification based only on limited
information from the calorimeters. Cuts are applied on the hadronic leakage and on shower-shape vari-
ables, derived from only the middle layer of the EM calorimeter (lateral shower shape and lateral shower
width ). This set of cuts provides excellent identification efficiency, but low background rejection.

75



ELECTRONS AND PHOTONS — RECONSTRUCTION AND IDENTIFICATION OF ELECTRONS

2.1.1.2 Medium cuts This set of cuts improves the quality by adding cuts on the strips in the first
layer of the EM calorimeter and on the tracking variables:

e Strip-based cuts are effective in the rejection of 7° — ¥y decays. Since the energy-deposit pattern
from 7%s is often found to have two maxima due to 7° — ¥y decay, showers are studied in a
window A1 x A¢ = 0.125 x 0.2 around the cell with the highest E7 to look for a second maximum.
If more than two maxima are found the second highest maximum is considered. The variables
used include AE; = Enax2 — Emin, the difference between the energy associated with the second
maximum Ep,xo and the energy reconstructed in the strip with the minimal value, found between
the first and second maxima, Epi,. Also included are: Riyax2 = Emax2/(1+9 x 1073E7), where Er
is the transverse energy of the cluster in the EM calorimeter and the constant value 9 is in units
of GeV ™1 wgor, the shower width over the strips covering 2.5 cells of the second layer (20 strips
in the barrel for instance); w3, the shower width over three strips around the one with the maximal
energy deposit; and Fgiqe, the fraction of energy deposited outside the shower core of three central
strips.

e The tracking variables include the number of hits in the pixels, the number of silicon hits (pixels
plus SCT) and the tranverse impact parameter.

The medium cuts increase the jet rejection by a factor of 3-4 with respect to the loose cuts, while
reducing the identification efficiency by ~ 10%.

2.1.1.3 Tight cuts This set of cuts makes use of all the particle-identification tools currently available
for electrons. In addition to the cuts used in the medium set, cuts are applied on the number of vertexing-
layer hits (to reject electrons from conversions), on the number of hits in the TRT, on the ratio of high-
threshold hits to the number of hits in the TRT (to reject the dominant background from charged hadrons),
on the difference between the cluster and the extrapolated track positions in 17 and ¢, and on the ratio
of cluster energy to track momentum, as shown in Table 3. Two different final selections are available
within this tight category: they are named tight (isol) and tight (TRT) and are optimised differently for
isolated and non-isolated electrons. In the case of tight (isol) cuts, an additional energy isolation cut is
applied to the cluster, using all cell energies within a cone of AR < 0.2 around the electron candidate.
This set of cuts provides, in general, the highest isolated electron identification and the highest rejection
against jets. The tight (TRT) cuts do not include the additional explicit energy isolation cut, but instead
apply tighter cuts on the TRT information to further remove the background from charged hadrons.

Figures 1 and 2 compare the distributions expected from Z — ee decays and from the filtered di-jet
sample for a few examples of the basic discriminating variables described above for electron identifica-
tion.

2.1.2 Performance of cut-based electron identification

The performance of the cut-based electron identification is summarised in Tables 4 and 5. Table 4 shows,
for each of the background samples, the composition of each of the three categories of electron candi-
dates containing real electrons, as it evolves from reconstruction (no identification cuts) to loose, medium
and tight cuts. In the case of non-isolated electrons, there is a strong reduction of the initially dominant
component from c-hadrons as the identification cuts applied become tighter. In the case of background
electrons, there is a significant reduction of the contribution from photon conversions when applying
tight cuts, since the vertexing-layer requirement does not much affect electrons from Dalitz decays and
u/d/s-hadrons. As shown in Table 5, the signal from prompt electrons is dominated by non-isolated elec-
trons from heavy flavours, which are usually close in space to hadrons from the jet fragmentation. The
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Figure 1: Left: ratio between the transverse energy of the electron candidate and the sum of this trans-
verse energy and that contained in the first layer of the hadronic calorimeter. The distributions are shown
for electrons from Z — ee decays (solid line) and for filtered di-jets (dotted line). Right: difference in n
between cluster and extrapolated track positions for electrons from Z — ee decays (solid line) and for
filtered di-jets (dotted line).
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Figure 2: Shower-shape distributions for electrons from Z — ee decays (solid lines) compared to those
from filtered di-jets (dotted lines). Shown are the energy ratios Ry (left) and R;, (right) described in Ta-
ble 3.

resulting overlap between the electron shower and nearby hadronic showers explains the much lower ef-
ficiency observed for these electrons than for isolated electrons from Z — ee decays. These non-isolated
electrons will nevertheless provide the most abundant initial source of signal electrons and will be used
for alignment of the electromagnetic calorimeters and the inner detector, for E/p calibrations, and more
generally to improve the understanding of the material of the inner detector as a radiation/conversion
source. For tight cuts and an electron E7 of ~ 20 GeV, the isolated electrons from W, Z and top-quark
decays represent less than 20% of the total prompt electron signal.

For the lower Er -threshold of 8 GeV, the expected signal from isolated electrons is negligible. Not
surprisingly, the tight (TRT) cuts are more efficient to select non-isolated electrons from heavy-flavour
decay, while the tight (isol) cuts are more efficient at selecting isolated electrons. After tight cuts, the
signal-to-background ratio is close to 3:1, and depends only weakly on the E7 - threshold in the 10-
40 GeV Er -range studied here. The residual background is dominated by charged hadrons, which could
be further rejected by stronger cuts (TRT and/or isolation). The initial goal of obtaining a rejection of the
order of 10° against jets has been achieved with an overall efficiency of 64% for isolated electrons with
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Isolated
Er > 17 GeV
No cut Loose Medium Tight (TRT) Tight (isol)
w 75.0 75.1 74.9 73.9 73.6
Z 20.9 20.9 21.1 22.4 22.9
T 4.1 4.0 4.0 3.7 3.6
Non-isolated
Er > 17 GeV Er >8GeV
No cut | Loose | Medium | Tight (TRT) | Tight (isol) | No cut | Loose | Medium | Tight (TRT) | Tight (isol)
b-hadrons 38.7 | 57.6 71.1 74.2 79.1 393 | 51.2 55.2 57.0 59.5
c-hadrons 60.6 | 414 27.6 24.4 19.6 59.7 | 47.6 43.2 41.3 38.6
J/y 0.7 1.0 1.3 14 1.3 1.0 1.2 1.6 1.7 1.9
Background
Er > 17 GeV Er >8GeV
No cut | Loose | Medium | Tight (TRT) | Tight (isol) | No cut | Loose | Medium | Tight (TRT) | Tight (isol)
Y-conv. 97.8 | 97.7 94.9 88.0 88.1 98.4 | 98.1 94.5 78.5 83.0
Dalitz decays 1.8 1.9 4.0 8.5 8.0 1.3 1.4 3.5 12.5 12.4
u/d/s-hadrons | 0.4 0.4 1.1 3.5 39 0.3 0.5 2.0 9.0 4.6

Table 4: Percentage contribution and origin of isolated, non-isolated and background electrons in the
filtered di-jet and minimum-bias samples. The classification is based on the type of the parent particle of
the electron.

Er ~ 10-40 GeV. The efficiency may be improved with further optimisation of the cuts, as discussed
below.

Table 6 shows the efficiencies for prompt electrons and the jet rejections in more detail in the case of
medium identification cuts, using a fine binning as a function of |1|. The efficiency for prompt electrons
is significantly worse in the end-cap region (|n| > 1.52) with a correspondingly higher background
rejection. The overlap region region between the barrel and end-cap calorimeters (1.37 < |n| < 1.52)
has both worse efficiency and rejection, as expected because of the large amount of passive material in
front of the EM calorimeter. To improve the electron efficiency in the end-cap region, the EM calorimeter
cuts in the first layer and the tracking cuts will need to be studied and tuned further.

2.1.3 Expected differential rates for inclusive electron signal and background

Figure 3 (left: Er > 17 GeV and right: Er > 8 GeV) show the expected differential cross-sections
for electron candidates as a function of Er , for an integrated luminosity of 100 pb~! . The different
histograms correspond to electron candidates before any identification cuts and after the loose, medium,
tight (TRT) and tight (isol) cuts. As illustrated in Table 5, these differential rates are dominated by the
jet background except when applying the tight cuts.

The expected differential cross-sections after tight (TRT) cuts are shown in Fig. 4, where they are
broken down into their three main components, isolated electrons from W, Z and top-quark decays, non-
isolated electrons from b, c decay, and the residual jet background. The shapes of the spectra for the
non-isolated electrons and residual jet background are very similar, whereas the spectrum from isolated
electrons exhibits the expected behaviour for a sample dominated by electrons from W, Z decay. For an
integrated luminosity of 100 pb~! , Fig. 4 (right) shows that one may expect approximately ten million
reconstructed and identified inclusive electrons from b, ¢ decay with Er > 10 GeV, while Fig. 4 (left)
shows that for the same integrated luminosity one may expect 500 000 such electrons with Er > 20 GeV,
with a dominant contribution from W, Z decays for Er > 35 GeV. These large data samples expected
for a modest integrated luminosity are an integral part of the trigger menu strategy for early data, as
explained in more detail in [11], and will clearly be extremely useful to certify many aspects of the
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Cuts Er > 17 GeV Er >8GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons b,c—e
(Er =10 GeV)
Loose 87.96 + 0.07 | 50.8 + 0.5 567 + 1 75.8 + 0.1 55.8 +£ 0.7 513 £ 2
Medium 77.29 + 0.06 | 30.7 £ 0.5 2184 + 13 64.8 + 0.1 419 + 0.7 1288 + 10
Tight (TRT.) | 61.66 £ 0.07 | 22.5 + 0.4 (8.9 + 0.3)104 46.2 + 0.1 292 £ 0.6 | (6.5+ 0.3)104
Tight (isol.) | 64.22 £+ 0.07 173 + 0.4 (9.8 £ 0.4)10* 48.5 £ 0.1 28.0 £ 0.6 | (5.8 £ 0.3)10%
Fraction of surviving candidates (%) Fraction of surviving candidates (%)
Isolated Non-isolated Jets Non-isolated Jets
Medium 1.1 7.4 91.5 (5.5 + 86.0) 9.0 91.0 (5.0 + 86.0)
Tight (TRT) 10.5 63.3 26.2(8.3+17.9) 77.8 222 (7.1 +15.1)
Tight (isol) 13.0 58.3 28.6 (8.7 + 19.9) 75.1 249 (6.4 + 18.5)

Table 5: Expected efficiencies for isolated and non-isolated electrons and corresponding jet background
rejections for the four standard levels of cuts used for electron identification. The results are shown for
the simulated filtered di-jet and minimum-bias samples, corresponding respectively to E7 -thresholds of
17 GeV (left) and 8 GeV (right). The three bottom rows show the fractions of all surviving candidates
which fall into the different categories for the medium cuts and the two sets of tight cuts. The isolated
electrons are prompt electrons from W, Z and top-quark decay and the non-isolated electrons are from
b, c decay. The residual jet background is split into its two dominant components, electrons from photon
conversions and Dalitz decays (first term in brackets) and charged hadrons (second term in brackets).
The quoted errors are statistical.

electron identification performance of ATLAS with real data. One example is the understanding of
material effects and of inter-calibration between inner detector and EM calorimeter using E/p for a
clean subset of the inclusive electrons with Er > 10 GeV. This sample will be complementary to the
samples of low-mass electron pairs from J/y and Y decays, discussed in [7]. A second example is the
certification of the isolated electron identification using a clean sample of W — eV decays. Clearly,
with more statistics, the large samples of Z — ee decays which will be collected will provide the
opportunity to refine the understanding of the performance to an extremely high level of accuracy, as
discussed in Section 5.

2.1.4 Systematic uncertainties on expected performance

To estimate possible systematic uncertainties related to the cut-based electron identification, two shower
shape variables have been studied as a function of the amount of material in front of the EM calorimeter.
Figure 5 illustrates the impact of additional material, the effect of which has not been included in the
EM cluster corrections which are applied as described in [3], for electrons from H — eeee decays.
The results are shown in two |7n|-ranges for the nominal material and for the case of additional material
accounting in total to ~ 0.1 Xy and ~ 0.2 Xp (Fig. 5). It is evident that in regions with significant
amounts of material the shower is broader (less energy in the core). These differences reduce the electron
efficiency; however, the true systematic error on the efficiency due to such effects will depend on how
well the inner-detector material can be measured using data.

Figure 6 shows the fraction of energy in the strip layer outside the three core strips and inside the
seven-strip window for the same |1 |-ranges. The impact of the additional material is also clearly visible.
The estimated change in the electron efficiencies quoted in Table 5 is expected to be less than 2%. It is
important to note that the material effects are more pronounced in the strip layer than in the middle layer
of the calorimeter. Therefore, one should expect larger uncertainties from this source of systematics for
the medium electron cuts than for the loose electron cuts, which rely only on the middle layer of the
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In| Er > 17 GeV Er >8GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons | b,c — e
(Er =10 GeV)
0.00 — 0.80 | 882 +£0.1 | 35£1 | 3740 £ 50 79.3 £ 0.2 51 £1 1960 £+ 30
0.80 — 135 | 835+0.1 | 40+£1 1581 + 20 70.6 £ 0.2 52 £ 1 914 £ 11
135 - 150 | 715+ 04 | 41 £ 2 444 £5 49.6 + 0.5 40+ 3 342 £ 5
150 — 1.80 | 63.8 0.2 | 18 £ 1 | 2440 &+ 40 418 £ 04 24 £2 890 £ 15
1.80 —2.00 | 625+ 0.2 | 12 £ 1 | 9800 + 450 55.1 £ 04 25 £ 2 | 4660 £ 220
200 —235| 658 +0.2 | 16 =1 | 8400 £ 300 55.0 £ 0.3 21 £ 2 | 6000 £ 250
235 —-247 | 67.8 £03 | 14 £2 | 4050 £ 170 62.5 £ 0.6 30 £ 3 | 3980 £ 250
0.00 — 247 | 773 £ 0.06 | 31 £ 1 | 2184 + 13 64.8 £ 0.1 42 £ 1 1288 + 8

Table 6: Expected efficiencies for isolated and non-isolated electrons and corresponding jet background
rejections for the medium identification cuts as a function of |1|. The results are shown for the simulated
filtered di-jet and minimum-bias samples, corresponding respectively to E7 -thresholds of 17 GeV (left)
and 8 GeV (right). The quoted errors are statistical.
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Figure 3: Differential cross-sections as a function of Ey before identification cuts and after loose,
medium, tight (TRT) and tight-isol cuts, for an integrated luminosity of 100 pb~! and for the simulated
filtered di-jet sample with E; above 17 GeV (left) and the simulated minimum-bias sample with Er
above 8 GeV (right).

calorimeter.

Another important source of systematics affects the jet rejections quoted in Table 5: this arises from
the exact pr -spectrum and mixture of quark and gluon jets, and to a certain extent from heavy flavour jets
present in the background under consideration. The numbers quoted in this note are related to the rather
low-pr di-jet background which is relevant for the search for early signals from single electrons. Other
background samples relevant to certain physics studies have been shown to display worse rejections, by
up to a factor of 3 to 5. This clearly indicates that the fake electron rates will only be better understood
with real data.

2.1.5 Multivariate techniques

In addition to the standard cut-based electron identification described above, several multivariate tech-
niques have been developed and implemented in the ATLAS software. These include a likelihood dis-
criminant, a discriminant called H-matrix, a boosted decision tree, and a neural network. Table 7 sum-
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Figure 4: Differential cross-sections as a function of E7 after tight (TRT) cuts, shown separately
for the expected components from isolated electrons, non-isolated electrons and residual jet back-
ground, for an integrated luminosity of 100 pb~! and for the simulated filtered di-jet sample with Er
above 17 GeV (left) and the simulated minimum-bias sample with E7 above 8 GeV (right).
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Figure 5: Energy containment, R, (Table 3), for 1.12 < |n| < 1.25 (left) and 1.62 < |n| < 1.75 (right).
The symbols correspond to the nominal description and the histogram to the one with additional material.

marises the gains in efficiency and rejection which may be expected with respect to the cut-based method
by using the likelihood discriminant method. The gains appear to be artificially large in the case of the
loose and medium cuts, because these cuts do not make use of all the information available in terms of
electron identification, since they were designed for robustness and ease of use with initial data. Nev-
ertheless, they indicate how much the electron efficiency may be improved once all the discriminant
variables will be understood in the data.

Figure 7 shows the rejection versus efficiency curve obtained using the likelihood discriminant
method, compared to the results obtained for the two sets of tight cuts shown in Table 5. The likeli-
hood discriminant method provides a gain in rejection of about 20-40% with respect to the cut-based
method for the same efficiency of 61-64%. Alternatively, it provides a gain in efficiency of 5-10% (tight
and medium cuts) for the same rejection. Multivariate methods of this type will of course only be used
once the detector performance has been understood using the simpler cut-based electron identification
criteria.
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Figure 6: Energy fraction outside a three-strip core, F4, (Table 3), for 1.12 < |n| < 1.25 (left) and
1.62 < |n| < 1.75 (right). The symbols correspond to the nominal description and the histogram to the
one with additional material.

Cuts . Cut-based methpd . ' Likelihood meth_od .

Efficiency &, (%) Rejection R Efficiency (%) at fixed R; | Rejection at fixed &,
Loose 87.974+0.05 567 + 1 89.11£0.05 2767+ 17
Medium 77.29+0.06 218447 88.26 +0.05 (3.77+0.08) x 10*
Tight (isol) 64.224+0.07 (9.9+0.2) x 10% 67.534+0.06 (1.26+0.05) x 10°
Tight (TRT) 61.66+0.07 (8.9+0.2) x 10% 68.71 +£0.06 (1.46+0.06) x 10°

Table 7: For the loose, medium and tight electron identification cuts, expected electron efficiencies for
a fixed jet rejection and jet rejections for a fixed electron efficiency, as obtained from the likelihood
discriminant method. The quoted errors are statistical.

2.2 Isolation studies

Many physics analyses in ATLAS will be based on final states with isolated leptons from decays of W- or
Z-bosons. These channels usually have the advantage of small background expectation from processes
with similar signature, compared to channels with hadronic final states. Nevertheless, they may also
suffer from jet background processes, namely if leptons from semi-leptonic heavy-quark decays mimic
the isolated leptons of the signal. Therefore, dedicated tools beyond the lepton identification algorithms
are needed in order to suppress such sources of background by factors of up to the order of 103. In
this section, the performance of a projective likelihood estimator for the separation of isolated electrons
from non-isolated electron backgrounds is described. The four variables chosen as input to this isolation
likelihood are:

transverse energy deposited in a small cone of AR < 0.2 around the electron cluster;

transverse energy deposited in a hollow cone of 0.2 < AR < 0.4 around the electron cluster;

sum of the squares of the transverse momenta of all additional tracks measured in a cone of AR <
0.4 around the electron cluster;

impact parameter significance of the electron track (with respect to the primary vertex in the trans-
verse plane).

Electrons from Z — ee decays were used as a clean source of isolated electrons. The reconstructed
electrons from this sample were required to be matched to a Monte Carlo electron from Z-boson decay
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Figure 8: Background electron rejections versus signal efficiencies for electrons in Z — ee decays (left)
and in #7 decays (right), for two illustrative bins in 1| and pr .

and to pass the medium identification cuts in order to be considered as signal electrons. Background
electrons were selected from a high-statistics ## sample, filtered for a pair of like-sign Monte Carlo
electrons, and matched to a Monte Carlo electron from b/c-decay.

The results of the performance studies of the isolation likelihood are shown in Fig. 8 for two illus-
trative bins in |1| and pr . The best results are achieved for high-p7 electrons measured in the barrel
region of the EM calorimeter. As can be seen in Fig. 8 left, for electrons with only little hadronic activity
in the final state, such as those from Z — ee and H — eeee decays, the isolation likelihood provides a
background rejection of the order of 103, for signal electron efficiencies of 80% (barrel) and 50% (end-
caps). The difference observed between barrel and end-caps is mostly due to the 1-dependence of the
medium identification cuts shown in Table 6. For comparison, the efficiency for the selection of signal
electrons in 17 events is shown in Fig. 8 right: due to the additional hadronic activity in these final states,
the efficiency decreases by 5—10% for the same background rejection, when compared to that quoted for
Z — ee decays.
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Figure 9: Example of discriminating variables used in the forward region for signal electrons (full circles)
and the QCD di-jet background (open circles). Shown in the case of the FCal are the fraction of the total
cluster energy deposited in the cell with maximum energy (left) and the relative lateral moment (right).

3 Electron identification outside the inner detector acceptance

Electron identification in the forward region (|| > 2.5) will be important in many physics analyses, in-
cluding electroweak measurements and searches for new phenomena. In contrast to the central electrons,
forward electron reconstruction can only use information from the calorimeters, since the inner detector
covers only || < 2.5. Such electrons can therefore only be identified cleanly above the background in
specific topologies, such as Z — ee or H — eeee decays.

This section describes the performance of a cut-based method used to identify electrons in the for-
ward region and separate them from the QCD background. The comparison of the performance obtained
with a likelihood method is also presented.

Signal electrons are selected from Z — ee decays and background electrons from a high-statistics
sample of QCD di-jet events. Three |1 |-regions are considered: the first one covers the inner wheel of the
electromagnetic end-cap, i.e. 2.5 < |n| < 3.2 (the HEC is not used), the second one covers the overlap
region between the electromagnetic end-cap and the forward calorimeter (FCal), i.e. 3.2 < |n| < 3.4, and
the last region covers the FCal acceptance, i.e. 3.4 < || < 4.9. A topological clustering algorithm [13]
is used in this analysis and only clusters with E7 > 20 GeV are considered. Two examples of the
discriminating variables used in these studies are shown in Fig. 9, namely the fraction of the total cluster
energy deposited in the cell with maximum energy and the relative lateral moment. The relative lateral
moment is defined as lat, /(lat, + laty,yx ), Where the lateral moments lat, and latp,y differ in the treatment
of the two most energetic cells. Other examples include the first moment of the energy density, the
relative longitudinal moment, defined in the same way as the relative lateral moment only with two
longitudinal moments, the second moments of the distances of each cell to the shower barycentre and to
the shower axis, and the distance of the cluster barycentre from the front face of the calorimeter.

The likelihood discriminant uses the same variables as the cut-based method. Figure 10 shows the
performance of the cut-based and likelihood discriminant methods for electrons from Z — ee decay
with E7 > 20 GeV. For an electron identification efficiency of 80%, both methods achieve the required
goal of ~ 1% fake rate from the QCD background. This performance is expected to yield, for example,
aclean Z — ee sample with one electron already selected in the central region and one electron in the
forward region [14]: the expected background contribution under the Z-boson peak is estimated to be
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Figure 11: Electron identification efficiency as a function of 7 (left) and E7 (right) for electrons with
Er >5 GeV from H — eeee decays.

below ~ 1%.

4 Electrons as probes for physics within and beyond the Standard Model

4.1 Electrons in Higgs-boson decays

Electrons from the H — eeee decay with my < 2myz are an important benchmark for the evaluation of the
performance of the electron reconstruction and identification [15]. Here, only electrons with |n| < 2.5
and Er > 5 GeV are considered. The electron efficiency as a function of 1| and E7 for loose, medium,
and tight electron cuts is shown in Fig. 11. The drop in efficiency at low E7 is mainly due to the loss of
discrimination power of the shower-shape cuts at lower transverse energies. A loss of efficiency is also
visible in the transition region between the barrel and end-cap calorimeters. The results shown here are in
quantitative agreement with those obtained for electrons from Z — ee decay discussed in Section 2.1.2.
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bols correspond to electrons in SUSY events and the open ones to single electrons of fixed E7 . The
efficiencies as a function of |17| are shown only for electrons with Er > 17 GeV.

4.2 Electrons produced in decays of supersymmetric particles

In many supersymmetry (SUSY) scenarios, the most abundantly produced sparticles are squarks (directly
or from a gluino decay), which generally decay into a chargino or neutralino and jets. In turn, charginos
and neutralinos are very likely to decay into leptons. One interesting mode for SUSY searches is the
tri-lepton signal, in which three isolated leptons are expected in the final state. Such SUSY events would
feature high-pr isolated leptons accompanied by a high multiplicity of high-E7 jets. Hence, it is crucial
to efficiently identify electrons in such an environment, while preserving the very high jet rejection
presented in Section 2. The electron identification efficiency in SUSY events is calculated using the
SU3 ATLAS point [16]. In this scenario, a large number of charginos and neutralinos are produced and
numerous leptons are expected in the final state.
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Figure 13: Electron identification efficiency as a function of the distance AR to the closest jet in SUSY
events, for electrons with E; > 17 GeV.

Figure 12 shows the identification efficiency of the loose, medium and tight (isol) cuts as a function
of Er and |n|. The efficiencies shown as a function of E7 are compared with efficiencies for single
electrons of Ex = 10, 25, 40, 60 and 120 GeV. As expected, single electrons display higher efficiencies
than those in SUSY events, because of the large hadronic activity in these events. The efficiencies
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Figure 14: Electron identification efficiency as a function of E7 (left) and |n| (right), for electrons from
7' — eTe” decays with m, =1 TeV.

obtained for values of Er below 20 GeV, are significantly below the plateau values at high Er , for
which the cuts were initially optimised.

The efficiencies as a function of |17| show the same features as those discussed in Table 6, namely
the efficiency in the end-cap region is lower than in the barrel, whereas the jet rejection is significantly
higher. Specific drops in efficiency can be seen for || ~ 1.35, which corresponds to the barrel/end-cap
transition region, and for || =~ 0.8, which corresponds to the change in the lead thickness between the
two types of electrodes in the barrel EM calorimeter.

Figure 13 shows the electron identification efficiency as a function of the distance A R to the closest
jet in SUSY events. Jets are reconstructed from topological clusters using a AR = 0.4 cone algorithm.
For values of AR > 0.4, the efficiencies are compatible with those expected for single electrons, whereas
for values of AR < 0.4, the efficiencies decrease because of the overlap between the hadronic showers
from the jet and the electron shower itself.

Jet ET -range 140 — 280 GeV 280 —560 GeV 560 — 1120 GeV

Efficiency Rejection Efficiency Rejection Efficiency Rejection

Loose cuts 86.6 £0.2% 825+35 89.6+0.1% 620125 91.5+0.4% 550420
Medium cuts | 80.6+0.2% | 4000+£370 | 84.6+0.1% | 2300170 | 86.7£0.5% | 1900120

Table 8: Electron identification efficiencies and QCD di-jet background rejections obtained for loose and
medium identification cuts, including a calorimeter isolation cut (see text), and for three different jet Er
-ranges. The signal electrons are from Z' — eTe™ decays with m, =1TeV and are required to have Er
> 100 GeV.

4.3 Electrons in exotic events

High-mass di-electron final states are a promising source of early discovery physics, because of the sim-
plicity and robustness of very high-pr electron reconstruction, identification and resolution. Very high-
pr electrons refer here to those with transverse momentum ranging from 100 GeV up to several TeV.
The backgrounds to very high-pr electron pairs are expected to be small, and, therefore, only loose or
medium identification cuts are considered here. Isolated electrons are required to satisfy the calorimeter
isolation cut described in Section 2.
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Figure 14 shows efficiencies as a function of Er and |n| for the loose and medium identification
cuts, for electrons from Z' — e*e™ decays with mz = 1 TeV [17]. From these curves, one can note
the slow increase in efficiency with Er before reaching a plateau in the very high-E7 region. Overall
efficiencies of ~ 90% and of ~ 85% can be achieved for loose and medium electron cuts, respectively,
with a uniform behaviour limited to the barrel region, i.e. || < 1.5.

The QCD background rejection was studied as a function of the jet transverse energy, as shown
in Table 8. Using the medium identification cuts, which correspond to an overall efficiency of ~ 85%, a
jet rejection factor of several thousand can be achieved for Er > 100 GeV, which should be sufficient
to observe the signal in many exotic scenarios.

5 Electrons from Z — ee decays in early data

The experimental uncertainty on the electron identification efficiency is expected to be the source of one
of the main systematic errors in many measurements, and in particular in cross-section determinations. In
addition, a reliable monitoring of the electron identification efficiency is important in the commissioning
phase of the detector and software. The previous sections have shown detailed estimates of the expected
electron identification efficiency based on simulated samples. This section focuses on the measurement
of electron reconstruction and identification efficiencies using a data-driven approach based on Z — ee
events.

The tag-and-probe method [18] is used in this analysis. It consists of tagging a clean sample of events
using one electron, and then measuring the efficiency of interest using the second electron from the Z-
boson decay. Although more difficult because of trigger-threshold issues and of more severe background
conditions, the same approach could be applied to J/y and Y resonances, thus covering the lower end of
the pr spectrum [7].

5.1 Tag-and-probe method

The tag condition typically requires an electron identified with tight cuts. Both electrons are also required
to be above a pr threshold consistent with the trigger used. The invariant mass of the lepton pair is then
used to identify the number of tagged events, N; (containing Z — ee decays), and a sub-sample N,
where the second pre-selected electron further passes a given set of identification cuts. The efficiency for
a given signature is given by the ratio between N, and V.

To account for background, the lepton-pair invariant mass spectrum is fitted around the Z mass peak
using a Gaussian distribution convoluted with a Breit-Wigner plus an exponential function. The dominant
background arises from QCD and is estimated using a procedure explained in [18]; its contribution is
small in general and its impact on the measurement is therefore very limited.

The probe electron is checked against the selection as an electron candidate (to which only the pre-
selection cuts are applied), and as a loose, medium or tight electron. To monitor in detail the efficiency
dependence, the results are presented in bins of 17 and pr , at the expense of an increased statistical error
in each bin.

A quantitative comparison between the efficiency computed with this tag-and-probe method (e7p)
and the efficiency obtained from the Monte Carlo truth (&yc¢) is used to validate the tag-and-probe
method.

5.2 Electron reconstruction efficiency

The reconstruction and identification of electrons is based on seed-clusters in the electromagnetic calorime-
ter matched to tracks, as explained in Section 2. The tag electron is a reconstructed electron selected using
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Figure 15: Efficiency of the electron pre-selection as a function of |n| (left) and E7 (right) for Z — ee
decays, using the tag-and-probe method and the Monte Carlo truth information.

tight (isol) cuts and also required to pass the trigger EM13i/e15i [11]. The tag electron is also required to
be outside the barrel/end-cap transition region (1.37 < |n| < 1.52). The probe electron is pre-selected
by identifying a cluster in the opposite hemisphere, such that the azimuthal difference between tag and
probe electrons is A¢ > 3/4m. Both tag and probe electrons are required to have E; >15 GeV. The
invariant mass of the lepton pair is required to be between 80 and 100 GeV. Figure 15 compares €rp
and gy¢ as a function of |n| and E7 . Table 9 summarises the results obtained for this first step in the
reconstruction and identification of the probe electron.

Er—range (GeV) 15-25 25—40 40-170

[n|—range Erp Agrp/mc erp Agrp/mc erp Agrp/mc
0—-0.80 96.1£0.4 | 2.0£04 | 96.2+0.2 | 0.1£0.2 | 99.0+£0.1 | 2.0+0.1
0.80—1.37 94.940.6 | 1.5+£0.6 | 96.0£0.2 | 1.6£0.2 | 95.1+£0.2 | -0.540.2
1.52—1.80 89.0+1.2 | 3.641.2 | 88.8+0.6 | 1.3£0.6 | 91.940.6 | 1.7£0.6
1.80—-2.40 83.0£1.0 | 0.6£1.0 | 83.2+0.6 | 0.8+£0.6 | 84.94+0.6 | 1.1£0.6

Table 9: Efficiency of the electron pre-selection, €rp, in percent as obtained from the tag-and-probe
method, for different ranges of electron Er and |n|. The errors quoted for &rp are statistical and cor-
respond to an integrated luminosity of 100 pb~! . Also shown is the difference, Aeyp /mc- between this
estimate of the pre-selection efficiency and that obtained using the matching to the Monte Carlo electron.

5.3 Electron identification efficiency.

In this section, the electron identification efficiency is presented with respect to the reconstructed elec-
trons discussed in Section 5.2. The QCD background was not considered here, since it is less than a
few percent below the Z-boson mass peak. The reconstructed probe electron was checked against loose,
medium and tight selection cuts. Table 10 summarises the results obtained for this second step in the
reconstruction and identification of the probe electron. Figure 16 shows as a function of 7 and pr the
comparison between €rp and €y¢, for the medium cuts. The losses at high 1 are due to the material in
the inner detector, as discussed in Section 2.
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Figure 16: Efficiency of the medium electron identification cuts relative to the pre-selection cuts as a
function of |n| (left) and E7 (right) for Z — ee decays, using the tag-and-probe method and the Monte
Carlo truth information.
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Statistical and systematic uncertainties

A number of uncertainties may affect these tag-and-probe measurements once the accumulated data will
provide high enough statistics to perform similar measurements to those quoted above:

e Differences between €7p and &y ¢

6

The relative difference A&rp e in regions (in pr and |n|), where the efficiency is flat, is less
than 0.5%, assuming that the statistical error on €yc is negligible. Aerp/yc marginally depends
on the definition of a true electron and the systematic uncertainty related to this is estimated to
be < 0.1%, when varying the cut on the separation in 1/¢ space (AR) between the reconstructed
electron candidate and the true electron.

Statistical uncertainty.

The size of the available Z-boson sample is a source of systematic error. With an integrated lumi-
nosity of 100 pb~!, the error is expected to be in the range 1-2% for py > 25 GeV, and ~ 4% in
the low-pr bin.

Selection criteria

Another source of systematic error comes from varying the selection criteria. For instance, un-
certainties introduced by varying the cut on the Z-boson mass or requiring an isolation criterion
for the probe electron were evaluated. The magnitude of the uncertainty introduced is smaller
than 0.5% for pr > 40 GeV. At low pr , this uncertainty is estimated to be in the 1-2% range.

QCD background contribution

Adding the expected contribution from the QCD background to the signal does not degrade the
results, except for 1.52 < |n| < 1.8, a region which is close to the barrel/end-cap transition re-
gion and also where the efficiency is not uniform. The contribution from the uncertainties on the
residual QCD background is expected to be negligible.

Conclusion

Excellent electron identification will clearly play an important role at the LHC, since high-py leptons
will be powerful probes for physics within and beyond the Standard Model. Based on this motivation,
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Loose 15-25 25—-40 40—-170
(n\pr erp Agrp/mc erp A€rp/mc erp A€rp/mc
0-0.8 952420 | —4.14+2.0|98.840.3 | —-0.5+0.3|99.84+0.1 | 0.24+0.1
0.8—1.37| 923+2.1 | —-6.94+2.198.94+03| —-0.7+0.3|99.6+0.2 | 0.0+0.2
1.52—-1.81100.0+2.8 | 1.7£2.8 [{99.44+0.5| 0.0+0.5 199.6+0.5| 0.0+0.5
1.8—24 | 98.8+1.6 | 0.6+1.7 |98.84+0.5| 0.0+£0.5 |99.1+£04 | -0.2+04
Medium 15-25 25—40 40—-170
In\pr Erp Ag€rp/mc Erp A€rp/mc erp A€rp/mc
0-0.8 |83.64+23|—-43+27|89.7+0.7|—-0.8+0.8|92.6+0.5|—-0.2+0.6
08—-137|756+28 | —-75+34|87.6+£09| 07+1.0 [90.9+0.8 | —0.44+0.8
1.52—-1.8|71.9+44| 594+65 |769+1.9 | -22+24|83.6+1.9| 0.7+£2.3
1.8—24 |78.0+2.7| 6.54+3.7 |79.2+14| 1.7+1.8 |825+14|—-1.0+1.6
Tight 15-25 25—-40 40—170
In|\pr Erp Agrp/mc Erp Agrp/mc Erp Agrp/mc
0-08 |68.7+2.6 | —-52+3.5|73.8+1.0|—-1.2+1.3|77.0£09 | -1.5+1.1
08—14|61.8+3.0|-3.1£4.7|729+1.2| 07+1.7 |77.3+1.1| 02+£1.5
1.5—1.8|557+45| 6.8+8.6 |[659+2.1 | —-0.84+3.1|73.7+2.2| 1.2+3.1
1.8—241662+3.0| 85+49 |660+1.6| 2.6+2.5 |734+1.6| 0.7+2.2

Table 10: Loose, medium and tight electron identification efficiencies relative to the pre-selection effi-
ciencies for different bins in E7 and |n|. The first error is statistical and corresponds to an integrated
luminosity of 100 pb*1 . The second error is the difference obtained between €7p and &y¢.

various algorithms and tools have been developed to efficiently reconstruct and identify electrons and
separate them from the huge backgrounds from hadronic jets.

Presently, two reconstruction algorithms have been implemented in the ATLAS offline software, both
integrated into one single package and a common event model. The first one relies on calorimeter seeds
for reconstructing electrons, whereas the second algorithm relies on track-based seeds, is optimised for
electrons with lower energies, and relies less on isolation.

The calorimeter based algorithm starts from the reconstructed cluster in the electromagnetic calorime-
ter, then builds identification variables based on information from the calorimeter and the inner detector.
The rejection power with respect to QCD jets comes almost entirely from the identification procedure.
Depending on the electron transverse energy and the analysis requirements, rejection factors of 500 to
100 000 can be achieved, for efficiencies of 88% to 64%, using a simple cut-based selection. More re-
fined identification procedures combining calorimeter and track quantities using multivariate techniques
provide a gain in rejection of about 20 — 40% with respect to the cut-based method, for the same effi-
ciency of 61 — 64%. Alternatively, they provide a gain of 5 — 10% in efficiency, for the same jet rejection
(tight and medium cuts).

Electrons in the forward region can also be identified and separated from the background. A simple
cut-based method, exploring the energy depositions in the inner wheel of the electromagnetic end-cap
calorimeter and in the forward calorimeter as well as the shower-shape distributions, shows that ~ 99%
of the QCD background can be rejected, for an electron identification efficiency of ~ 80%. This per-
formance should be sufficient to select cleanly, for example, Z — ee decays with one electron in the

forward region.
Studies of the strategies for measuring efficiencies and fake rates in early data show that the tag-and-
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probe method is a good tool to estimate the electron identification efficiency and to control the reliability
of the Monte Carlo simulation. With 100 pb~! , the method is limited by the statistics of the Z sample,
whereas its systematic uncertainty is of the order of 1 to 2 %.

The work presented here primarily addresses the description and performance of the offline recon-
struction and identification of electrons. However, it also gives an overview of the possible path towards
physics discoveries with electrons in Higgs, SUSY, and exotic scenarios.
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Reconstruction and Identification of Photons

Abstract

This note presents the description and performance of photon identification
methods in ATLAS. The reconstruction of an electromagnetic object begins
in the calorimeter, and the inner detector information determines whether the
object is a photon - either converted or unconverted - or an electron. Three pho-
ton identification methods are presented: a simple cut-based method, a Log-
likelihood-ratio-based method and a covariance-matrix-based method. The
shower shape variables based on calorimeter information and track informa-
tion used in all three methods are described. The efficiencies for single pho-
tons and for photons from the benchmark H — 7y signal events, as well as the
rejection of the background from jet samples, are presented. The performance
of the cut-based method on high-p; photons from a graviton decay process
G — vy is also discussed.

1 Introduction

Isolated photons with large transverse momentum, pr, in the final state are distinguishing signatures for
many physics analyses envisaged at the LHC. The Higgs particle has been sought over several decades
in many high-energy experiments, including those currently running at the Tevatron. It is understood
that if the Standard Model Higgs particle exists, and unitarity is not violated, its mass is within the reach
of LHC. As described in detail in other parts of this work [1], while the expected cross-section times
branching ratio of the Higgs particle decaying into the two photon final state is relatively small, given its
distinct signature, isolated high-p7 photons may play a significant role in discovering the Higgs particle
in the low mass region. In addition, very high-py photons are also signatures of more exotic particles,
such as the graviton predicted in Ref. [2], which is expected to have mass larger than 500 GeV. These
photons appear as a single, isolated objects with most of their energy deposit in the electromagnetic
compartment of the calorimeter. Thus the primary source for background to these photons, namely fake
photons, result from jets that fluctuate highly electromagnetic which contain a high fraction of photons
from neutral hadron decays, such as 70 — yy.

Since the ATLAS electromagnetic calorimeter [3] is highly segmented with a three-fold granularity
in depth and with an 1 X ¢ granularity in the barrel of 0.003 x 0.1, 0.025 x 0.025, and 0.05 x 0.025, re-
spectively, in the front, middle and rear compartments assisted by a pre-sampler in front of the calorime-
ter, photon identification methods in ATLAS should be much more powerful that those used in past
experiments. The experiment also employs elaborate trigger systems that select electrons and photons
efficiently, as described in detail in Ref. [4].

This paper presents three ATLAS photon identification methods and their performance for single,
isolated photons as well as for photons from physics processes.

2 Data samples

The H — yy (myg = 120 GeV) process is used as the primary signal benchmark sample for medium pr
photons and with the pile-up that corresponds to the instantaneous luminosity 103* cm~2s~!. Rejection
studies were conducted using a pre-filtered jet sample (described in details in Ref. [5]), containing all
relevant hard-scattering QCD processes with pr > 15 GeV. A filter is applied at the generator level,
requiring the summed transverse energy of all stable particles (excluding muons and neutrinos) in a
region of A¢ x An = 0.12x0.12 to be above 17 GeV. A total number of 3 million events were used
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in rejection studies. Two additional samples with 150 GeV < pr < 280 GeV (Jet5) and 280 < pr <
400 GeV (Jet6) were also employed for high-p7 photon rejection studies. Finally, an additional 300,000
event y+jet sample has been used for rejection and fake rate studies.

In addition to these signal and background samples, the three identification methods described in
this paper were developed using single photon samples - events with no activity except the photon -
with full detector simulation in the energy range 10 — 1000 GeV with flat pseudorapidity distributions
over |n| < 2.5. For high-pr photons, graviton samples with masses of 0.5 and 1.0 TeV were employed.

All the samples used in this note were generated using PYTHIA and its fragmentation scheme and
were passed through the full detector simulation. Some of the simulations were done with the nominal
geometry and material distribution (“ideal”) and others with additional material added (“distorted”).

In order to maintain the consistency between different studies, the following requirements and defi-
nitions are used for efficiencies and rejections.

e Truth match: the reconstructed photons must lie within a cone of radius A R = \/An? + A¢? < 0.2
of the true photons in the simulation.

e The reconstructed photons must be within the fiducial volume, pseudorapidity 0 < |n| < 1.37 or
1.52 < |n| < 2.47 to avoid the overlap between the barrel and end-cap calorimeters.

Using the base samples that satisfy the above requirements, the efficiency is defined as follows:

reco

_ Ny

= AJtruth
Ny

1)

where N;’ h is the number of true photons in the simulation that satisfy all the requirements above with
the true E7 greater than either 25 GeV or 40 GeV and N, is the number of reconstructed photons that
satisfy all the requirements with the true Er greater than either 25 GeV or 40 GeV and that pass the
threshold for one of the three methods.

Similarly, the rejection from the pre-filtered jet sample is computed as follows:

_ Nje[ ]& 1
Ntakey N2 €y filter

2)

where Nj,, is the total number of jets reconstructed in the normalisation sample (same generation as the
reconstructed sample but without the filter requirements) using particle four-momenta from the generator
hadron level within a cone size AR = 0.4, and N,(= 400,000) is the number of events used in this
normalisation sample. The values for Nj; /N, in the fiducial volume of [n| < 1.37 or 1.52 < || < 2.37
are 0.226 for jets with Er > 25 GeV and 0.042 for jets with E7 > 40 GeV. Ny.y is the number of
fake photons in the reconstructed (filtered) sample with the candidates that matched to true photons from
the hard scatter or from quark bremsstrahlung removed, and N{(= 3,095,900) is the number of events
analyzed from this sample. Finally, &, fiir.r (= 0.082) is the efficiency of the generator level filter applied
to the jet sample.

3 Photon identification methods

As discussed in previous sections, three photon identification methods have been developed and are
available at present in ATLAS: a simple cut-based identification method, a Log-likelihood-ratio-based
identification method (LLR) and the covariance-matrix-based identification method (H-matrix). A par-
tial description of the basic electromagnetic object reconstruction and a detailed presentation of their
calibration can be found in Ref. [6].
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3.1 Characteristic variables and cut-based photon identification

In order to separate real photons from fake photons resulting from jets, several discriminating variables
are defined using the information both from the calorimeters and the inner tracking system. Cuts on these
variables are developed to maintain high photon efficiency even in the presence of pile-up resulting from
the overlapping minimum bias events due to high instantaneous luminosity at the LHC. The discriminat-
ing variables used in this study are the same as in previous studies [7—11]. Calorimeter information is
used to select events containing a high-Er electromagnetic shower. The fine-grained first compartment
allows to reject showers from photons from 7° decays. Track isolation is used to improve the rejection.
Only electromagnetic clusters with E7 > 20 GeV are used in this study.

3.1.1 Variables using calorimeter information

In the electromagnetic calorimeter, photons are narrow objects, well contained in the electromagnetic
calorimeter, while fake photons induced from jets tend to have a broader profile and can deposit a sub-
stantial fraction of their energy in the hadronic calorimeter. Hence, longitudinal and transverse shower-
shape variables can be used to reject jets.

e Hadronic leakage : The hadronic leakage is defined as the ratio of the transverse energy in the
first layer of the hadronic calorimeter in a window An x A¢ = 0.24 x 0.24 to the transverse en-
ergy of the cluster in order to avoid boundary effects that could result from using readout cells.
Real photons are purely an electromagnetic object, therefore they deposit their energy primarily
in the electromagnetic compartment of the calorimeter. Fake photons induced from jets contain
hadrons that would penetrate deeper into the calorimeter depositing sizable energy beyond the
electromagnetic calorimeter.

e Variables using the second compartment of the ECAL : Electromagnetic showers deposit most
of their energy in the second layer of the electromagnetic calorimeter. For this reason several
variables that measure the shape of the shower are available as follows:

- The real photons deposit most of their energy in a An X A¢ = 3 x 7 window (in units of
middle cells). The lateral shower-shape variables, Ry, and Ry, are given by the ratio of the
energy reconstructed in 3 x 7 middle cells to the energy in 7 x 7 cells and the ratio of the
energy reconstructed in 3 x 3 cells to the energy in 3 x 7 cells, respectively. Due to the effect
of the magnetic field increasing the width of the converted photon contributions in the ¢
direction, Ry is less discriminating than Ry;.

- The lateral width in 7 is calculated in a window of 3 x 5 cells using the energy weighted sum
L(E:xn2) _ [Z(ECXTTC)
YE. YE.
and 7. is the actual 1 position of the cell represented by the center of the cell in 1 direction.
Therefore, w is given in units of 1. A correction is applied as a function of the impact point

within the cell to reduce the bias from the finite cell size.

2
over all cells. wy = ] , where E, is the energy deposit in each cell,

e Variables using the first compartment of the ECAL : Cuts applied on the variables in the
hadronic calorimeter and the second layer of the electromagnetic calorimeter reject jets which
contain high-energy hadrons and resulting broad showers. Jets containing single or multiple neu-
tral hadrons such as 17 and 7, provide the main contribution which can fake photons. The readout
of the first layer of the calorimeter uses strips and provides very fine granularity in pseudorapidity.
Thus, the information from this layer can be used to identify substructures in the showers and dis-
tinguish isolated photons from the hard scatter and photons from 7° decays efficiently. The lateral

96



ELECTRONS AND PHOTONS — RECONSTRUCTION AND IDENTIFICATION OF PHOTONS

shower shape in the strips is exploited for || < 2.35 where the strip granularity is sufficiently fine,
as long as a 0.5% or larger fraction of the total energy is reconstructed in this layer.
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Figure 1: Distributions of the mean of each calorimetric discriminating variable as a function of the
pseudorapidity |n| for true and fake photons (before cuts) with 20 < E7 < 30 GeV. The samples have
been simulated with the geometry under the realistic alignment scenario and additional material.

Since the energy-deposit pattern from 7°’s is often found to have two maxima due to 7° —
Yy decay, showers are studied in a window An x A¢ = 0.125 x 0.2 around the cell with
the highest E7 to look for a second maximum. If more than two maxima are found the
second highest maximum is considered. The following two variables are constructed using
the information from the identified second maximum:

o AE; = Enaxo — Enmin, the difference between the energy associated with the second max-
imum E.x and the energy reconstructed in the strip with the minimum value, found in
between the first and second maxima, Eip.

® Rmax2 = Emax2/(1+9 % 1073Er /GeV), where Er is the transverse energy of the cluster
in the electromagnetic calorimeter. The value of the second maximal energy deposit is
corrected as a function of the transverse energy of the cluster to minimise its sensitivity
to fluctuations [9, 10].

Fige = [E(£3) —E(£1)] /E(£1), the fraction of the energy deposited outside the shower
core of three central strips. The variable E(=£n) is the energy deposited in + n strips around
the strip with the highest energy.

Wz = \/ YE x(i— imax)2 / Y E;, the shower width over the three strips around the one with
the maximal energy deposit. The index i is the strip identification number, i,,,, the identi-
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fication number of the most energetic strip, and E; is the energy deposit in strip i. wg3 is
expressed in units of strip cells and corrected for impact point dependence [9].

- Wgot, the shower width over the strips that cover 2.5 cells of the second layer (20 strips in the
barrel for instance). It is expressed in units of strip cells.

Figure 1 shows the average values of the calorimeter-based discriminating variables as a function
of the absolute value of pseudorapidity. Features in the plots can be explained by: upstream material
thickness which increases with pseudorapidity in the barrel; physical cell-size changes in the end-cap to
maintain a constant granularity in 1-¢; and the change in the granularity of the first layer in the end-
cap. In particular, the rise of Ry,,2 and of AE; for || > 1.5 stems from a combination of effects from
the variation of the quantity of the upstream material and changes in the strip-cell sizes in the end-cap
calorimeters. The dip in the hadronic leakage variable near || = 1.1 corresponds to a smaller coverage
by the first hadronic layer in this region.
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Figure 2: Normalised distributions of the discriminating variable for || < 0.7 for true and fake photons
(before cuts) with 20 < E7 < 30 GeV. The samples have been simulated with the geometry under the
realistic alignment scenario.

The cut values are tuned separately in six pseudorapidity intervals in |1| < 2.37 to reflect the pseu-
dorapidity dependence of these variables. The subdivision is motivated by the varying granularity and
material in front of the electromagnetic calorimeter. The quantities calculated using the first compart-
ment can be used only in the regions || < 1.37 and 1.52 < |n| < 2.37 since there are no strips in the
crack region or beyond |n| > 2.40. In addition, up to eight different bins in transverse energy are also
used for the cut value adjustment. Figure 2 shows the distributions of the variables in the first i bin and
in one energy bin. The dashed vertical lines represent the cut values in this bin. The variables are shown
for all reconstructed electromagnetic objects before cuts.
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Figure 3: Effect of pile-up and distorted material on mean values of two shower-shape variables for
photons from H — yy decays: Ry (left) and energy of the second maximum in the first layer (right).

Figure 3 shows the impact of pile-up and additional material before the calorimeter on the shower-
shapes for photons from Higgs decays. The impact of the large amount of additional material in the
transition region, 1.5 < |n| < 1.8, in the realistic alignment geometry can clearly be seen for two shower-
shape variables. While pile-up at a luminosity of 10°* cm™2s~! does not change the average shower
shape significantly as can be seen for the two variables in Figure 3, it is observed that it does increase
RMS of the distributions.

At present, the same cuts are applied for converted and unconverted photons. Studies of the y-7°
separation, however, have shown that if conversions can be identified efficiently, different cuts can be
applied for converted and unconverted photons [12], which could improve rejection by 10-20% while
maintaining the same overall photon identification efficiency.

The cuts have been chosen comparing the photons from H — 7Yy decays to fake candidates in inclu-
sive jet samples. For this optimisation, samples generated with realistic alignment geometry and pile-up
have been used. Some improvement in the performances should be possible at higher E7 for further
refinement and optimisation in some of the variables, such as hadronic leakage. The rejection presented
in this paper has been estimated on a sample statistically independent from the one used to tune the cuts.
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Figure 4: Normalised distribution of the track-isolation variable for events passing the calorimeter selec-
tion criteria. Left: comparison of true and fake photons. Right: comparison of early conversions (true
conversion radius less than 40 cm) and late conversions (true conversion radius above 40 cm) for photons
from H — Yy decays.
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3.1.2 Track isolation

After the calorimeter cuts, the contamination of the inclusive signal from charged hadrons is greatly
reduced. The remaining background is dominated by low track multiplicity jets containing high-p7 7°
mesons. In order to further remove fake photons from these jets, the track-isolation variable is defined
as the sum of the pr of all tracks with pr above 1 GeV within AR < 0.3, where AR is the 11 — ¢ distance
between the track position at the vertex and the cluster centroid. Track pr > 1 GeV is imposed to
minimise the effect of pile-up and underlying events.

Since the tracks from photon conversions should not be included in computing this variable, some
additional selections are applied to tracks within AR < 0.1 of the cluster centroid. The impact parameter
with respect to the beam line must be less than 0.1 mm. The track p7 must not exceed 15 GeV to remove
tracks from very asymmetric conversions, must not be part of a reconstructed conversion vertex and must
have a hit in the innermost pixel layer.

The plot on the left in Fig. 4 shows the distribution of the track-isolation variable for true and fake-
photon candidates, after the calorimeter shower-shape cuts. An additional rejection of factor 1.5 to 2 is
possible for a relatively small efficiency loss. The plot on the right in this figure shows the track-isolation
variable for early converted and late converted photons. The difference between the two distributions
is rather small, showing that the tracks from conversions have been efficiently removed. At present, a
4 GeV upper cut on the track-isolation variable is applied for this method.

3.2 Log-likelihood-ratio-based photon identification

In the Log-likelihood-ratio (LLR)-based method, the distribution of each of the shower-shape variables
is normalised to unity to obtain the probability density functions (PDF). The shower-shape variables
are pseudorapidity-dependent, so they are separated in four regions of || and three bins in py for this
method. The PDF’s are obtained using 1.6 million y+jet events which provided slightly over 100,000
events in each bin. Since the statistics for the PDF computation is somewhat low in some kinematic
phase-space regions, further improvement can be obtained by using tools to smooth the PDF’s to com-
pensate for the low statistics [13]. Once the PDF’s are established, the Log-likelihood-ratio parameter is
defined as:

LLR = Y In(Ly;/Ly;), (3)

n
i=1

where Ly; and Ly,; are PDF’s of the i shower-shape variable for the photon and the jet, respectively.

The shower-shape variables used for the LLR method were the same as those used for the cut-based
method described previously. Track isolation was also included as a discriminating variable in Equa-
tion 3. Figure 5 shows the LLR parameter distribution for photons and for jets. The LLR cut can be
tuned over 1 and pr to obtain an optimal separation between photons and jets.

3.3 Covariance-matrix-based photon identification

The shower-shape variables associated with a photon shower in the calorimeter are correlated. The co-
variance matrix (H-matrix) technique takes advantage of these correlations. The technique was employed
successfully in the D@ experiment at the Tevatron and was used to identify electrons [14].

The ten photon shower-shape variables used in the ATLAS H-matrix method are as follows:

o Five longitudinal shower-shape variables: fraction of energy deposited in pre-sampler layer; frac-

tions of energy deposited in sampling layers 1, 2 and 3 separately; and the hadronic leakage, the
energy leakage into the first layer of the hadronic calorimeter.
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Figure 5: Expected Log-likelihood ratio (LLR) cut-parameter distributions for photons (solid histogram)
and for jets (dashed histogram).
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Figure 6: The distributions of H-matrix x? for photons from the H — ¥y sample (solid histogram) and
for jets from the inclusive jet samples (dashed histogram).

o Five transverse shower-shape variables: the ratio of the energy in 3 x 3 cells to the energy in 7 x 7
in the second sampling layer of the electromagnetic calorimeter; w53, the corrected width in 3
strips in sampling layer 1; wy, the corrected width in a 3 X 5 window in sampling layer 2; the
energy outside of the shower core; Ry, the ratio of energy in a 3 x 3 to a 3 x 7 window around the
cluster centroid.

Using the above variables, a covariance matrix, M, is constructed as follows:

1 n) () -
Mij = NZQV:I(yE L0 -3)), 4)

where indices i and j run over the ten variables, N is the total number of photons used in the training
sample, y’; is the j' variable for the n'" photon candidate, and y ; 1s the mean value of y; variable for the
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control sample electrons/photons. These matrix elements are constructed for each 1 bin and parametrised
for energy dependences. The photon likeness of an object is then measured by the value of the x 2, defined
as follows:

2= 6 - H (0 - 55) )

where H = M, the inverse of the covariance matrix, and the indices i and j run from 1 to the total
number of variables (ten) which is the same as the dimension of the matrix, dim.

The mean value of the y? is close to the number of dimensions for a photon shower. The shapes of
the distributions of the selected shower-shape variables depend on the 1 and the energy of the incident
photon. These effects are taken into account in the construction of the H-matrix using single photon
samples of energies 10 — 1000 GeV generated flat in |17| and parametrising each of the covariance terms
in the matrix M of Eq. 4 as a function of the photon energy. The parametrisation as a function of photon
energy is obtained in each of the 12 1 bins. The discrimination power of the H-matrix between real
photons and jets is well illustrated in Fig. 6, where the y? distribution of the H-matrix for the jet sample
is contrasted to that obtained from photons from H — Yy decays.

Since the H-matrix implementation at this time does not include the same variables as the other two
methods, its performance is currently not directly comparable. Consequently, the performance is not
reported here, although the method is decribed for completeness.
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Figure 7: Efficiency of the calorimeter cuts as a function of pseudorapidity (left) and transverse en-
ergy (right) of the photons for the distorted geometry.

Efficiency € (calorimeter cuts) | € (track-isolation cut)
Nominal geometry no pile-up (87.6£0.2)% (99.0£0.1)%
Nominal geometry with pile-up (86.6£0.5)% (98.0£0.2)%
Distorted geometry with pile-up (83.6£0.2)% (98.1£0.1)%

Table 1: Overall efficiency for photons from H — Yy decays for three different simulation choices.

4 Photon identification performance for medium-p7 photons

This section describes the performance (efficiencies and rejections) of the cut-based method and the Log-
likelihood ratio method on medium-py photons, in particular the photons from H — Yy decays and the
jet background samples described in Section 2.
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4.1 Performance of the cut-based method

In the performance studies presented in this section, all reconstructed electromagnetic objects, including
both electron and photon candidates are considered. The efficiency as defined in Section 2 includes both
the reconstruction efficiency and the efficiency of the identification cuts.

Figure 7 shows the efficiency of the calorimeter cuts for photons with E7 > 25 GeV from H — yy
decay as a function of pseudorapidity (left) and transverse energy (right) for events in the presence of the
pile-up expected at a luminosity of 103> cm~2s~!. The optimisation of the cuts for the H — Yy signal has
led to an efficiency which is uniform for E7 > 40 GeV, but which decreases substantially below 40 GeV
because of the much larger fake backgrounds from jets expected at these lower transverse energies. The
average efficiencies of the calorimeter and track-isolation cuts are summarised in Table 1.

All Quark jets Gluon jets
N(jet)/N(generated events) 0.23 0.056 0.177
Before isolation cut
N(fake)/N(filtered events) | (5.43+0.13).10* | (3.87£0.11).10~* | (1.44+0.07).10~*
Rejection 50704120 1770450 15000+700
After isolation cut
N(fake)/N(filtered events) | (3.38+0.10).10~% | (2.4740.08).10~* | (0.7840.49).10~*
Rejection 8160+ 250 27604100 275002000

Table 2: Rejection (Equation 2) measured in the inclusive jet sample for Ez > 25 GeV

All Quark jets Gluon jets
N(jet)/N(generated events) 0.042 0.011 0.034
Before isolation cut
N(fake)/N(filtered events) | (1.1640.06).10~* | (8.34+0.5).107> | (2.8+0.3).10
Rejection 44004230 1610+100 150001600
After isolation cut
N(fake)/N(filtered events) | (6.4+0.4).107> | (4.6+0.5).107> | (1.5+£0.2).107°
Rejection 7800540 2900-£240 280004000

Table 3: Rejection (Equation 2) measured in the inclusive jet sample for Er > 40 GeV

The rejection from the pre-filtered jet sample is computed using Equation 2. The rejection is com-
puted separately for all jets, for quark-initiated jets and for gluon-initiated jets. The quark or gluon
initiation is defined using the type of the highest E7 parton from the PYTHIA record inside the cone
AR = 0.4 around the reconstructed jet object. The rejection values are summarised in Table 2 for the
three categories of jets. A small fraction (= 1-2%) of jet objects are not classified, so the sum of quarks
and gluons is slightly smaller than the total. A cut E7 > 25 GeV is applied to both reconstructed photons
and jets. Table 3 shows the same computation, but for E7 > 40 GeV.

Figure 8 shows the fake rate, defined as the inverse of the rejection, as a function of pseudorapidity for
all jets with E7 greater than 25 GeV. There is a slight increase of fake rate as a function of pseudorapidity
due to the increase in material in front of the calorimeter, which imposes somewhat looser cuts to preserve
a constant efficiency. Some additional increase near |1| = 1.1 is also visible probably coming from the
reduced energy in the first layer of the hadronic calorimeter as pointed out previously. This effect,
however, gives a less than 10% increase in the overall fake rate.
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Figure 8: Fake-photon rate as a function of pseudorapidity in the filtered jet sample
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Figure 9: Ep spectra from the inclusive jet sample, for the generated jets (solid squares for full simulation
and solid triangles for uncorrected jets from parametrised fast simulation) and the fake-photon candidates
before (inverted solid triangles) and after (open circles) the track-isolation cut. The normalisation is that
predicted by PYTHIA.

Figure 9 shows the E7 distribution of the jets and of the fake photon candidates before and after the
track-isolation cut. This figure also shows that the rejection at 25 GeV is =~ 30% lower if the normalisa-
tion is based on the uncorrected parametrised jets from the fast simulation, as was done in Ref. [11].

Figure 10 shows the 7° content of the fake-photon candidates at three different cut levels; all recon-
structed electromagnetic objects, after the cut on the hadronic leakage and the second layer shower-shape
variables (Had+S2) and after all the cuts (Had+S1+S2). A fake photon is defined as coming from a 7? if
the energy of the leading 7 in the cone of 0.2 around the cluster centroid is more than 80% of the recon-
structed cluster energy. The figure shows already after the second layer shower-shape cuts, the dominant
background contribution comes from 7° as expected. After all cuts, the fraction of ¥ is ~ 70% of the
remaining fake-photon candidates.

Figure 11 shows the rejection of the cuts on the first layer variables for candidates from single 7%’s
passing the cuts on the hadronic leakage and the second layer shower-shape variables. As expected, the
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Figure 11: Rejection of the strip-layer cuts against fake photons coming from ”single” 7° in the jet
sample as a function of the transverse energy, for three different pseudorapidity regions.

rejection power against these isolated 7°’s decreases with energy, as the opening angle between the two
photons from ¥ decays become smaller. The rejection is also better in the central part in the barrel as
there is less material than in the higher n part of the barrel, and also opening angle is larger than in the
end-cap for the same p7 . As a cross-check, Fig. 12 shows the efficiency of the calorimeter cuts for single
photons and single 7° of Er = 40 GeV, as a function of pseudorapidity. Again, the rejection is slightly
higher than 3 in the central part of the barrel calorimeter and is in reasonable agreement with findings
from previous studies [15].

The rejections measured in these studies have to be taken with care as they rely strongly on the
modelling of the fragmentation tail in PYTHIA and the details of the simulation of the detector response.
A discussion of the first effect can be found in Ref. [8] from which one would expect an uncertainty of
50 —100%, and where the uncertainty is larger for gluon initiated jets. In addition, a recent investigation
on the differences in fragmentation algorithms in PYTHIA and HERWIG shows appreciable differences
in ¥ production rates. Some differences in rejection are anticipated if the momentum distributions of
the 7%°s from the two fragmentation algorithms differ.

4.2 Performance of the Log-likelihood-ratio method

The efficiency for the Log-likelihood-ratio (LLR) method is computed for individual photons from the
H — 7yyevents generated with the nominal geometry. Figure 13 shows the photon efficiency as a function
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Figure 12: Efficiency of calorimeter cuts versus pseudorapidity for 40 GeV E7 single photons and 7°
(distorted geometry without pile-up).

of pr (left) and n (right) for LLR cut values set at 8, 9 and 10. The overall efficiencies for LLR cuts
at 8, 9 and 10 are summarised in Table 4. Jet rejection (left) and photon identification efficiency (right)
are shown in Fig. 14 as a function of LLR cut parameter values for three different jet pr ranges which
correspond to the three mean jet pr values indicated.

Er > 25 GeV Er > 40 GeV
LLR cut LLR > 8 LLR >9 LLR > 10 LLR > 8 LLR >9 LLR > 10
Efficiency(%) | 87.6+£0.3 84.3+0.2 80.0£0.2 86.4+0.3 83.2+0.2 79.0+0.2
Rej.(y+jet) 1660£170 | 2190 £260 29304390 1690+ 140 2170+210 2650+ 280
Rej. (di-jet) 6820£440 | 8930£650 | 124301070 | 6780+1000 | 7800+ 1230 | 1155042220

Table 4: Overall photon efficiencies and jet rejections for different Log-likelihood ratio (LLR) cut values.

Figure 13 shows the pr-dependence of the photon efficiency. A looser cut on low-p7 photons seems
to be beneficial in order to retain a flat photon efficiency as a function of py. Furthermore, it might also
be useful to parametrise the LLR cut values as a function of photon pr for further optimisation. The
jet rejection is also pr-dependent as shown in the plot on the left in Fig. 14. A harder cut on LLR for
varying jet pr can help to keep the rejection constant as a function of pr.

The rejection for jets from y+jet and di-jet samples are shown in the fourth and fifth rows in Table 4.
The cuts on the photon and jet pr are 25 GeV and 40 GeV, respectively. The rejection against jets from
the di-jet samples is significantly higher than that from the y+jet samples. This is largely due to the fact
that the jets in y+jet events are dominated by quark-initiated jets while those in di-jet events are enriched
with gluon-initiated jets.

5 Photon identification performance for high-p7 photons

Searches for particles of very high mass decaying to photons, such as the Randall-Sundrum graviton, G,
decaying via G — Y7 [2], require excellent detector and particle identification performance in a kine-
matic region very different from the benchmark H — 7y process. The pr-dependent effect caused by
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Figure 13: Photon efficiency as a function of p7 and 1 for different Log-likelihood ratio (LLR) cuts. The
photons are from H — Yy decays simulated with the nominal geometry.
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Figure 14: Jet rejection (left) and photon efficiency (right) as a function of Log-likelihood ratio (LLR)
cut-parameter values.

differences in kinematics can complicate high-mass graviton searches because they modify the shape of
background distributions as a function of the two-photon invariant mass, n1,y.

The performance of the cut-based identification method for high-p7 photons has been investigated.
Studies of the shower characteristics of the photons in the H — yyand G — Yy (mg = 500 GeV) processes
found only minor differences in most of the shower-shape variables. In the absence of the track-isolation
cut, the photon efficiency as a function of pr in both the barrel and end-cap calorimeters is approximately
constant above pr = 50 GeV. The barrel and end-cap photon electromagnetic reconstruction efficiencies,
before applying any identification or isolation cuts, are found to be within 10% of one another for photons
from graviton decays. After applying photon identification but no isolation requirements, the efficiencies
are 0.829 £0.004 in the barrel and 0.639 0.010 in the end-cap calorimeters for p; > 100 GeV and
mg > 500 GeV.

An isolation variable based on the calorimeter energy in a cone of size AR = 0.45 around the cluster
centroid was studied. The cut on the calorimeter isolation was observed to produce roughly constant
efficiency as a function of pr. A linearly pr-dependent selection cut was determined for barrel and
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Figure 15: Photon efficiency in the 500 GeV graviton sample as a function of py for barrel (left) and
end-cap (right) calorimeters.
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Figure 16: Fake-photon rejection as a function of pr of the reconstructed photon object for high-pr
binned di-jet samples in the barrel (left) and end-cap (right) calorimeters.

end-cap photons independently. The efficiencies of these pr-dependent cuts for barrel and end-cap
calorimeters are shown in Fig. 15 for photons from 500 GeV graviton decays. As can be seen in the
figures, these pr-dependent isolation cuts show about a 0.1% reduction in efficiency for photons over
the entire pr-range.

The Jet5 and Jet6 high-pr jet samples discussed in Section 2 were used for rejection studies. Fig-
ure 16 shows the pr dependence of jet rejection with and without the calorimeter energy isolation cuts. It
can be seen that while the efficiency loss is small, employing the isolation cut increases rejection across
the full pr range. In particular, the region below pr = 500 GeV shows a factor 5 — 10 increase in re-
jection. Table 5 provides the measured rejections in the barrel and end-cap calorimeters using these two
di-jet samples.

6 Comparison of the photon identification methods

Figure 17 shows the rejection and efficiency curves for two of the three currently available photon iden-
tification methods - the cut-based method and the Log Likelihood Ratio method - for y+jet generated
in specific photon momentum bins and the benchmark H — 7y samples. Similarly, Fig. 18 shows the
rejection and efficiency curves for these methods for di-jet and H — 7y samples. Tables 6 and 7 provide
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numerical comparisons of fake-photon rejections for the two methods, for similar photon identification
efficiencies and for the y+jet and di-jet samples, respectively.

The y+jet events, with jets dominated by quark-initiated jets, are the source of the largest background
to the H — Yy process. It is apparent from Figs. 17 and 18 that the methods demonstrate significantly
reduced rejections for jets from the y+jet samples than for those from di-jet samples whose jets are pre-
dominantly from gluons. As discussed in previous sections, this difference in rejection can be attributed
to the fragmentation differences between the quark and gluon-initiated jets.

Finally, Figs. 17 and 18 also illustrate that, for equal efficiencies, the Log-likelihood ratio method
and the cut-based method perform comparably in rejecting jets.
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Figure 17: Jet rejection vs photon efficiency for binned y+jet and H — yy benchmark samples for
ph,pi" > 25 GeV(left) and pJ., pj” > 40 GeV(right).
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Figure 18: Jet rejection vs photon efficiency of the two methods for filtered di-jet and H — yy benchmark
samples for p;, p"Ta > 25 GeV (left) and p%, pJTet > 40 GeV (right).

7 Conclusions

This note presents the three photon identification methods developed in ATLAS, the cut-based method,
the Log-likelihood ratio (LLR)-based method and the covariance-matrix-based method (H-matrix). The
efficiencies and fake-photon rejections of the first two methods have been measured using fully simulated
H — yy (mg = 120 GeV), y+jet and filtered electromagnetic di-jet samples. The cut-based and LLR
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methods show similar rejection factors at equal efficiencies. The strength of the continuous methods
such as the LLR and H-matrix is the ability to vary the cuts on LLR or y? values to optimise for specific
physics analyses. The performance of the cut-based method for very high-pr photons from Randall-
Sundrum graviton samples has also been studied and, while the cut selection was optimised at low-
pr compared to the signal in the graviton sample, the efficiency remains high. While the currently
available photon identification methods perform very well in rejecting background, with high efficiency
in retaining photons, it is of critical importance to study the performance of the methods with beam-
collision data.

Region | Rejection(x 10%) | Rejection(x 10°) |

Barrel 1.55+£0.05 6.59+0.5
End-cap 0.841+0.04 7.66+1.1
Total 1.32+£0.04 6.79+£0.4

Table 5: Jet rejections obtained using two binned high-p7 di-jet samples, using the cut-based photon
identification without (left) and with (right) the track isolation cut.

Er > 25 GeV Er > 40 GeV
LLR Cut-based LLR Cut-based
Efficiency (%) | 84.3+0.2 | 84.5+£0.2 | 87.1+0.2 | 86.34+0.2
Rejection 21904250 | 1940£230 | 2170+£210 | 2030£190

Table 6: Comparison of jet rejection (y+jet sample) versus photon efficiency for the cut-based and LLR
methods.

Er > 25 GeV Er > 40 GeV
LLR Cut-based LLR Cut-based
Efficiency(%) | 84.3+£0.2 | 84.6+£0.2 85.5+0.2 86.31+0.2
Rejection 8930+ 650 | 8240+270 | 9170£1570 | 9240+710

Table 7: Comparison of jet rejection (di-jet sample) versus photon efficiency with the cut-based method
and the Log-likelihood (LLR) method.

References

[1] ATLAS Collaboration, Prospects for the Discovery of the Standard Model Higgs Boson Using the
H — vy Decay, this volume.

[2] L. Randall and R. Sundrum, Phys. Rev. Lett. 83, 3370 (1999).

[3] ATLAS Collaboration, G. Aad et al., The ATLAS experiment at the CERN Large Hadron Collider,
2008 JINST 3 S08003 (2008).

[4] ATLAS Collaboration, Data Preparation for the High-Level Trigger Calorimeter Algorithms, this
volume.

110



ELECTRONS AND PHOTONS — RECONSTRUCTION AND IDENTIFICATION OF PHOTONS

[5] ATLAS Collaboration, Reconstruction and Identification of Electrons, this volume.

[6] ATLAS Collaboration, Calibration and Performance of the Electromagnetic Calorimeter, this vol-
ume.

[7] G. Unal and L. Fayard, Photon identification in y—jet events with Rome layout simulation and
background to H — yy, ATL-PHYS-PUB-2006-025 (2006).

[8] M. Escalier et al., Photon/jet separation with DC1 data, ATL-PHYS-PUB-2005-018 (2005).
[9] M. Wielers, Photon identification with the Atlas detector, ATLAS-PHYS-99-016 (1999).
[10] M. Wielers, Isolation of photons, ATLAS-PHYS-2002-004 (2002).

[11] ATLAS Collaboration, Detector and Physics Technical Design Report, Vol.1, CERN/LHCC/99-14
(1999).

[12] ATLAS Collaboration, Reconstruction of Photon Conversions, this volume.

[13] K. Cranmer, Kernel estimation in high-energy physics, Computer Physics Communications, Vol-
ume 136, Number 3, 198-207(10) (2001).

[14] V. Amazov et al., DO Collaboration, ¢f Production Cross-section in pp Collisions at /s = 1.8 TeV,
Phys. Rev. D67 012004 (2003).

[15] J. Colas et al., Position resolution and particle identification with the ATLAS electromagnetic
calorimeter, Nucl. Instrum. Meth. A550, 96-115 (2005).

111



Reconstruction of Photon Conversions

Abstract

The reconstruction of photon conversions in the ATLAS detector is important
for improving both the efficiency and the accuracy of the detection of particle
decays with photon final states, including H — 7yy. In this note, the perfor-
mance of the reconstruction of photon conversions for simulated events of dif-
ferent types is described, using both standard inside-out tracking and the more
recently implemented outside-in tracking.

1 Introduction

Reconstruction of photon conversions in the ATLAS detector is important for a variety of physics mea-
surements involving electromagnetic decay products. In particular, the efficiency of detection of particles
with high-mass di-photon final states, such as the Higgs boson or a heavy graviton, is greatly enhanced
by efficient conversion reconstruction. Conversion reconstruction will also be used for detector-related
studies: mapping the locations of the conversion vertices provides a precise localisation of the material
in the ATLAS inner detector.

As photons may convert at any point in the tracker in the presence of material, the ability to recon-
struct conversions will depend strongly on the type of tracking algorithm used. Due to the structure of
the ATLAS tracker, photons which convert within 300 mm of the beam axis may be reconstructed with a
high efficiency with standard (inside-out) Si-seeded tracking, while photons which convert further from
the beam pipe may only be reconstructed using (outside-in) tracks, which begin with TRT seeds with or
without associated Si hits. Track reconstruction will be discussed in Section 2, while the reconstruction
of conversion vertices will be discussed in Section 3, and the overall reconstruction of conversions will
be discussed in Section 4. Applications of photon conversion reconstruction in the case of neutral pion
decays and low-pr photons as well as the application of conversion reconstruction to the case of high-pr
physics measurements (such as H — 77y), will be found in Section 5. A summary and concluding remarks
are found in Section 6.

1.1 Theory

The ATLAS detector is designed to measure, among other things, the energies and momenta of photons
produced in high-energy proton-proton collisions. The photons which are relevant to physics measure-
ments will have energies in excess of 1 GeV. These photons must pass through the ATLAS tracker
before depositing their energy in the Liquid Argon Calorimeter. At photon energies above 1 GeV, the
interaction of the photons with the tracker will be completely dominated by e™e™ pair production in the
presence of material, otherwise known as photon conversion. All other interactions between the photons
and the tracker material, such as Compton or Rayleigh scattering, will have cross-sections which are
orders of magnitude below that for the photon conversion, and may thus be safely ignored. The leading-
order Feynman diagrams for photon conversions in the presence of material are shown in Figure 1. The
presence of the material is required in order for the conversion to satisfy both energy and momentum
conservation.

The cross-section for the conversion of photons in the presence of material is both well understood
theoretically and thoroughly measured. Work on calculating this cross-section began almost immediately
after the discovery of the positron by Anderson in 1932 [1]. Bethe and Heitler first gave a relativistic
treatment of photon conversion in 1934 [2] in which the screening of the nuclear Coulomb field was
taken into account. A detailed review of the theory regarding photon conversion and the calculation of
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Figure 1: Leading-order Feynman diagrams for photon conversions.

the conversion cross-section for a variety of materials was given by Tsai in 1974 [3]. A more modern
treatment of the topic of conversions, including corrections to the Bethe-Heitler formula for photon
energies above 5 TeV was given by Klein in 2006 [4].

For photon energies used in this study (1 GeV and above) the cross-section for the conversion process
is almost completely independent of the energy of the incident photon, and may be given by the following
equation [3]:

oo 7A
©9XoN,

(D

In this expression A is the atomic mass of the target given in g/mol, and Ny = 6.022 x 103 is Avo-
gadro’s number. Xy is known as the radiation length of the material through which the photon passes,
which for elements heavier than helium may be approximated from the atomic mass A and the atomic
number Z by the following relation [5]:

-2
Xo = 716.4gcm A . 2
Z(Z+1)In(287vZ)

This radiation length is defined such that it is 7/9 of the mean free path for photon conversion. Plots
showing the total radiation length traversed by photons in the tracker before reaching the calorimeter
may be found in the next section.

The differential cross-section for photon conversions of energies of 1 GeV and above in terms of the

quantity x = (Eelectron/Ephoton) is [4]:

= (1= a1 =), 3)

This cross-section is symmetric in x and 1 — x, the electron and positron energies, and it implies that

the momentum of the photon is not simply shared equally between the electron and the positron. Some
fraction of the photon conversions will be highly asymmetric, and either the electron or the positron
may be produced with a very low energy. If this energy falls below the threshold required to produce
a reconstructable track in the ATLAS tracker, then the converted photon will be seen to have only one
track, and will be difficult to distinguish from a single electron or positron. This problem is more serious
at lower photon energies, as the proportion of conversions which are asymmetric enough to cause the loss
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Figure 2: Material in the inner detector as a function of |n]|.

of one of the two tracks increases as the photon energy decreases. The difficulties involved in identifying
these highly asymmetric single-track conversions will be discussed in a later section.

1.2 Experimental setup

In this section a very brief description of the ATLAS tracker and electromagnetic calorimeter is included.
These are the two sub-systems necessary for the studies relevant to this note. A detailed description of
the ATLAS detector can be found in the ATLAS detector paper [6] and references therein.

The ATLAS tracker consists of several co-axial layers immersed in a 2T solenoidal magnetic field. In
the so-called barrel region, the innermost of these is a pixel detector consisting of three highly segmented
cylindrical layers surrounded by four stereo-pair silicon microstrip (SCT) layers. In addition to the cylin-
drical layers forming the barrel, both the pixel and the SCT also have end-caps consisting of disk shaped
segments used for tracking particles with large pseudorapidities (|| >1.5). The outermost portion of
the tracker consists of the Transition Radiation Tracker (TRT), which is comprised of many layers of
gaseous straw tube elements interleaved with transition radiation material. The TRT is divided into a
barrel detector, covering the small pseudorapidity region |1| <1, and two end-cap detectors covering the
large pseudorapidity region 1< |n| <2.1. The lack of TRT detector elements at higher pseudorapidities
is the reason for all the results presented in this note having a cut-off at |n| = 2.1.

The amount of material in the tracker given in radiation lengths as a function of pseudorapidity can
be seen in Fig. 2 [6]. As mentioned earlier, the probability of a photon converting in any given layer
is proportional to the amount of material in that layer. Overall, as many as 60 % of the photons will
convert into an electron-positron pair before reaching the face of the calorimeter [6]. This number varies
greatly with pseudorapidity as can be seen in Fig. 3 [6], for the case of photons with pr > 1 GeV in
minimum-bias events. The probability is lowest in the most central region |n| <0.5, where the amount
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of tracker material is at its minimum. A plot showing the true position of photon conversions in the
ATLAS tracker, as obtained from a sample of 500,000 simulated minimum-bias events, can be seen in
Fig. 4 [6]; the three pixel layers and disks as well as the four barrel SCT layers and their corresponding
end-cap layers can be clearly seen.
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Figure 3: Probability of a photon to have converted as a function of radius for different values of pseu-
dorapidity.

Finally, the energies of the electrons resulting from photon conversions are measured in the electro-
magnetic calorimeter segments. These are lead-liquid argon detectors with accordion-shaped absorbers
and electrodes. Their fine-grained lateral and longitudinal structure, ensures high reconstructed energy
resolution for photons with Er > 2 —3 GeV, as described in reference [7]. Although the daughter electron
tracks and the vertices resulting from the converted photons are reconstructed without any calorimetric
information, the latter plays a crucial role later in the reconstruction and particle identification process.

2 Track reconstruction

The current track reconstruction process consists of two main sequences, the primary inside-out track re-
construction for charged particle tracks originating from the interaction region and a consecutive outside-
in track reconstruction for tracks originating later inside the tracker. Both methods reconstruct tracks that
have both silicon (Si) and transition radiation tracker (TRT) hits and place these tracks in two distinct
track collections. A third track category contains those tracks that have only TRT hits and no Si hits;
these TRT-only tracks are placed in their own distinct track collection. All three track collections are
then examined to remove ambiguities and double counting and are finally merged into a global track col-
lection to be used later during the vertex-reconstruction phase. For a track to be reconstructed by any of
these methods, a minimum transverse momentum pr > 0.5 GeV is required throughout. In the following
section, brief descriptions of the various tracking algorithms are provided. More detailed descriptions,
in particular of the inside-out tracking, can be found in reference [8].
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Figure 4: Location of the inner detector material as obtained from the true positions of simulated photon
conversions in minimum-bias events.

2.1 Inside-out track reconstruction

After the reconstruction of space points inside the pixel and SCT sub-detectors, candidate tracks (seeds)
are then formed using three space-point combinations. These seeds are subject to some constraints, such
as the curvature, to limit the number of possible combinations. Seeds which pass these constraints then
become the starting points for reconstructing tracks. Once a seed has been formed a geometric tool is
then invoked in order to provide a list of Si-detector elements that should be searched for additional
hits. A combinatorial Kalman-fitter/smoothing formalism is then used to add successive hits to the track.
The track information is updated after every step in the search and extraneous outlier hits are efficiently
eliminated through their large contribution to the y? of the track fit. Not all space-point seeds coming
from Si hits result in a track; the rate at which seeds give rise to a fully reconstructed track is on the order
of 10% in a typical #f physics event.

A large fraction of the reconstructed track candidates either share hits, are incomplete, or may be
fakes resulting from random combinations of hits. It is therefore necessary to evaluate the tracks based
on a number of quality criteria and score them accordingly, with the score providing an indication of
the likelihood of a specific track to describe a real particle trajectory. Tracks with the highest score are
refitted and used as the quality reference for all the remaining tracks. Shared hits are removed in this
stage and the remaining part of the track is evaluated again and refitted. Track candidates with too many
shared hits are then discarded as well as any other track candidate that fails to comply with any of the
quality criteria during evaluation.

At this stage, each one of the resolved track candidates is assigned a TRT extension. First, a geometric
extension of the Si track is built inside the TRT and compatible measurements are selected. Possible TRT-
track extensions are constructed by combining all such TRT measurements. The full track, including any
TRT extension, is then refitted and scored in a way analogous to that during the previous ambiguity-
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resolving stage. If the new track has a quality score which is higher than that of the original Si track,
the TRT extension is kept and added to the Si track, thus creating a “global” Inner Detector track. In
other cases only the original Si track is kept, without the TRT extension. The final reconstructed tracks,
with or without TRT extensions, are then stored in a dedicated track collection. At this stage they can be
classified into three categories:

1. Tracks without TRT extensions (e.g. |n| > 2);
2. Tracks with extensions which are used in the final fit;
3. Tracks with extensions which are not used in the final fit (outliers).

This last category is characteristic of tracks that have suffered large material interactions as they propa-
gated through the tracker material.

The inside-out track reconstruction (as described in the previous section) is a very powerful technique
for reconstructing tracks, especially in busy environments where the high granularity of the Si sub-
detectors (and in particular that of the pixel detector) can provide the necessary resolution for recovering
the track-hit pattern. However, it may also lead to fake tracks if not carefully implemented. In order to
reduce the number of fake reconstructed tracks, a minimum number of Si hits is required for a track to
be reconstructed; in the present implementation of the algorithm this number is seven. This requirement
immediately leads to a decreased efficiency in reconstructing tracks that originate late inside the tracker,
i.e. in the SCT. Furthermore, tracks which are present only inside the TRT will not be reconstructed at
all. These tracks can appear in the cases of secondary decays inside the tracker (e.g. K decays) or during
photon conversions, the latter being of special interest to this note.

2.2 Outside-in track reconstruction

The outside-in track reconstruction (also referred to as back-tracking) can offer a remedy to the ineffi-
ciency in reconstructing tracks which originate after the pixel detector.

The starting point for this type of track reconstruction is the TRT, where initial track segments are
formed using a histogramming technique. The TRT tracker can be divided in two parts, a barrel and an
end-cap one, the dividing line being at the || = 0.8 pseudorapidity range. In the R — ¢ plane of a TRT
barrel sector or the R — z plane of a TRT end-cap sector, tracks which originate roughly at the primary
interaction region appear to follow straight lines (this is exactly true in the second case). These straight-
line patterns can be characterised by applying the Hough transform [9], which is based on the simple idea
that in the R — ¢(R — ) plane, a straight line can be parametrised using two variables: (¢o,cr) or (¢o,c;)
respectively, where ¢y and c; are the corresponding azimuthal and longitudinal curvatures and ¢ is the
initial azimuthal angle. As a result, in a two-dimensional histogram formed by these two parameters,
TRT straw hits lying on the same straight line will fall within a single cell. Straight lines can therefore be
detected by scanning for local maxima in these histograms. To improve the accuracy in the longitudinal
direction, the TRT is divided into 13 pseudorapidity slices on either side of the =0 plane. The slice
size varies, it being smaller around the TRT barrel/end-cap transition region and bigger inside the TRT
barrel or end-cap regions. The two-variable approximate track parameters can then be used to define a
new set of geometric divisions inside the TRT, within which all straws that could possibly be crossed
are included. Using the transformation described in [10], the curved trajectory suggested by the straw
hits may be transformed into a straight line in a rotated coordinate system. This is the initial step for
a “local” pattern recognition process, in which the best TRT segment may be chosen as the one that
crosses the largest number of straws in this straight-line representation. A cut on the minimum number
of straw hits necessary to consider the segment as valid is applied during this step. A final Kalman-filter
smoother procedure is then applied to determine as accurately as possible the final track parameters of the
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Figure 5: Track reconstruction efficiency for conversions from 20 GeV pr photons as a function of the
conversion radius. The gain in track reconstruction efficiency when tracks reconstructed moving inwards
from the TRT are combined with tracks reconstructed by the inside-out algorithm, is evident particularly
at higher radial distances.

segment. The above TRT-segment reconstruction procedure has been adopted from the original ATLAS
track reconstruction algorithm xKalman as described in the references [11].

The reconstructed TRT segments are then fed into the second step of the back-tracking algorithm
in which extensions are added to them from the Si sub-detectors. Space-point seeds are searched for in
narrow R — ¢ wedges of the Si tracker, indicated by the transverse TRT-segment track parameters derived
in the previous step. A minimum of two space points is required in this case, the search being confined
to the last three SCT layers. To reduce the number of space-point combinations cuts on the curvature
are then applied, with the third measurement point provided by the first hit in the initial TRT segment.
As soon as seeds with pairs of space points are formed, the initial-segment track parameters can then
be significantly improved, especially the longitudinal components. A new geometric section through the
Si-detector elements is then constructed and a combinatorial Kalman-fitter/smoother technique, as in the
case of the inside-out tracking, is applied to produce Si-track extension candidates. The Si-track exten-
sions provide a much improved set of track parameters, which can be used to find new TRT extensions to
be assigned to every Si-track candidate, thus creating once more a “global” track. Ambiguity resolving
and track refitting follow afterwards in the appropriate manner. The final set of resolved tracks from this
process is stored in a dedicated track collection. In order to reduce the time required for the reconstruc-
tion and minimise double counting, the outside-in tracking procedure excludes all the TRT-straw hits and
Si-detector space points that have already been assigned to inside-out tracks. The enhancement of the
track reconstruction efficiency after the outside-in reconstructed tracks are included is shown in Fig. 5.
Here the track reconstruction efficiency for photon conversions is plotted as a function of the radial dis-
tance of the conversion for the case of 20 GeV pr single photons, before and after the outside-in tracking
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is performed. The bulk of the gain in tracking efficiency is, as expected, at larger radii. The inefficiencies
of this method as a function of radius are discussed further in Section 2.3 and again in Sections 4.3 and
4.4. Due to the more limited pseudorapidity coverage of the TRT tracker, the outside-in tracking can be
used to efficiently reconstruct tracks up to a pseudorapidity value of || = 2.1. All the results presented
here have therefore been restricted to within this pseudorapidity range.

2.3 Stand-alone TRT tracks and final track collection.
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Figure 6: Track reconstruction efficiency for conversions from 20 GeV pr converted photons (left) and
5 GeV pr converted photons (right) as a function of conversion radius.
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Figure 7: Track reconstruction efficiency for conversions from 20 GeV photons (left) and 5 GeV photons
(right) as a function of pseudorapidity.

After the inside-out track collection has been formed, all TRT segments that have not been assigned
any Si extensions are then used as the basis of one more distinct track collection. These segments are
first transformed into tracks, and the segment local parameters are used as the basis for producing the
corresponding track parameters assigned to the surface of the first straw hit. Perigee parameters are also
computed, but no overall track refitting is performed. These new TRT tracks are then scored and arranged
accordingly and a final ambiguity resolving is performed in order to reject any tracks that share too many
straw hits. Finally, these stand-alone TRT tracks are then stored in a special track collection.
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At the end of the track reconstruction process, and before any primary or secondary vertex fitters are
called or other post-processing tasks are executed, the three track collections described above are merged.
One last ambiguity resolving is performed in order to select unique tracks from all three collections,
although this is mostly for consistency since the straw hits and Si space points associated with the inside-
out tracks have already been excluded before the outside-in track reconstruction. This merged track
collection is then used by the photon conversion reconstruction algorithm.

The overall tracking efficiency after all three track collections discussed above are merged, is shown
in Fig. 6 for both the case of a 20 GeV pr single photon sample, and also for a 5 GeV single photon
sample, which is more indicative of the case of low track momenta. Two competing effects become
apparent as one observes these two plots. The overall track reconstruction efficiency for conversions that
happen early inside the tracker, i.e. in R < 150 mm, is higher in the case of the 20 GeV pr photons than
that for the 5 GeV pr ones. This is a clear indication of the larger effect that bremsstrahlung losses have
on low pr tracks, especially on those that originate early inside the tracker. Furthermore it is possible
that, depending on the amount of the incurred losses, only part of the track will be reconstructed, i.e.
its TRT component, with the pattern recognition failing to recover the corresponding Si clusters. The
small fraction of stand-alone TRT tracks that enhance the track reconstruction efficiency from early
conversions, is primarily due to this effect. On the other hand the overall track reconstruction efficiency
at higher radii is much better for the case of the 5 GeV pr photons. This is due to the fact that the
radius of curvature, being much larger for those tracks, enables them to separate from each other faster
as they traverse the tracker under the influence of the applied magnetic field. It is therefore easier in this
case to distinguish the two tracks and reconstruct them during the pattern recognition stage. Figure 7
shows the track reconstruction efficiency as a function of pseudorapidity, for both 20 GeV and 5 GeV
pr photons. The overall track reconstruction efficiency is very uniform along the whole pseudorapidity
range, starting only to significantly fall off as one approaches the limit of the TRT pseudorapidity extent
(In] = 2.1). The reduction in efficiency observed around |n| = 1, is due to the gap at the transition from
the barrel to the end cap TRT. The seemingly higher overall tracking efficiency in this plot compared to
that in Fig. 6, is due to the fact that the great majority of converted photons originate from the earlier
layers of the Si tracker. In this region, as Fig. 6 demonstrates, the converted photon track reconstruction
efficiency is very high.

3 Vertex fitting

Track finding is only the first step in reconstructing photon conversions; the next step is being able to
reconstruct the conversion vertex using the pair of tracks produced by the converted photon. Recon-
struction of the conversion vertex is quite different from finding the primary interaction vertex, since for
conversions additional constraints can be applied that directly relate to the fact that the converted photon
is a massless particle. A specific vertex algorithm, appropriately modified in order to take into account
the massless nature of the conversion vertex, has been developed for use by the photon conversion algo-
rithm.

The vertex fit itself is based on the fast-Kalman filtering method; different robust versions of the
fitting functional can also be set up in order to reduce the sensitivity to outlying measurements. The
vertex fitting procedure uses the full 3D information from the input tracks including the complete error
matrices [12].

3.1 Algorithm description

The goal of a full 3D vertex fit is to obtain the vertex position and track momenta at the vertex for all
tracks participating in the fit as well as the corresponding error matrices. From the input tracks, the
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helix perigee parameters defining the particle trajectory along with their weight matrix are extracted as
described in the references [13, 14]. If one assumes that the particle is created at the vertex 17, then the
trajectory parameters g; may be expressed as a function of the vertex position and the particle momentum
at this vertex g; = T(\7, Di). A vertex is then obtained by minimising:
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where w; is the 5 X 5 weight matrix from the track fit. In order to find the V and p; which minimise the
above y2, equation 4 can be linearised at some convenient point close to the vertex as:
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where D; = (dT(V,5;))/(dV) and E; = (T (V, B;)) /(9 P;) are matrices of derivatives. A fast method to
find a solution that minimises equation 5 has been proposed in the references [13,14]. It can be shown that
this method is completely equivalent to a Kalman-filter based approach [15], where the vertex position
is recalculated after every new track addition.

If the initial estimation of the vertex position is far from the fitted vertex, then the track perigee
parameters and the error matrix are extrapolated to the fitted point, all derivatives are recalculated and
the fitting procedure is repeated. The official tracker extrapolation engine, along with a magnetic field
description based on the actual measurement of the ATLAS tracker solenoidal field, is used in this case.

3.2 Vertex fit constraints

Constraints are included in the vertex fit algorithm via the Langrange multiplier method. A constraint
can be viewed as a function

A]'(VaﬁlaﬁZr--,ﬁn):COl’lSt (6)

which is added to the fitting function of equation 4 as
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Here ?C(% is the function without constraints, A; is a Lagrange multiplier and j is the constraint number.
A?() can be linearised around some point (Vp, po;) to obtain
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where H; = (9A;)/(dV),F;j = (A;)/(dP:), A jo is an exact value of A ; at the (Vy, po;) point, 8V =V —V,
and 0 p; = p; — Poi- o B

The solution of equation 8 then has the form V =V + Vi, p; = po; + P1i, Where Vy, po; is the solution
of the corresponding problem without the constraint 2 = x&- The second component Vi, ji; of the
above solution is obtained through the normal Lagrange multiplier system of equations. In the case of
the conversion vertex, a single angular constraint needs to be implemented. This requires that the two
tracks produced at the vertex should have an initial difference of zero in their azimuthal and polar angles
d¢y, 00y = 0. This is a direct consequence of having an initial massless particle, but it has the advantage
of being much easier to implement.
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The right-hand plot in Fig. 8 shows the reconstructed photon inverse transverse momentum after
vertex fitting for conversions where neither of the emitted electrons suffered significant bremsstrahlung
(less than 20% of the energy of each electron is lost in the inner detector material), while the left-hand plot
shows the transverse momentum for the cases where significant bremsstrahlung energy losses occurred.
Similarly, the corresponding radial position resolution for conversions with/without significant energy
losses due to bremsstrahlung is shown in Fig. 9. Single converted photons with pr = 20 GeV were used
for the plots above, and the emitted electron tracks were required to have at least two silicon space points.
The angular constraints §¢, 60 = 0, implemented as described earlier, have been used throughout. The
overall vertex reconstruction efficiency will be discussed in the following section. It is evident that the
presence of bremsstrahlung significantly deteriorates the performance of the vertex fitter.

x? I ndf 52.36/6 x? / ndf 26.01/5
] TTTT TTTT ‘ TT 4 TTTT TTTT ‘ TT

400p Constant 404.7+117 300k Constant 3109117
E Mean 0.05194 + 0.00008 r Mean 0.05141 + 0.00007
350;7 Sigma  0.002258 + 0.000068 L Sigma  0.001772 + 0.000062

- - 2501

300 ] C
250} ]_ 7 2001 7
1 s ]
150F I ]
r 100 N
100F . i ]
L ] 50 ]
i 7 wmd |
Il L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l 1 1 ‘ L1l ‘ 11 l Lol LA Ll 17

0 0
0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
p, (GeV? p, (GeV?

Figure 8: Reconstructed inverse transverse momentum from 20 GeV pr converted photons with
(left) and without (right) significant energy losses due to bremsstrahlung.

As a further check of the performance of the vertex algorithm described in this section, one can apply
it to the case of KY — w71~ decays. The absence of losses due to bremsstrahlung for the pion tracks, as
well as the non-zero opening angle, provide a good test scenario for the constrained vertex fitting. Instead
of the angular constraint used in the case of the photon conversions, a straightforward mass constraint is
implemented in this case. Figure 10 shows the resolution of both the reconstructed 1/p7 and the radial
position for 10 GeV pr K? decays. The absence of a bremsstrahlung-related tail in the left-hand plot
compared to those in Fig. 8 is striking.

In a direct comparison to the converted photon case, Fig. 11 shows the relative 1/pr resolution, with
and without significant bremsstrahlung losses (20%) respectively, for reconstructed 20 GeV pr converted
photons, together with that for 10 GeV pr K? decays, as a function of the radial distance from the beam
axis. In the case of the KV decays, the reconstructed momentum resolution is better than 2% irrespective
of the radial distance from the beam axis, deteriorating only slightly as one moves away from the beam
axis. For the case of the photon conversions though, a deterioration in the transverse momentum recon-
struction resolution due to the presence of bremsstrahlung losses, is clearly observable when compared
to the K? case. Due to the bremsstrahlung losses, the reconstructed 1/pr distribution has a non-gaussian
shape, characterised by a tail towards the higher 1/pr ranges, as shown in Fig. 8. As a result, a gaussian
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Figure 9: Reconstructed vertex radial positions for 20 GeV pr converted photons, compared to
their true values, with (left) and without (right) significant energy losses due to bremsstrahlung.
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fit performed on the core of the 1/py distribution, will result in a worse overall reconstructed momentum
resolution, even in the case of small bremsstrahlung losses, as Fig. 11 demonstrates. The effect is even
more significant if one recalls that the reconstructed converted photons have a transverse momentum
which is twice that of the K? decays shown in the same figure. The fact that the photon is a massless par-
ticle, resulting in an extremely small angular opening of the emitted tracks, makes it also more difficult
to reconstruct accurately the position of the conversion vertex, as shown in Fig. 12.
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Figure 11: Reconstructed relative 1/py resolution as a function of radial distance from the beam
axis for 20 GeV pr converted photons and 10 GeV pr KV decays to charged pions. In the plot on
the left, only converted photons, where both of the daughter electrons lost less than 20% of their
energy due to bremsstrahlung, are shown. In the plot on the right, all conversions are included.

4 Conversion reconstruction

With the three track collections and the vertex fitting algorithm described in the previous two sections,
we now have all the necessary tools in place in order to fully reconstruct photons which convert as far as
800 mm away from the primary interaction point. Beyond that radius, the track reconstruction efficiency
drops off dramatically due to the lack of a sufficient number of hits in any sub-detector to reliably recon-
struct the particle trajectory and accurately predict its track parameters. The conversion reconstruction
algorithm is run within the framework of the overall Inner Detector reconstruction software; it is one of
the last algorithms run during the post-processing phase. The basic components of the conversion recon-
struction are: the track selection and subsequent track classification, the formation of pairs of tracks with
opposite charge, the vertex fitting and reconstruction of photon conversion vertex candidates, and finally
the reconstruction of single-track conversions. The conversion candidates are then stored in a separate
vertex collection, to be retrieved and further classified through matching with electromagnetic clusters
during the next level of the event reconstruction. In the results presented in this section, the reconstruc-
tion efficiency is estimated for those photon conversions that happen as far as 800 mm away from the
primary interaction point, emit daughter electrons with each having at least pr = 0.5 GeV and are within
the |n| = 2.1 pseudorapidity range. This amounts to ~ 77% of the total photons converted inside the
ATLAS tracker volume in the case of the H — 7y sample.

4.1 Track selection

Only a fraction of the possible track pairs reconstructed by the tracking algorithms and included in the
final track collection come from converted photons. Although the wrong-track combinations may be
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Figure 12: Reconstructed radial resolution as a function of radial distance from the beam axis for
20 GeV pr converted photons and 10 GeV pr K? decays to charged pions. In the case of the
converted photons, all daughter electrons regardless of bremsstrahlung losses have been included.

Cut Efficiency | Rejection
No Cuts 0.7378 1.00
Impactd0 | 0.7334 1.16
Impact z0 | 0.7316 1.18
TR ratio 0.7119 2.12

Table 1: Track selection cuts: cumulative efficiencies and rejection rates are presented.
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rejected later during the conversion reconstruction process or by physics specific analysis, it is impor-
tant to remove them as efficiently as possible at an early stage, not least because of the large amount of
CPU time involved in processing every possible track pair. Cuts on the perigee impact and longitudinal
track parameters, as well as the transverse momentum, are first applied. Tracks that are most probably
associated to electrons are then selected by cutting on the probability reconstructed by using the ratio of
high-threshold TRT hits over the total number of TRT hits on each track. These cuts have been tuned
using H — Yy events, with background present due to the underlying event. All the efficiencies and rejec-
tion factors due to track selection cuts which are quoted in this note refer to this physics sample. Table 1
shows the performance of these cuts in accepting tracks produced by converted photons and rejecting
non-conversion related tracks. The starting efficiency of ~ 74% reflects entirely the inefficiency of re-
constructing all the conversion related tracks during tracking. After applying these cuts, the surviving
tracks are then arranged into two groups with opposite charges.

4.2 Track-pair selection

At this point in the reconstruction process, all possible pairs of tracks with opposite signs are formed and
further examined. There are three possible types of track pairs:

1. Pairs in which both tracks have Si hits;
2. Pairs in which one of the two tracks is a stand-alone TRT track;

3. Pairs in which both tracks are stand-alone TRT tracks.

Cut Efficiency | Rejection
Polar angle 0.7070 10.8
Radial distance between first hits 0.7049 12.5
Minimum distance 0.6970 16.5
Vertex radius 0.6959 16.6
Minimum arc length 0.6935 40.3
Maximum arc length 0.6890 111.6
Distance in z 0.6870 111.9

Table 2: List of cuts employed during the track-pair selection for the three possible types of track
pairs.The cumulative efficiencies and rejection rates are presented (see text for the definition of the cut
variables).

In order to reduce the combinatorial background, a series of cuts are applied during the pair for-
mation. These are common to all three track-pair types described above, although their actual values
may differ. Table 2 lists those cuts along with the corresponding efficiencies and rejection factors for
selecting the correct track pairs and discarding fakes resulting from wrong track combinations. The first
criterion for accepting a track pair is that the difference in polar angles between the two daughter tracks
in a conversion should be small, based on the fact that the photon is massless. Furthermore, the distance
between the first hits of the two tracks in the pair should be reasonably close; this is particularly true
in the case where both of them are stand-alone TRT tracks. Finally, the distance of minimum approach
between the two tracks in the pair is checked. An iterative method has been implemented that uses the
Newton approach to find the set of two points (one on each track) which are closest to each other. The
distance of minimum approach between the two tracks is then calculated and a cut is applied to reject
those cases where the tracks fail to come within a specified distance from each other.
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In order to enhance the performance of the constrained vertex fitter, it is important to begin with
a reasonable initial estimate of the vertex position. Using the perigee parameters of the two tracks in
the pair, the corresponding radius of curvature and the centre of curvature of the track-helix projection
in the R — ¢ plane can be derived. As this track-helix projection is circular in the case of a uniform
magnetic field such as that of the ATLAS tracker, the estimated vertex position can be identified as
either the point of intersection of two circles, or in the case of non-intersecting circles, as the point of
minimum approach between two circles. If the two circles do not intersect or approach each other closer
than a set minimum distance then the pair is discarded. In principle, two circles may intersect at two
points. Since two tracks originating from a conversion vertex (or any vertex for that matter) should also
intersect in the R — z plane, the correct intersection point in the R — ¢ plane is then chosen to be the one
which is closer to the point of minimum approach of the two tracks in the R — z plane. The points of
minimum approach both in the R — ¢ and the R — z planes should clearly be sufficiently close to each
other. If they are separated by more than a set minimum distance, then the track pair is discarded. A
cut is also applied on the arc length of the R — ¢ plane projection of the two track helices between the
line connecting the centres of curvature of the two circles and the actual intersection points. This arc
length is required to fall within a specific range which again ideally should tend to be very small. Finally,
the distance from the track origin (the candidate conversion vertex location) and the actual points of
intersection should also be small. Only track pairs with intersection or minimum-approach points that
satisfy the above criteria are further examined. Estimating the initial vertex position allows for a larger
number of quality criteria of the track pair to be used in the overall selection process. All the cuts applied
during this step have been tested using the 120 GeV H — Yy physics sample; the cuts are tuned so that
at least two orders of magnitude of the combinatorial background can be rejected at this point without
significant loss in overall conversion reconstruction efficiency. As a consequence, cut values have been
intentionally kept fairly loose since even correct track pairs could be characterised by less than optimal
selection quantities. This is especially true in cases where at least one of the two tracks involved has
only TRT hits resulting in reduced reconstructed track parameter accuracy along the z-axis, or in cases
where the tracks have suffered substantial bremsstrahlung losses during their propagation through the
ATLAS tracker. In general, the position of the initially estimated vertex falls within a few millimetres
of the actual conversion vertex for the correct pair combinations, all deviations being due to the reasons
mentioned just before.

Cut Efficiency | Rejection
Fit convergence | 0.6870 171.5
Fit x? 0.6710 288.9
Invariant mass 0.6626 353.9
Photon pr 0.6625 377.1

Table 3: Post-vertex fit selection cuts: cumulative efficiencies and rejection rates are presented.

4.3 Vertex fitting

The original track perigee assigned during the track reconstruction process is set at the primary interac-
tion point and for the case of photon conversions, especially those that happen far inside the tracker, this
is a rather poor assignment. Using the initial estimate for the vertex position described previously, we
can redefine the perigee at this point. The new perigee parameters need to be recomputed by carefully
extrapolating from the first hit of each track in the pair to this new perigee, taking into account all the
material encountered on the way. It is these tracks with their newly computed perigee parameters that
are passed to the vertex fitter. This also has the desirable effect of avoiding long extrapolations during
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the various iterations of the vertex fitting process, which might lead to distortions due to unaccounted-for
material effects. At the end of the process the new vertex position along with an error matrix and a
x? value for the fit are computed. A vertex candidate is then reconstructed that also contains the track
parameters as they are redefined at the fitted conversion vertex. The fit is always successful in the case of
the correct track pairs, and it often fails otherwise. After the fit is executed, post-selection cuts on the x>
of the fit, on the reconstructed photon invariant mass and on the reconstructed photon p7 can be applied,
to reduce even further the wrong pair combinations. These are listed in Table 3.

The track pair selection and the vertex fitting process result in a reduction in the combinatorial back-
ground rate by more than two orders of magnitude, with only a rather small loss in overall conversion
reconstruction efficiency, amounting to ~ 8% in the case of H — 7y decays with my = 120 GeV. A more
quantitative description of the conversion reconstruction efficiency in such decays is presented in Sec-
tion 5.3. At this stage of the conversion vertex reconstruction, which is still within the tracking software
framework, vertices which come from the combinatorial background outnumber the correct conversion
vertices by almost a factor of six. The main part of this remaining background consists of reconstructed
vertices where at least one of the participating tracks is not an electron at all. This is primarily due to the
rather weak particle identification capabilities of the tracker without any access to the electromagnetic
calorimeter information. Part of this background can be reduced by some more stringent requirements on
the reconstructed conversion vertices after the constrained fit is preformed. But effective improvement is
only expected during the subsequent stages of the photon conversion reconstruction, when information
from the calorimeter becomes available. Use of the electromagnetic calorimeter should also help to re-
duce a different type of combinatorial background originating when two electrons from different sources
are combined in order to form a track pair. Recent studies indicate significant reduction of both types
of the combinatorial background, both by applying tighter vertex selection criteria after the vertex fit is
performed and by using the electromagnetic calorimeter information, although they are beyond the scope
of this note. The possibility of using the reconstructed photon pr in order to reduce the number of recon-
structed fake vertices, is worth investigating. Figure 13 shows the pr distribution of the reconstructed
conversion vertices along with the distribution for fake vertices resulting from wrong combinations. It
is clear that the latter tend to concentrate at the lower pr region. Nevertheless a final cut on the recon-
structed photon pr will not be as efficient as expected, due to the limited ability at present to correct
the reconstructed track momentum for losses due to bremsstrahlung. This is evident in the figure when
comparing the reconstructed converted photon pr distribution with (top row) and without (bottom row)
significant bremsstrahlung losses. It becomes even more striking once it is compared to the truth py
distribution of the converted photon. In the remaining part of this section, the overall performance of
the conversion reconstruction software, without utilising the electromagnetic calorimeter information, is
examined in the case of single 20 GeV pr photons, where the combinatorial background is minimal.

Figure 14 shows the track, track-pair, and vertex reconstruction efficiencies for conversions coming
from 20 GeV pr photons as a function of both conversion radius and pseudorapidity. Both the track
and track pair efficiencies shown in the figure are measured before any of the selection criteria described
above are applied. The large drop in the efficiency at R > 400 mm is primarily due to the inefficiency
of reconstructing both tracks in the track pair from the photon conversion. It is noteworthy that both
the track and the conversion vertex reconstruction efficiency are essentially constant as a function of
pseudorapidity. For completeness, Fig. 15 shows the slightly different version of the left-hand plot
in Fig. 14 as published in Ref. [6].

Finally, Fig. 16 shows the overall vertex reconstruction efficiency for converted photons with low
transverse momenta as a function of conversion radial position. The two competing effects, the brems-
strahlung losses that affect more severely the low pr tracks, and the higher radii of curvature that result
in increased resolving ability of the smaller pr tracks, that were discussed in Section 2.3, are once more
evident here.
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Figure 13: Transverse momentum distribution of reconstructed photon conversions for both cor-
rect and wrong track pairs for all three types of pairs: Silicon-Silicon (Si, left column), TRT-TRT
(Trt, centre column), and Silicon-TRT (ST, right column). In the top row all electron tracks re-
gardless of bremsstrahlung energy losses are considered for the case of the correct track pairs. In
the bottom row only track pairs where both electrons have lost less than 20% of their energy due
to bremsstrahlung are shown. For comparison the truth py of the converted photon is also shown.

4.4 Single-track conversions

Due to conversions which decay asymmetrically (as described in Section 1.1), as well as cases where the
conversion happens so late that the two tracks are essentially merged, there are a significant number of
conversions where only one of the two tracks from the photon conversion is reconstructed. Depending
on the photon momentum scale, these “single-track” conversions become the majority of the cases for
conversions that happen late in the tracker and especially inside the TRT. The ability of the TRT to resolve
the hits from the two tracks is limited, especially if those tracks do not traverse a long enough distance
inside the tracker for them to become fully separated. As a result, only one track is reconstructed, but it
will still be highly desirable to recover these photon conversions.

At the end of the vertex fitting process, all of the tracks that have been included in a pair that success-
fully resulted in a new photon conversion vertex candidate, are marked as “assigned” to a vertex. The
remaining tracks are then examined once more on an individual basis in order to determine whether or
not they can be considered as products of a photon conversion. For a track to be considered, it should
have its first hit beyond the pixel vertexing layer. Furthermore, the track should be electron-like, where
again the probability reconstructed by using the ratio of the high threshold TRT hits over the total number
of TRT hits (as in the initial track selection described earlier in this section, but requiring a higher value)
is used to select likely electron tracks. At the end of this selection tracks wrongly identified as emerging
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Figure 14: Conversion reconstruction efficiency for conversions from 20 GeV pr photons as a function
of conversion radius (left) and pseudorapidity (right). The solid histograms show the track reconstruction
efficiency, the dashed histograms show the track-pair reconstruction efficiency, and the points with error
bars show the conversion vertex reconstruction efficiency.
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Figure 15: Conversion reconstruction efficiency for conversions coming from 20 GeV pr photons as a
function of conversion radius. The solid histogram shows the track reconstruction efficiency, the dashed
histogram shows the track-pair reconstruction efficiency, and the points with error bars show the conver-
sion vertex reconstruction efficiency as published in Ref. [6].
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Figure 18: Conversion reconstruction efficiency for conversions coming from 20 GeV p7 photons as a
function of conversion radius. The points with error bars show the total reconstruction efficiency, the
solid histogram shows the conversion vertex reconstruction efficiency, and the dashed histogram shows
the single-track conversion reconstruction efficiency as published in Ref. [6].

from photon conversions, outnumber the actual photon conversion electron tracks, by almost a factor of
two. These are tracks which are not electrons at all, misidentified as such due to the inherent weakness
of the particle identification process without the presence of any information from the electromagnetic
calorimeter.

A conversion vertex candidate is then reconstructed at the position of the first track hit. It is clear that,
especially in the case where the first hit is inside the Si part of the tracker, the position of the conversion
vertex reconstructed in this way can be off by as much as a detector layer. This discrepancy is normally
much smaller in the case of a vertex inside the TRT due to the higher straw density. On the technical
side, this type of reconstruction requires a careful transformation of the local track parameters and error
matrix into global ones that are directly assigned to the newly defined vertex. A new vertex candidate is
then stored, identical in structure to the one derived from a vertex fit with the important difference that
it has only one track assigned to it. The effect of including the single-track conversions into the overall
conversion reconstruction efficiency is significant as is shown in Fig. 17. The plot shows the conver-
sion reconstruction efficiency for 20 GeV pr photons as a function of both radius and pseudorapidity.
As expected, the single-track conversions become more and more dominant at higher radial positions,
and single-track conversions are fairly uniformly distributed across the full pseudorapidity range. For
completeness, Fig. 18 shows the slightly different version of the left-hand plot in Fig. 17 as published
in Ref. [6]. While it is not possible to reconstruct the two merged tracks in these single-track conversions,
it should be possible to separate such cases from very asymmetric conversions with the lower-energy part-
ner of the pair not reconstructed: the transition radiation information should correspond on average to
that expected from two electrons and the drift-time information should be inconsistent with that expected
from a single track (resulting in a significant fraction of unused drift circles in the track fit).
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5 Physics applications: low-p7 conversions, v/ n° separation, H — yy

In this section some interesting applications of the usage of the photon conversions are presented. Only
results from photon conversions where both of the daughter electron tracks have been reconstructed are
included. It needs to be stressed at this point, that everything that is presented here is meant only as an
application example and that nofull-scale analysis has been made.

5.1 Low-pr photon conversions

Of particular interest during initial data taking is the use of the reconstruction of converted photons as
a tool to obtain a measurement of the amount of material inside the ATLAS tracker, including passive
material. The abundance of low-p7 neutral pions in minimum bias events represents a very rich source of
photons and makes this approach particularly promising. The number of photon conversions measured on
a detector volume of known x /X, can be used as a normalisation point to extract the amount of material
at any other location inside the detector by counting the relative number of conversions occurring in that
portion. To obtain an unbiased map of the tracker material it is necessary to correct the measured number
of conversions by the conversion reconstruction efficiency. Several methods are being investigated to
measure this efficiency from data, e.g. embedding Monte Carlo photon conversions in data or extracting
it from the measure of decays with similar topology like K — 7.
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Figure 19: Reconstructed radial positions for conversions of 5 GeV pr photons. The black his-
togram shows the truth radial position of the conversion vertices, and the gray histogram shows
the radial positions of the reconstructed vertices, regardless of the bremsstrahlung losses of their
daughter electrons.

Figure 19 shows the reconstructed radial positions of photon conversions with 5 GeV pr. A few
structures may be identified: the initial peak caused by the beampipe, the three layers of the pixel detec-
tor and then with lower resolution and significance the SCT layers and the TRT. The observed smearing
of the reconstructed position of the conversion vertex is mainly due to bremsstrahlung effects. The po-
sition resolutions (in the radial direction) of the reconstructed conversion vertex, for photon conversions
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produced by the decay of neutral pions with various energies, are shown in Fig. 20 as a function of the dis-
tance from the beam axis. All conversions regardless of the amount of energy lost due to bremsstrahlung
by the daughter electrons, have been used. In the case of the lower pr neutral pions, more relevant in the
case of minimum bias events, the radial position resolution improves somewhat, as might be expected
from the larger angular separation between the produced electrons. On the other hand the use of low
pr tracks can be limited by the lower tracking efficiency caused by multiple scattering and especially
bremsstrahlung.

In order to be able to determine the amount of material at a given position, it is necessary to compare
the number of reconstructed converted photons at that position with the number of conversions recon-
structed at the position of some reference point. This necessitates being able to resolve the position of
the reference, which may not be trivial.
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Figure 20: Reconstructed radial position resolution for converted photons produced by the decay
of neutral pions with various energies.

5.2 y/n" Separation

Another application of conversion reconstruction is the possibility of using the converted photons to
identify, and subsequently remove, neutral pions in which at least one of the photons resulting from
the decay of the pion has converted. Low multiplicity pions constitute the dominant background to the
photon signal after all the calorimeter-specific cuts have been applied during photon identification [16].
In the case of converted photons from 7° decays, additional handles could be derived as soon as their
reconstructed transverse momentum is made available. About 30% of the neutral pions will have at
least one of their daughter photons converted and subsequently reconstructed as such, thus providing an
estimate of their py.

The transverse momentum reconstruction resolution is important when attempting to use conversions
to identify low pr neutral pions. The ratio of the reconstructed pr of a converted photon inside the
ATLAS tracker to the E7 measured by the electromagnetic calorimeter is different for photons from 7°
decays and for prompt photons. Figure 21 shows such distributions for the case of converted 20 GeV
pr single photons and converted photons from the decay of a 20 GeV pr neutral pion. The photon pr
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Figure 21: pr/Er distribution for 20 GeV pr converted photons and for photons from a 20 GeV 7°.
The top row shows the distribution for all photons irrespective of the daughter electron energy losses
due to bremsstrahlung. The bottom row shows the distribution only for those photon conversions in
which the daughter electrons have lost less than 20% of their energy to bremsstrahlung. Three different
pseudorapidity ranges are shown, corresponding to the barrel (left), the barrel/end-cap transition (centre)
and the end-cap (right) regions.

shown is that reconstructed by the conversion algorithm, while the E7 shown is taken from the truth value
from the simulation. Three regions in pseudorapidity are shown separately, namely those corresponding
approximately to the tracker barrel, barrel/end-cap transition and end-cap regions. The top row of plots
include all converted photons, irrespective of losses due to bremsstrahlung of their daugter electrons,
while the bottom row has only those converted photons where both of their daughter electrons have lost
< 20% of their energy due to bremsstrahlung. Clearly the distinction between conversions from single
photons and conversions from photons produced in neutral pion decays is less pronounced in the case
of strong bremsstrahlung losses, although an effective bremsstrahlung recovery mechanism should be
able to significantly improve the separation between the two distributions. A certain degredation is also
evident as we move from the barrel to the end-cap tracker, due to the less accurate reconstruction of the
transverse momentum of the daughter electron tracks at higher pseudorapidities. Figure 22 shows the
fraction of remaining 7° particles as a function of converted photon efficiency, both with and without
significant losses due to bremsstrahlung. The overall 7° rejection corresponding to a photon acceptance
of 90 % for the three different pseudorapidity regions, as described above, is shown in Fig. 23. Again
a distinction is made for the cases with and without significant energy losses due to bremsstrahlung.
Although reduced, the discriminatory power against 7° is significant even when severe losses due to
bremsstrahlung are present.
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Figure 22: Fraction of remaining 7° as a function of converted photon efficiency with (left) and without
(right) significant bremsstrahlung losses of the corresponding daughter electrons, for three pseudorapid-

ity regions as described in the text.

Figure 23: Rejection factors against 7¥ corresponding to photon acceptance efficiencies of 90 %, with
and without significant energy losses due to bremsstrahlung for the three pseudorapidity regions de-
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scribed in the text. The results are shown for converted photons and 7° with a pr of 20 GeV.
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5.3 H — yydecays

As mentioned in the introduction, the recovery of converted photons is of primary importance in the
search for physics processes in which photons are the primary decay product. In particular, accurate
reconstruction of the H — 7y process is heavily dependent on the ability to properly reconstruct photon
conversions for the following reasons:

1. A significant fraction of photons will convert inside the ATLAS tracker volume. Efficient recon-
struction of these photons will enhance the signal statistics for this process.

2. Photon identification, using a combination of inner detector and electromagnetic calorimeter se-
lection criteria, will be improved with effective conversion reconstruction. Even single-track con-
versions will be useful in this context.

3. The electromagnetic calorimeter calibration will be significantly enhanced when converted pho-
tons are identified as such. Again, even single-track conversions will be very useful.

4. The ability to accurately point back to the mother Higgs particle is dramatically enhanced for the
case of reconstructed converted photons where both daughter electron tracks are properly recov-
ered.

It is important, therefore, to investigate the performance of the conversion reconstruction strategy in
this case, not least because of the higher transverse momenta which characterise the photons produced
in H — yy decays. Decays to photon pairs from a Standard Model Higgs boson with 120 GeV mass have
been studied throughout this section.
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Figure 24: Track, track-pair, and vertex reconstruction efficiencies for converted photons from H — yy
decays with my = 120 GeV, as a function of radial distance from the beam axis (left) and pseudorapidity
(right). The efficiency reduction at || ~ 0.8, is due to the track reconstruction inefficiencies in the gap
region between the TRT barrel and end-cap detectors.

Figure 24 shows the converted photon reconstruction efficiency as a function of both radius and pseu-
dorapidity for photons coming from H — 7Yy decays. The reduced efficiency at higher radii is primarily
due to the smaller distance which the produced electron tracks travel inside the magnetic field, reducing
the separation between them. The conversion reconstruction efficiency as a function of pseudorapidity is
fairly flat, independent of the material distribution inside the ATLAS tracker, as expected. The effect of
including the single-track conversions into the overall conversion reconstruction efficiency is also signif-
icant for H — Yy decays with large conversion radius and over the full pseudorapidity range, as shown
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Figure 25: Reconstruction efficiencies for converted photons from H — Yy decays with my = 120 GeV,
as a function of conversion radius (left) and pseudorapidity (right). The points with error bars show the
total reconstruction efficiency, the solid histograms show the conversion vertex reconstruction efficiency,
and the dashed histograms show the single-track conversion reconstruction efficiency.
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Figure 26: Reconstructed vertex radial position resolution (in mm) for converted photons from H — yy
decays with my = 120 GeV. For comparison, the two cases where the participating tracks have lost
> 20% (< 20%) of their energy due to bremsstrahlung are also shown separately.
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Figure 27: Reconstructed polar angle resolution (in radians) for converted photons from H — Yy decays
with my = 120 GeV.

in Fig. 25. The reconstructed conversion vertex radial position resolution is shown in Fig. 26 for recon-
structed converted Higgs photon vertices where the participating tracks have lost > 20% (< 20%) of their
energy due to bremsstrahlung, along with all vertices put together. The results are fairly comparable to
the ones shown for single photons in Section 4, despite the fact that the resulting photon momenta in this
case are on average at least a factor of two bigger and the fact that the presence of the underlying event
causes additional complications for the track reconstruction.

Of particular interest for the reconstruction of the Higgs invariant mass is the resolution on the mea-
surement of the polar angle of the reconstructed converted photon. This is shown in Fig. 27 for the case
of conversions where both electron tracks have Si hits. These account for ~ 58% of the reconstructed
converted photons inside the ATLAS tracker volume. The resulting resolution is of the order of 0.5 mrad
regardless of the transverse momentum of the converted photon. This is an improvement of at least an or-
der of magnitude with respect to the polar angle resolution derived using the electromagnetic calorimeter
response [6].

6 Summary and conclusions

This note has described and presented a detailed performance evaluation of the conversion reconstruc-
tion algorithm which will be used to reconstruct and study early data at the LHC. All three types track
collections delivered by the tracking software have been combined and used. A dedicated vertex fit al-
gorithm has been developed for the purpose of reconstructing converted photon vertices. Special care
has been given to flagging possible conversions where only one of the produced electron tracks has been
reconstructed (or where the two tracks are merged into one in the case of late conversions). Combining
all of these tools, a reconstruction efficiency of almost 80% has been achieved for conversions that occur
up to a distance of 800 mm from the beam axis. A transverse momentum reconstruction resolution of the
order of 5% has been found for converted single photons of various energies. This has also been shown
to be valid for the case of photons produced by the decay of a Standard Model Higgs boson with a mass
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of 120 GeV, as well as for those coming from the decay of low pr neutral pions. The position resolution
is found to be better than 5 mm in the radial direction, making this a promising method for mapping the
material inside the ATLAS inner detector. The angular resolution is found to be below 0.6 mrad, giving
effective pointing to converted photons from physics processes.

References

[1] C. D. Anderson, Phys. Rev. 41 (1932) 405.

[2] H. A. Bethe and W. Heitler, Proc. R. Soc. A 146 (1934) 83.

[3] Y. S. Tsai, Rev. Mod. Phys. 46 (1974) 815.

[4] S.R. Klein, Radiat. Phys. Chem. 75 (2006) 696.

[5] Particle Data Group, J. Phys. G: Nucl. Part. Phys. 33 (2006) 263.

[6] ATLAS Collaboration, G. Aad et al., The ATLAS experiment at the CERN Large Hadron Collider,
2008 JINST 3 S08003 (2008).

[7] ATLAS Collaboration, Calibration and Performance of the Electromagnetic Calorimeter, this vol-
ume.

[8] T. Cornelissen et al., ATL-SOFT-PUB-2007-007 (2007).
[9] R. Duda and P. Hart, Comm. ACM 15 (1972).
[10] M. Hansroul et al., Nucl. Inst. and Meth. A270 (1988) 498.
[11] L. Gavrilenko, ATL-INDET-97-165 (1997).
[12] V. Kostyukhin, ATL-PHYS-2003-31 (2003).
[13] P. Billoir, R. Fruhwirth and M. Regler, Nucl. Inst. and Meth. A241 (1985) 115.
[14] P. Billoir and S. Qian, Nucl. Inst. and Meth. A311 (1992) 139.
[15] R. Fruhwirth, Nucl. Inst. and Meth. A262 (1987) 444.

[16] ATLAS Collaboration, Reconstruction and Identification of Photons, this volume.

140



Reconstruction of Low-Mass Electron Pairs

Abstract

This note discusses the reconstruction of J/y and Y decays to electron pairs
based on ATLAS Monte Carlo simulated signal and background samples. The
possible trigger strategies are described, one geared to select two low-energy
electromagnetic objects in direct production, the second one taking advantage
of the possible presence of a muon in the final state in bb production followed
by the decay of one b-quark to J/y + X. The low-energy electrons are re-
constructed using a dedicated algorithm seeded by a track reconstructed in the
inner detector and identified combining information from the inner detector
and the electromagnetic calorimeter. The performance of this algorithm is pre-
sented and the potential of using such events for early LHC data studies is
investigated.

1 Introduction

When switched on, the LHC will produce charm and beauty quarks in abundance which will be col-
lected by the ATLAS experiment [1], even during the low luminosity periods. The number of produced
quarkonium states such as J/y and Y, important for many physics studies, will be equally numerous.
On average, one in every hundred collisions will contain a bb pair. The large bb cross-section and the
high luminosity of the machine give therefore a high rate for B-hadrons, making B-physics an interesting
and competitive subject at the LHC. Low energy resonances, such as J/y and T will be one of the main
sources of isolated electrons in the early data. Both the J/y and Y signal samples are important for un-
derstanding the production of prompt quarkonia. But there is another aspect which is the main focus of
this note: these samples are ideal to study the performances of trigger and offline reconstruction at low
energies as well as being potentially useful for the in-situ calibration of the electromagnetic calorimeter.

This note is organised as follows: Section 2 gives a description of the data-samples used in this
note, Section 3 details the trigger selections, and Section 4 describes the offline electron reconstruction
and identification procedure. Finally, in Section 5, the physics potential of these channels is explored
with initial data, assuming an instantaneous luminosity of 103! cm™2 s~! and an integrated luminosity
of 100 pb~ .

2 Data samples

The different data samples used in this study are summarised in Table 1. The total cross-sections for
charm production at LHC is 7.8 mb and the one for bottom production is 0.5 mb. Quarkonium production
was originally described by the colour singlet model which failed to reproduce the direct J/y production
cross section measured by the CDF experiment [2]. The colour octet model [3] was proposed as a
solution to this quarkonium deficit. Direct quarkonia Monte Carlo samples comprise of directly produced
J/y or T in colour singlet and octet states, along with promptly-produced x’s, which decay into J/y’s or
T’s [4] [5]. The inclusive production cross sections of J/y and Y are respectively ~ 90ub and ~ 0.7ub.
A minimum transverse momentum of 3 GeV and a pseudo-rapidity 17 <2.7 are required for the two
electrons. The resulting cross sections for the used data samples are respectively ~ 117nb and ~ 47nb.
Another sample used in this study is originated from Drell-Yan production. In addition to the electron
filter also applied to the J/y and Y samples, the generated di-electron invariant mass m,. (DY) has to be
1 < me.(DY) < 60 GeV. Studies also include non-diffractive minimum-bias events with a total assumed
cross section of 70 mb.
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Table 1: Data samples: process, production cross-section and total number of events available.

Process \ Cross section | Number of events (x 10%)
Direct production
pp — J/y(e3e3)X 116.3 nb 160
pp — Y(e3e3)X 47.6 nb 150
pp — Drell-Yan(e3e3) 2.9 nb 250
minimum-bias 70 mb 1,000
bb production
bB; — p(6)J/w(e2e2)X [ 02nb | 50

For the production via the decay of bb, only J/y events are considered. The signal sample is made
of bB; — 1 (6)J/y(ee) +X events, where the u(6) refers to a muon coming from the b quark with a
transverse momentum above 6 GeV. A minimum transverse momentum threshold of 2 GeV is applied to
the generated electrons.

The simulated data have been produced for the ATLAS Computing System Commissioning [6]. All
samples have been generated using the Pythia 6.403 [7] Monte Carlo event generator. More details on
the Monte Carlo generators used can be found in [8]. Data have been simulated using GEANT4 [9], with
the ATLAS software ATHENA [10], with a realistic geometry including material distortions in front of
the electromagnetic calorimeter. Studies presented here correspond to very early data taking, with an
initial luminosity of 10*' cm™2 s~!'. No pile-up has been included. Detailed information about these
samples is given in Table 1.

Signal electrons come from J/y and Y decays'. The background electrons arise from other direct
(b — e, c — e) and cascade (b — ¢ — e) semileptonic decays of meson with an electron in the final
state and b — T — e~ decays”. Other background electrons arise from z° Dalitz decays, y-conversions
occurring in the inner detector and decays of light hadrons. Distributions of generator level transverse
momentum pr and pseudorapidity 1 for electrons and pions are shown for the pp — J/y (ee) + X
sample on Fig. 1. The 1 distribution of electrons from conversion reflects the amount of material in front
of the electromagnetic calorimeter. Ref. [13] details the reconstruction of such electrons. Table 2 gives
the mean pr for each population in the different samples.

Fig. 2 shows the distance AR, at generator-level, between the two signal electrons from J/y. On av-
erage, electrons from direct reconstructed J/y(e3e3) are separated by AR = 0.7, and are restricted from
being produced at separations larger than 1.1. Electrons from J/y originated from B hadrons on the con-
trary are on average more collimated, with a mean AR = 0.6 and with a larger spread. In comparison, the
higher mass of of Y requires the electrons to have a much larger opening angle, with a broad distribution
in AR, the two electrons being almost back-to-back.

3 Trigger selection

3.1 General requirements

ATLAS has a three level trigger system which reduces the 40 MHz bunch crossing rate to about 200 Hz
to be recorded. The first level (L1) is a hardware-based trigger which makes a fast decision (in 2.5 us)
about which events are of interest for further processing, with a rate reduced down to below 40 kHz in its

IThe corresponding branching ratio [11] is Br(J/y — ee) = (5.94+0.06)% and Br(Y — ee) = (2.38£0.11)%.
2The corresponding branching ratios [12] are Br(b — [7) = (10.714£0.22)%, Br(b — ¢ — IT) = (8.01 £0.18)%, Br(b —
¢—17) = (1.627034)%, Br(b — t — ¢~) = (0.419£0.055)% and Br(b — (J/y,Y) — ee) = (0.072 £ 0.006)%.
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Figure 1: Normalised distributions of generator-level transverse momentum p7 (left) and pseudorapidity
In| (right) in the pp — J /X sample are shown for signal electrons (hatched histograms), electrons from
conversions (dotted line histogram), and pions (plain histograms).
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Figure 2: Distance AR at generator-level between the two signal electrons for direct J/y events (top left),
direct Y (top right) and J/y from b decays (bottom).

initial implementation. Coarse granularity information from the calorimeter and muon trigger systems
are used at this stage of the trigger to identify regions of the detector which contain interesting signals
corresponding to, for instance, electrons, muons, taus, and jets. These are called “Regions of Interest”
(Rols) and are used to guide the later stages of the trigger reconstruction. The high level trigger (HLT)
is software-based and is split into two levels. At level 2 (L2) the full granularity of the detector is used
to confirm the L1 signals and then to combine information from different sub-detectors within the Rols
identified at L1. Fast algorithms are used for the reconstruction at this stage and the rate is reduced to
1 —2kHz with an average execution time of about 40ms. Lastly, at the event filter (EF), the whole event is
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Table 2: Mean generator-level pr (in GeV) for electrons and pions having pr > 2 GeV. Typical RMS on
distributions of Fig. 1 is 1.4 GeV.

sample electrons pions
signal | B and D hadrons | y-conversions and ¥ Dalitz
pp —J/yX 4.7 4.7 4.3 4.4
pp — IX 4.8 4.5 4.0 4.2
pp — Drell-Yan - 59 4.9 4.7
minimum bias - 4.2 4.2 4.2
bB; — u(6)J/yX | 6.3 5.5 4.9 5.1

available and “offline-like” algorithms are used along with better alignment and calibration information
to form a final decision whether or not an event is accepted. With an execution time of about 4 s, the rate
is reduced to 200 Hz.

The expected ATLAS trigger performance at an initial luminosity of 103! cm=2 s~! is studied using
the samples described in the previous section. Two trigger menus are considered here: the first is a
purely electromagnetic menu which could be used only for early data taking; the second menu relies on
the B-trigger and could be extended for data taking at low luminosity 10°3 cm~2 s~!. More details about
the overall trigger strategy, in particular for these channels, can be obtained in [14] and [15].
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Figure 3: Distribution of the generator-level transverse momentum of the less energetic electron versus
the transverse momentum of the most energetic electron in the direct J/y (left) and YT (right) decays.

3.2 Electron selection

J/wy — ee and Y — ee events are very demanding for the trigger system. Due to their relatively low
masses, the electrons produced in the J/y and Y decays are very soft. Figure 3 shows the distribution of
the transverse momentum of the less energetic electron versus the transverse momentum of the most en-
ergetic electron in J/y (left) and Y (right) decays [5]. This poses a huge challenge for the L1 calorimeter
trigger. Its performance at the low-energy end is limited by the noise of typically 0.5 GeV per Rol and a
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3 GeV threshold is the limit of what is feasible for the L1 trigger. The 6.5 kHz L1 output rate for 2EM3
(corresponding to two L1 electromagnetic clusters greater than 3 GeV ) makes it one of the biggest con-
sumers of the total bandwidth [14]. The strategy to trigger on J/y and T — ee events is based on low Er
L1 electromagnetic Rols and further electron identification using calorimeter and inner detector informa-
tion at the HLT. The inner detector tracks are reconstructed in regions of half-size An x A¢ = 0.1 x 0.1
around these electromagnetic Rols.

Figure 4 shows the distribution of the invariant mass of the pairs of electrons for signal and back-
ground events after the L1 selection. The J/y and T samples can be easily recognised by the resonance
peaks. Table 3 gives the number of events which are expected to pass the L1 selection. The L1 trigger
efficiency is calculated with respect to the number of generated events, which in particular include a
requirement on the minimum transverse momentum of 3 GeV on each electron as detailed in Section2.
The selected events are in the tail of the J/y distribution (see Figure 3). Additionally the requirement
of Er >3 GeV at L1 implies Er >=4 GeV thus starting to cut into the peak of the Y distribution. The
efficiency of this level is measured to be 27% for J/y and T events. About 43% of Drell-Yan events
pass the L1 in the generated mass range. A total of 4.2 x 10° J/y —ee, 1.2 x 10® Y —ee and 0.12 x 10°
Drell-Yan events are expected after this level. For the minimum bias sample, the enhancement above
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Figure 4: Expected differential cross section for low-mass electron pairs using the 2EM3 trigger menu
item after L1 selection for J/y decays (dotted histogram), T decays (dashed histogram), Drell-Yan pro-
duction (solid histogram) and expected background (full circles). The invariant mass is reconstructed
with calorimeter only information available at L1.

6 GeV arises from the requirement of the presence of two L1 clusters with energy greater than 3 GeV.
Studies and implementation of an efficient HLT selection, based on the selection of two electrons with
Er > 5 GeV (2e5 menu) is ongoing. Typical rates are expected to be ~ 40 Hz at L2 and 6 Hz at EF.

Table 3: Performance of the 2EM3 trigger at the luminosity of 10°! cm=2 s~! for the direct production
of J/y, Y, Drell-Yan and background events. For signal events the efficiency € is given as well as the
number of expected events. For background the rate is provided. Quoted errors are statistical only.

Iy T Drell-Yan background
£ (%) 10 ev / € (%) 10° ev / € (%) 10% ev Rate
100 pb~! 100 pb~! 100 pb~! (Hz)
L1 | 27.440.3 | 4.17£0.04 | 27.3+£0.3 | 1.2240.01 | 43.0£0.5 | 0.1240.001 | 6500427
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3.3 B-physics

The B-trigger is expected to account for 5-10% of the total ATLAS trigger resources. The trigger for B-
physics is initiated by a single- or a di-muon selection at L1. At 10°! cm=2 s~!, a threshold pr > 4 GeV
will be used, rising to about 6 GeV at 103> cm™2 s~! to match the rate capabilities of the HLT. For
final states such as the bB; — u(6)J/yX events, inner detector tracks are combined to reconstruct the
J/y particles. Two different strategies are used for finding the tracks, depending on luminosity [16].
At 10*' cm~2 s~! full reconstruction over the whole inner detector can be performed, since the L1
muon rate is comparatively modest, while at higher luminosities reconstruction will be limited to L1
electromagnetic Rols with Ez > 3 GeV. For the bB; — u(6)J/wX events the L1 trigger efficiency
is ~ 88%. This latter approach has lower efficiency for selecting the signal but requires fewer HLT
resources for a fixed L1 rate. If one combines triggers for electromagnetic final states and pre-scaled
single muon-triggers needed for trigger efficiency measurements, the overall rate for B-physics triggers

is approximately 20 Hz at 10! cm=2 57!,

4 Electron reconstruction and identification

The standard electron reconstruction procedure [17], optimised for high energetic electrons, is based on
calorimeter clusters to which tracks are associated in a second step. An alternative procedure will be
used for the reconstruction of electrons originated from J/¥ and Y decays. It takes full advantage of the
tracking capabilities of the inner detector as well as the granularity of the electromagnetic calorimeter.
The method is seeded by a track which is extrapolated into the electromagnetic calorimeter and allows
for efficient reconstruction of electrons in jets for b-tagging purpose (cf. [18]) and very low py electrons.

4.1 Electron reconstruction

The track-based algorithm could handle any charged track particles with a transverse momentum greater
than 0.5 GeV. Still, as it will be detailed further, in order to reduce the amount of fake candidates, in
particular in jets, only particles with pr > 2 GeV are considered. The inner detector coverage goes to
pseudorapidity values up to 2.5, except for the transition radiation tracker (TRT) which extends up to
2. This subdetector being crucial nonetheless in the identification procedure but also to preselect tracks,
the electron reconstruction is limited to 1| < 2. Strict selection criteria, similar to the b-tagging ones,
are required to have at least nine precision hits (pixel and silicon detectors); at least two hits in the pixel
detector and at least one hit in the vertexing layer. The TRT plays a central role in electron identification.
Selection criteria are thus required to have at least 20 hits in the TRT and at least one high energy hit
(HTR hit) in the TRT detector along the track. After these criteria, only 50% of initial tracks remain.
All the tracks that pass these criteria are extrapolated [19] to the second sampling of the electromagnetic
calorimeter. Around this position a cluster of size AN x A¢ = 0.075 x 0.125 (3 x 5 in units of cells in
the middle sampling) in the barrel and An x A¢ = 0.125 x 0.125 (5 x 5) in the end-caps is built. The
cell with the maximum energy is searched within a small ) and ¢ window, 0.075 x 0.075 in the middle
layer, around the extrapolation point. Shower shapes are estimated with respect to this position.

Since the algorithm is the same as for the reconstruction of electrons in jets [18], a set of preselection
criteria are applied to decrease the number of fake candidates:

- the fraction of energy reconstructed in the core of the shower in the first sampling E (core) /E >0.03;
- the fraction of energy reconstructed in the core of the shower in the third sampling E3(core) /E <0.5;
- the ratio of the energy E reconstructed in the electromagnetic calorimeter over the momentum p

reconstructed in the inner detector E/p >0.7.
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The above selection rejects about 5% of signal electrons but also ensures that the shower shapes in the
first sampling are correctly defined. Finally, candidates which are also reconstructed as originating from
a conversion [13] are vetoed, corresponding to a loss of 1-3% of signal electrons and pions.

By fitting electron tracks in such a way as to allow for bremsstrahlung, it is possible to improve
the reconstructed track parameters, as shown in Fig. 5 on the ratio between the reconstructed and the
true momentum for electrons. These algorithms rely exclusively on the inner detector information. The
method of dynamic-noise-adjustment extrapolates track segments to the next silicon layer. If it finds
a significant x> contribution, compatible with an energy loss by the track due to bremsstrahlung, the
fraction of radiated energy is estimated and a corresponding additional noise term is included in the
Kalman filter [1] [20].
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Figure 5: Left : ratio of the reconstructed to true momentum for electrons, for the default Kalman filter
(hatched histogram) and for bremsstrahlung recovery algorithm (plain histogram) in the J/y samples.
Right : ratio of the reconstructed to true energy versus 1 for electrons.

Position and energy corrections are applied in the precise reconstruction of the electromagnetic clus-
ter and are described in [21]. These corrections have been tuned for high energy clusters and are not
optimal for low energy electrons. Moreover, they have been determined with electron samples simulated
with a detector taken to be perfectly aligned. In Fig. 5 the ratio between the reconstructed and the true
energy is shown as a function of |n| for signal electrons from J/y samples. It can be seen that these
corrections over-estimate the electron energy except in the crack region where the effect of extra-material
in front of the calorimeter is important. Work is on going to improve the energy reconstruction at low
energy.

By default the four-momentum of an electron is defined as the energy reconstructed in the calorime-
ter, whereas direction is taken from the associated track. As in this note the main physics processes
result in electron transverse momenta of less than 15 GeV, the tracker momentum is used instead of the
energy unless stated otherwise. Future developments in ATLAS will ensure an optimal combination of
calorimeter and tracker measurements in the energy definition.

4.2 Electron identification

The most common background processes for producing electron-like showers in the calorimeters were
described in section 2. Because the development of showers is different for electrons and hadrons, the
electron identification algorithm incorporates variables that describe the shower shapes, quality of the
match between the track and its corresponding cluster and the fraction of high threshold hits in the
transition radiation tracker.
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4.2.1 Identification of isolated electrons

The identification for isolated electrons is based on cuts on the shower shapes, on information from the
reconstructed tracks and on the combined reconstruction [17]. To be consistent with the trigger selection,
only particles having a transverse energy Er > 5 GeV are considered in the following. Three levels of
selection are available:

- “loose”, consisting of simple shower-shape cuts (longitudinal leakage, shower shape in the middle
layer of the electromagnetic calorimeter) and very loose matching cuts between reconstructed
tracks and calorimeter clusters;

- “medium”, which adds shower shape cuts making use of the important information contained in
the first layer of the electromagnetic calorimeter and track-quality cuts; and

- “tight”, with tighter track matching criteria and the cut on the energy-to-momentum ratio. This
selection also explicitly requires the presence of a vertexing-layer hit on the track (to further reject
photon conversions) and a large ratio of high-threshold to low-threshold hits in the TRT detector
(to further reject the background from charged hadrons). Additionally, further isolation of the
electron may be required by using calorimeter energy isolation beyond the cluster itself. Two sets
of tight selection cuts are used to estimate the overall performance of the electron identification.
They are labeled as “tight(TRT)”, in the case where a TRT cut with approximately 90% efficiency
for electrons is applied, and as “tight(isol)”, in the case where a TRT cut with approximately 95%
efficiency is applied in combination with a calorimeter isolation cut.

The discriminating variables show a significant dependence on the pseudorapidity and a less pronounced
one on the transverse momentum. In 1 the dependence corresponds to varying granularities, lead thick-
ness and material in front of the electromagnetic calorimeter. The separation between the distributions
obtained for electrons and pions can vary also with 1. The thresholds applied for cuts have been op-
timised in five 1 bins, (0,0.8), (0.8,1.37), (1.37,1.52), (1.52,1.8), (1.8,2.0), and for transverse energies
below 7.5 GeV, between 7.5 and 15 GeV and above 15 GeV.

The electron identification efficiency is defined as €, = N./N,, where N, is the number of signal elec-
tron tracks, which pass the track cuts and N/ is the number of signal electrons which pass identification
cuts. The charged pion rejection is defined as Ry = Np/N%, where Ny is the number of good quality
pion tracks and N is the number of good quality pion tracks misidentified as signal electrons. Table 4
shows the electron identification efficiency and pion rejection factor after loose, medium, tight with no
isolation requirement and tight selections for the different data samples. For tight selection the efficiency
is & ~ 65% for direct J/y production. Performance is similar for the Y sample, despite the higher av-
erage momentum of the signal electrons, due to the cut on Er > 5 GeV. Figure 6 shows in more detail
the overall reconstruction and identification performance: the pr and 1 dependences of the efficiencies
for electrons. There is still an important 1) dependence due to a few discriminating variables and work is
ongoing to improve it.

4.2.2 Identification of electrons from » quark

Another identification procedure is optimised for non-isolated electrons and is thus particularly useful
for bb events. The trigger anticipated for these events is based on a muonic decay mode of either the
b or the b quark. All good quality tracks are considered above a transverse momentum pr >2 GeV.
When possible we use the same variables as for the isolated electron identification but some variables
- like the hadronic leakage by the fraction of energy reconstructed in the third sampling - are replaced
or only the core of the electromagnetic shower is used. In addition to the traditional cut-based analysis,
multivariate techniques have been developed, based on the similar variables, and in particular a likelihood
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Table 4: Expected efficiencites &, for electrons from J/y and Y decay for the four standard levels of cuts
used for isolated electron identification. Only electrons with Er > 5 GeV, corresponding to the HLT
threshold, are considered. The crack region in the electromagnetic calorimeter, between 1.37 < || <
1.52 is removed. The quoted errors are statistical only.

Selection pp —J/yX pp — X
€ (%) Rz & (%) Ry
Loose 84.3 + 0.1 36 £3 83.7+04 3247
Medium 784+ 0.1 72+9 784 +£04 | 49413
Tight(TRT) | 714 £0.1 | 109+ 17 | 71.34+04 | 57+ 16
Tight (isol) | 65.5 £ 0.1 | 900 £ 400 | 66.1 + 0.5 | 740 4+ 300
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Figure 6: Electron identification efficiency with “Tight(TRT)” cuts level as a function of the pseudora-
pidity (left) and the transverse momentum (right) in direct J/y events.

technique can also be used. Figure 7 shows the obtained pion rejection curve as a function of the electron
identification efficiency. In the following the working point is an electron identification efficiency of
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80%, corresponding to a pion rejection factor of ~ 1300. Figure 8 shows the overall reconstruction and
identification performance in more details: the pr and 1) dependencies of the efficiencies are shown for
electrons.
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Figure 8: Electron identification efficiency in bB; — 1(6)J/wX sample as a function of the pseudorapid-
ity (left) and the transverse momentum (right). The mean electron identification efficiency is €, = 80%.

S Expected physics studies for early data

5.1 Number of expected events

As described in section 3, for an initial luminosity of 103! cm=2 s™!, the trigger seelction of two low

energy electrons (2EM3 menu at level 1) should provide good statistics for J/y — ee and T — ee decays.
Fig. 9 shows the expected differential cross-section for low-mass electron pairs using the 2EM3 trigger
menu item and the offline selection in linear (left) and log (right) scale. The invariant mass is recon-
structed with direction taken from the inner detector and energy from the electromagnetic calorimeter
which allows a better reconstruction of the invariant mass than using calorimeter only information as
done at level 1. The signal-to-background ratio obtained is greater than one at the J/y and Y peaks. With
an integrated luminosity of 100 pb~! and an efficient identification and reconstruction of these low-mass
pairs, approximately two hundred thousand J/y decays could be extracted (see table 5).

Table 5: Number of expected events for direct production of J/y, T and Drell-Yan events passing the
2EMS3 trigger and offline analysis. Numbers are given for an integrated luminosity of 100 pb~! with
early data taking at 103! cm=2 s~!. Quoted errors are statistical only.

Iy T Drell-Yan
10°ev/ | 10°ev/ | 10°ev/
100 pb~! | 100 pb~! | 100 pb~!
offline + Er > 5 GeV 25649 4545 | 13.940.3
offline + Er > 5GeV + L1 | 23049 43+5 | 13.3+0.3

Moreover, the standard B-physics trigger, using a single muon above a threshold of pr > 4 GeV, can
give access to a sample of J/y events originating from the bb production, without possible bias on the
selection of electromagnetic objects. Due to its lower cross-section, the expected number of events is
much less, around 2.3 x 10? after offline selection and ~ 1.9 x 103 after trigger and offline selection, but
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Figure 9: Expected differential cross section for low-mass electron pairs using the 2EM3 trigger menu
item and the offline selection in linear (left) and log (right) scale. Shown is the invariant di-electron
mass distribution reconstructed using tracks for J/y — ee decays (dotted histogram), ¥ — ee decays
(dashed histogram) and Drell-Yan production (full histogram). Also shown is the expected background
(full circles). The invariant mass is reconstructed with direction taken from the inner detector and energy
from the electromagnetic calorimeter.

without any selection on the electrons themselves. A better estimation of this number requires combining
a single muon trigger with a trigger for electromagnetic final states as described in section 3.3.

5.2 Quality of the mass reconstruction with initial data

In this section, we study the offline reconstruction of the J/y and Y particles from their decay products.
After a short description of the algorithm, we study the performance of the reconstruction for J/ys
originating from the bb decays. The invariant mass has been reconstructed with the inner detector only,
combining information from the inner detector and the electromagnetic calorimeter, and using only the
latter information. For the reconstruction with inner detector information we present results with and
without the bremsstrahlung recovery procedure included. For direct production of J/y and Y, we only
show results using mass reconstruction with the inner detector.

5.2.1 Reconstruction of //y and Y events

The identification of electrons is performed using the electron reconstruction algorithm described above.
Electrons are identified with either the “tight” cuts for isolated electrons, or based on the likelihood
method tuned to an electron identification efficiency of 80%. Pairs of electrons are thus selected. These
pairs define the overall detection efficiency of J/y (or T) events which is the product of the losses due to
the removal of clusters located in the crack in the electromagnetic calorimeter, the track quality cuts, and
the electron identification efficiency.

Pairs of reconstructed opposite-charge tracks are fitted to a common vertex. Only events with a
quality of the fit with x? per degree of freedom < 6 are retained Fig. 10 shows the distribution of the
reconstructed transverse decay length L., for direct J/y events and events originated from B hadrons

f);ﬁr /)
i . pr/wil > ) o
vertices and pr(J/y) is the J/y reconstructed transverse momentum. It is used to distinguish between

the prompt J/y, which have a pseudo-proper time of zero (L,, < 0.4 mm) , and B-hadron decays into
J/y+X having an exponentially decaying pseudo-proper time distribution due to the non-zero lifetime of
the parent B-hadrons (Ly, > 0.25 mm).

decay. It is defined as: L,, = where D is the distance between the primary and secondary

151



ELECTRONS AND PHOTONS — RECONSTRUCTION OF LOW-MASS ELECTRON PAIRS

T
0.025

0.12

0.02 -
0.1 -

.08 0.015 :

0.06

0.04

0.02

R R R A R
AN SERE FRNE ANl FEN S Fe B

o
o
o
=
o
o
o
®
b
P
=
&
3
a
of
)
o
=
o
o
s
o
»
b
P
=L
e
El
a

Figure 10: Distributions of the reconstructed transverse decay length direct J/y events (left) and J/y
events originated from B hadrons decay (right).

5.2.2 Reconstruction of J/y from bb decays

After selection, only ~2000 events are reconstructed. This statistics is scaled to 1.9 x 10° events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~!.

Reconstruction in the inner detector:
Fig. 11 shows the electron pair invariant mass distribution using only the inner detector information for
signal events. The fitted function behaves as a Breit-Wigner distribution ~ I'/(Am3 + (I'/2)?) to the left
of the peak my, and as a Gaussian of width Oyjgp to the right, as shown in Fig. 11. The parameter Gyjgp

% [ T T T T I T T T T I T T T T I T XZ / ndf 1018 / 46
o 300 - ) Const 2117+ 5.5
10 n + Am -0.06636 + 0.00659
S L r 0.5409+ 0.0187
— C Or 0.1005+ 0.0042
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Figure 11: The electron pair invariant mass distribution for bB; — u(6)J/wX events. The energy and
direction information are taken from the inner detector. An asymmetric fit is performed with a function
which behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of
the peak. Results are shown without (crosses) and with (bullets) bremsstrahlung recovery included.
Selection of events includes L1 trigger and offline and number of events is scaled to 100 pb~".
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characterises the effective resolution in the invariant mass distribution of the pair, while I" is a measure
of the intensity of energy loss by the electrons due to the bremsstrahlung. Amg = mo — My, where
M; /g =3096 MeV is the nominal J/y mass. The fitted values of the parameters are shown in Table 6.
The J/y reconstruction performance is assessed separately for the three cases: TRT barrel, when both
electrons have their track pseudorapidity |n| < 0.7, the TRT end-caps, when at least one electron has
In| > 0.7, and the full n range. In general the quality of the fit is not very high, in particular we see

Table 6: Results of an asymmetric fit to the invariant mass distributions for bB; — 1(6)J/yX events,
with a function that behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to
the right of the peak. The direction and energy information are taken from the inner detector.

brem fit | 71 range | Amg (MeV) | I' (MeV) | Gyighe (MeV)
all —T77+£7 557420 67+4
No Barrel =717 393+19 65+t4
End-caps | —178+17 | 688143 123+ 11
All —66+£6 5404+ 18 9+4
Yes Barrel —45+7 417+19 T7+5
End-caps | —1284+12 | 657433 15548

difficulties with correctly reproducing the peak. Table 6 shows the results of the fit of the invariant mass.
A shift in the reconstructed mass is measured around 77 MeV, larger in the end-caps than in the barrel. As
mentioned in [5], such mass shifts may be due to detector alignment, material effects, magnetic field scale
and its stability. The CDF collaboration extensively and successfully used this method but it took many
years at the Tevatron to collect sufficient statistics to allow for the disentanglement of various detector
effects [22]. The parameter I is around 550 MeV. The Gaussian width, estimated from the right part of
the distribution is around 67 MeV. One can also notice the improvement in the mass reconstruction from
bremsstrahlung recovery. Without any bremsstrahlung recovery, only 47% of events are reconstructed
within + 200 MeV of the nominal J/y mass, whereas with the use of the bremsstrahlung recovery, this
fraction increases to approximately 55% for the dynamic-noise-adjustment algorithm.
Combined reconstruction:
The J/y mass can be also determined combining information from the inner detector and the electro-
magnetic calorimeter. The energy is taken from the electromagnetic calorimeter and the direction from
the more accurate measurements provided by the inner detector, taking into account the bremsstrahlung
recovery procedure. Figure 12 shows the di-electron invariant mass distribution obtained from the signal
sample only. An asymmetric gaussian function is fitted, with different width, Oief; and Ojigpe, €ither side
of the fitted peak mass mg. It is performed in a narrow mass interval, between 2.5 and 3.6 GeV. The
parameter Ojig Characterises the effective resolution in the invariant mass, while Oief; is a measure of the
deterioration of this resolution due to bremsstrahlung. The fitted values of the parameters are shown in
Table 7. Performance is assessed separately for the three cases: TRT barrel, when both electrons have
their track pseudorapidity 1| < 0.7, the TRT end-caps, when at least one electron has |17| > 0.7, and the
full i) range. The resolution obtained is highly asymmetric, ~ 387 MeV on the left and ~ 189 MeV on
the right. It can be also noticed that the quality of the fit is rather poor.
Reconstruction in the electromagnetic calorimeter:

Finally it is interesting to investigate the performance if we rely only on the information from the elec-
tromagnetic calorimeter. Fig. 13 shows the electron candidates invariant mass distribution obtained from
the signal sample only. The same function defined for the combined reconstruction is used to fit the
distributions. The fitted values of the parameters are shown in Table 8. Performance is assessed sepa-
rately in three cases: the barrel region of the electromagnetic calorimeter, when both electrons have their
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Figure 12: The electron pair invariant mass for bB; — p(6)J/yX events. The energy is taken from the
electromagnetic calorimeter and the direction from the inner detector (including bremstrahlung recov-
ery). Selection of events includes L1 trigger and offline and number of events is scaled to 100 pb~".

Table 7: Asymmetric Gaussian fit results for bB; — 1 (6)J/wX events. The energy is taken from the
electromagnetic calorimeter and the direction from the inner detector.

n Amy (MeV) | Olet (MeV) | Grigne (MeV)
All 101+ 14 327+12 189411
Barrel 94+16 285+12 183+12
End-caps 113428 385427 191 +21

pseudorapidity |n| < 1.4; the end-cap region, when at least one electron has |1| > 1.4; and for the full n
range. The resolution obtained from the width of the Gaussian is ~ 550 MeV.

Table 8: Asymmetric Gaussian fit results for bB; — 1(6)J/yX events. The energy and direction infor-
mation is taken from the electromagnetic calorimeter only.

n Amy (MeV) | Ojet (MeV) | Oright (MeV)
all —17+54 567 £ 46 541 +53
barrel —9+62 558 50 5604 60
end-cap | —68+102 629 £+ 125 414 +74

5.2.3 Reconstruction of direct J/y and Y events

After selection, only ~4000 events are reconstructed. This statistics is scaled to 2.3 x 10° events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~—!. Figure 14 shows the electron
pair invariant mass distribution using only the inner detector information. The same function as defined
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Figure 13: The electron pair invariant mass for bB; — (6)J/wX events. The energy and direction
are taken from the electromagnetic calorimeter. Selection of events includes L1 trigger and offline and

number of events is scaled to 100 ph~'.
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Figure 14: The electron pair invariant mass distribution for pp — J/wX events. The energy and direction
information are taken from the inner detector. An asymmetric fit is performed with a function which
behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of the peak.
Selection of events includes L1 trigger, offline and a cut on E7 > 5 GeV for each electron to mimic the

HLT. The number of events is scaled to 100 pb~".

previously is fitted. The fitted values of the parameters Amy, I" and Oyjghe are shown in Table 9. The fitted
mass value is shifted by about 100 MeV, the I factor is ~ 300 MeV and the resolution term is ~ 70 MeV.
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Table 9: Results of an asymmetric fit to the invariant mass distributions for pp — J/wX events, with a
function that behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right
of the peak. The direction and energy information are taken from the inner detector.
n Amg (MeV) | I' (MeV) | Oyighe (MeV)
All 98 +1 298 +2 71£1
Barrel 77+ 1 255 +2 62+ 1
End-caps | -142+2 | 35443 87+£2

5.2.4 1Y reconstruction

After selection, only ~1000 events are reconstructed. This statistics is scaled to 4.3 x 10* events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~'. Fig. 15 shows the electron
pair invariant mass distribution from the inner detector information. The fitted values of the parameters
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Figure 15: The electron pair invariant mass distribution for pp — YX events. The energy and direction
information are taken from the inner detector. An asymmetric fit is performed with a function that
behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of the peak.
Selection of events includes L1 trigger, offline and a cut on Er > 5 GeV for each electron to mimic the
HLT. Number of events is scaled to 100 pb~!.

are shown in Table 10. The fitted mass value is shifted by about 180 MeV, the I" factor is ~ 1 GeV and
the resolution term is ~ 140 MeV.

5.3 Assessment of performance in situ with initial data

Initial studies have been performed for the J/y — ee tag-and-probe method briefly outlined below, using
events satisfying a single electron trigger with E7 > 5GeV. Due to too high rate at L1 (40 kHz) it has
to be pre-scaled by a factor of 60, which reduces the final statistics. Those events are used to look for
an opposite-charge electron pair identified by the offline electron reconstruction with an invariant mass
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Table 10: Results of an asymmetric fit to the invariant mass distributions for pp — YX events, with a
function which behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the
right of the peak. The direction and energy information are taken from the inner detector.

nrange | Amg (MeV) | I'(MeV) | Giigne (MeV)
All -181 5 1098 + 11 137+ 3
Barrel -177 £ 5 930 + 12 137 + 3
End-caps | -252 &£ 11 | 1335+ 25 166 =7

near the J/y peak. Using the second electron as the probe which was not required to pass any trigger
selection, the efficiency (relative to the offline selection) of a given trigger signature can be measured.
We expect to collect of the order of = 20 x 103 J/y signal events after the pre-scale with an integrated
luminosity of 100 ph~'. Similar studies could be performed to study the offline electron selection.

One important ingredient in the calibration strategy for the electromagnetic calorimeter is the use of
large statistics samples of Z — ee decays to perform an accurate inter-calibration of regions with a fixed
size of A x A@ = 0.2 x 0.4. To cross-check the calibration obtained from the Z° decays and also to
check the linearity of the calorimeter, it is important to have calibration coefficients for a lower electron
energy range, which can be obtained using the J/y — ee and T — ee decays as shown in [23]. With
the expected statistics, a statistical precision of ~ 0.6% can be expected on the inter-calibration of the
electromagnetic calorimeter based on 100 pb~'. Still, more studies are needed in particular to improve
the energy reconstruction and to disentangle effects of inter-calibration with the distribution of material
in front of the electromagnetic calorimeter.

More generally, these electron samples will allow us to study the performance of both the recon-
struction of tracks in the inner detector and clusters in the electromagnetic calorimeter, as well as the
alignment between these two detectors. All these studies are crucial for the very first measurements
(such as, for example cross-section measurements) to be performed by the ATLAS experiment on the
early data.

6 Conclusion

In this note, the strategy to reconstruct J/y and Y particles, decaying into electron-positron pairs, has
been investigated. The possible trigger strategies have also been described. For initial luminosities
of 103! em=2 s~!, a trigger on low-energy di-electron pairs (2EM3 at L1) should provide good statistics
for the direct production of these particles. Moreover the standard B-physics trigger, using a single
muon above a certain py threshold can give access to these events through the bb production, without
biasing the selection of electromagnetic objects. For these studies, the electron reconstruction seeded by
a track in the inner detector has been used. Compared to previous studies, the main improvement comes
from the identification procedure, which can either use the standard cut-based analysis, with thresholds
tuned at low energy, or a dedicated identification developed for non-isolated electrons. The signal-to-
background ratio obtained is larger than one at the J/y and T peaks, but the extraction of the Drell-Yan
signal requires further studies. With an integrated luminosity of 100 pb~! and an efficient identification
and reconstruction of these low-mass pairs, approximately two hundred thousand J/y decays could be
isolated for detailed studies of the electron identification and reconstruction performance, in particular in
terms of matching energy and momentum measurements at a scale quite different from that of the more
commonly used Z — ee decays.
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Muon Reconstruction and Identification: Studies with
Simulated Monte Carlo Samples

Abstract

The strategy and performance for muon identification and reconstruction in
ATLAS are described. Performance metrics include efficiency, fake rates and
momentum resolution. Results are based on data simulated and reconstructed

in 2007.

1 Introduction

The ATLAS experiment will detect particles created in 14 TeV proton-proton collisions produced by the
CERN LHC (Large Hadron Collider). Only a tiny fraction of these collisions will correspond to inter-
esting standard model processes and an even smaller fraction to new physics. Muons, especially those
with high-pr (transverse momentum) and those that are isolated (from other activity in the detector), will
be much more common in these interesting events than in the background, and thus provide important
means to identify such events and to determine their properties. The ATLAS detector has been designed
to be efficient in the detection of muons and to provide precise measurement of their kinematics up to
one TeV.

In parallel with the construction of the detector, software has been developed to reconstruct these
muons, i.e., for each recorded event, to identify muons and measure their position, direction and momen-
tum. Here we describe the strategies being pursued for this reconstruction and the current performance
characterized in terms of efficiency, fake rate and precision and accuracy of measurement. The results
reported here are based on simulation data generated and reconstructed in 2007.

We begin with descriptions of the detector, the reconstruction algorithms and the means by which
we measure the performance. These are followed by sections documenting this performance for each of
the various reconstruction strategies and finally a section summarizing results and commenting on future
developments.

2 Detector

The ATLAS detector [1] has been designed to provide clean and efficient muon identification and precise
momentum measurement over a wide range of momentum and solid angle. The primary detector system
built to achieve this is the muon spectrometer, shown in Figure 1. The spectrometer covers the pseudo-
rapidity range |1| < 2.7 and allows identification of muons with momenta above 3 GeV/c and precise
determination of pr up to about 1 TeV/c.

The muon spectrometer comprises three subsystems:

* Superconducting coils provide a toroidal magnetic field whose integral varies significantly as a
function of both 1 and ¢ (azimuthal angle). The integrated bending strength (Figure 2) is roughly
constant as a function of 1 except for a significant drop in the transition between the barrel and
endcap toroid coils (1.4 S|n| <1.6).

* Precision detectors are located in three widely-separated stations at increasing distance from the
collision region. Each station includes multiple closely-packed layers measuring the 1-coordinate,
the direction in which most of the magnetic field deflection occurs. Monitored drift tubes provide
these measurements everywhere except in the high-n (|n| > 2.0) region of the innermost station
where cathode strip chambers are used. The measurement precision in each layer is typically better
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Figure 1: The ATLAS muon spectrometer.

than 100 pm. The cathode strip chambers additionally provide a rough (1 cm) measurement of the
¢-coordinate.

* Resistive plate and thin gap chambers provide similarly rough measurements of both 11 and ¢ near
selected stations.

High-pr muons typically traverse all three stations but there are 1-¢ regions where one, two or all
three stations do not provide a precision measurement, e¢.g. those regions with support structures or
passages for services. There are also regions where overlaps allow two measurements from a single
station. Figure 3 shows the number of station measurements as function of 1) and ¢. The resolution and
efficiency are degraded where one or more stations do not provide a measurement.

Figure 4 shows how contributions to the muon spectrometer momentum resolution vary as a function
of pr. At low momentum, the resolution is dominated by fluctuations in the energy loss of the muons
traversing the material in front of the spectrometer. Multiple scattering in the spectrometer plays an
important role in the intermediate momentum range. For pr > 300 GeV/c, the single-hit resolution,
limited by detector characteristics, alignment and calibration, dominates.

The other ATLAS detector systems also play important roles in achieving the ultimate performance
for muon identification and measurement. The calorimeter, with a thickness of more than 10 interaction
lengths, provides an effective absorber for hadrons, electrons and photons produced by proton-proton
collisions at the center of the ATLAS detector. Energy measurements in the calorimeter can aid in muon
identification because of their characteristic minimum ionizing signature and can provide a useful direct
measurement of the energy loss [2].

A tracking system inside the calorimeters detects muons and other charged particles with hermetic
coverage for || < 2.5, providing important confirmation of muons found by the spectrometer over that
n range. This inner detector has three pixel layers, four stereo silicon microstrip layers, and, for |n| <
2.0, a straw-tube transition radiation detector that records an average of 36 additional measurements on
each track. A 2 Tesla solenoidal magnet enables the inner detector to provide an independent precise
momentum measurement for muons (and other charged particles). Over most of the acceptance, for pr
roughly in the range between 30 and 200 GeV/c, the momentum measurements from the inner detector
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Figure 2: ATLAS muon spectrometer integrated magnetic field strength as a function of |n|.
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Figure 3: Number of detector stations traversed by muons passing through the muon spectrometer
as a function of |n| and ¢.
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Figure 4: Contributions to the momentum resolution for muons reconstructed in the Muon Spec-
trometer as a function of transverse momentum for 1| < 1.5. The alignment curve is for an
uncertainty of 30 ptm in the chamber positions.

and muon spectrometer may be combined to give precision better than either alone. The inner detector
dominates below this range, and the spectrometer above it.

3 Overview of reconstruction and identification algorithms

ATLAS employs a variety of strategies for identifying and reconstructing muons. The direct approach is
to reconstruct standalone muons by finding tracks in the muon spectrometer and then extrapolating these
to the beam line. Combined muons are found by matching standalone muons to nearby inner detector
tracks and then combining the measurements from the two systems. 7Tagged muons are found by ex-
trapolating inner detector tracks to the spectrometer detectors and searching for nearby hits. Calorimeter
tagging algorithms are also being developed to tag inner detector tracks using the presence of a mini-
mum ionizing signal in calorimeter cells. These were not used in the data reconstruction reported here
and their performance is documented elsewhere [2].

The current ATLAS baseline reconstruction includes two algorithms for each strategy. Here we
briefly describe these algorithms. Later sections describe their performance.

The algorithms are grouped into two families such that each family includes one algorithm for each
strategy. The output data intended for use in physics analysis includes two collections of muons—one
for each family—in each processed event. We refer to the collections (and families) by the names of the
corresponding combined algorithms: Staco [3] and Muid [4]. The Staco collection is the current default
for physics analysis.

3.1 Standalone muons

The standalone algorithms first build track segments in each of the three muon stations and then link the
segments to form tracks. The Staco-family algorithm that finds the spectrometer tracks and extrapolates
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them to the beam line is called Muonboy [3]. On the Muid side, Moore [5] is used to find the tracks and
the first stage of Muid performs the inward extrapolation.

The extrapolation must account for both multiple scattering and energy loss in the calorimeter. Muon-
boy assigns energy loss based on the material crossed in the calorimeter. Muid additionally makes use
of the calorimeter energy measurements if they are significantly larger than the most likely value and the
muon appears to be isolated [6].

Standalone algorithms have the advantage of slightly greater |1| coverage—out to 2.7 compared to
2.5 for the inner detector—but there are holes in the coverage at 1| near 0.0 and 1.2 (see figure 3).
Very low momentum muons (around a few GeV/c) may be difficult to reconstruct because they do not
penetrate to the outermost stations.

Muons produced in the calorimeter, e.g. from 7 and K decays, are likely to be found in the standalone
reconstruction and serve as a background of “fake” muons for most physics analyses. There are a few
exotic channels for which charged particles appearing in the calorimeter are a signal of interest.

3.2 Inner detector

The primary track reconstruction algorithm for the inner detector is described in Ref. [7]. Space points
are identified in the pixel and microstrip detectors, these points are linked to form track seeds in the
inner four layers, and tracks are found by extending these seeds to add measurements from the outer
layers. This strategy is expected to give very high detection efficiency over the full detector acceptance,
In| <2.5.

3.3 Combined muons

Both of the muon combination algorithms, Staco and Muid, pair muon-spectrometer tracks with inner-
detector tracks to identify combined muons. The match chi-square, defined as the difference between
outer and inner track vectors weighted by their combined covariance matrix:

aen = (Tnvs — Tip) T (Cip 4+ Cyms) ™ (Tws — Tip) )]

provides an important measure of the quality of this match and is used to decide which pairs are retained.
Here T denotes a vector of (five) track parameters—expressed at the point of closest approach to the beam
line—and C is its covariance matrix. The subscript ID refers to the inner detector and MS to the muon
spectrometer (after extrapolation accounting for energy loss and multiple scattering in the calorimeter).
Staco does a statistical combination of the inner and outer track vectors to obtain the combined track
vector:
T (Cil + Ca) ™ (Cal Tio + o i) @

Muid does a partial refit: it does not directly use the measurements from the inner track, but starts from
the inner track vector and covariance matrix and adds the measurements from the outer track. The fit
accounts for the material (multiple scattering and energy loss) and magnetic field in the calorimeter and
muon spectrometer.

3.4 Tagged muons

The spectrometer tagging algorithms, MuTag [3] and MuGirl [8], propagate all inner detector tracks with
sufficient momentum out to the first station of the muon spectrometer and search for nearby segments.
MuTag defines a tag chi-square using the difference between any nearby segment and its prediction from
the extrapolated track. MuGirl uses an artificial neural network to define a discriminant. In either case,
if a segment is sufficiently close to the predicted track position, then the inner detector track is tagged as
corresponding to a muon.
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At present, both algorithms simply use the inner-detector track to evaluate the muon kinematics, i.e.
the inner track and spectrometer hits are not combined to form a new track. This is not very important in
the low-pr regime that these algorithms were originally intended to address. Both algorithms are being
further developed to allow extrapolation to other and multiple stations and add the capability to include
the spectrometer measurements in a track refit.

There is an important difference in the way these algorithms are run in the standard reconstruction
chain. MuGirl considers all inner-detector tracks and redoes segment finding in the region around the
track. MuTag only makes use of inner-detector tracks and muon-spectrometer segments not used by
Staco. Thus MuTag serves only to supplement Staco while MuGirl attempts to find all muons. Obviously,
MuTag is part of the Staco family and most sensibly used in that context. MuGirl muons are recorded as
part of the Muid family.

3.5 Merging muons

The muon finding efficiency (and fake rate) may be increased by including muons found by multiple
algorithms but care must be taken to remove overlaps, i.e. cases where the same muon is identified by
two or more algorithms. To a large extent, this is done when the collections are created. Standalone
muons that are successfully combined are not recorded separately. In those cases where a standalone
muon is combined with more than one inner-detector track, exactly one of the muons is flagged as “best
match.” In the Staco collection, the tagged and combined muons do not overlap by construction. In
the Muid collection, overlaps between MuGirl and Muid muons are removed by creating a single muon
when both have the same inner detector track.

Analysts wishing to merge standalone and tagged muons or muons from different collections may
make use of a muon selection tool to remove overlaps. It requires muons have different inner-detector
tracks and merges standalone muons that are too close to one another. Closeness is defined by n-¢
separation with a default limit of 0.4.

4 Tools for performance evaluation and classification of tracks

Simulation samples were created in the ATLAS framework by running an event generator (PYTHIA [9]
or MC@NLO [10, 11]) and using GEANT4 [12] to propagate the final-state particles using ATLAS-
specific code to describe the geometry and response of the detector. The data were then reconstructed
using the software based on the algorithms described in the previous chapter.

4.1 Truth matching and track classification

Muon reconstruction performance is evaluated for each event by comparing selected reconstructed muons
with the true muons, i.e. those in the Monte Carlo truth record. The latter include muons created in the
initial event generation as well as secondaries produced during propagation through the tracking volume.
Muons produced in the calorimeter or muon spectrometer are not included in the truth record. True
muons with transverse momentum below 2 GeV/c are also excluded to avoid spurious matches with
candidates we do not expect to be able to reconstruct.

For each event, a one-to-one matching is performed between the selected reconstructed muons and
the true muons. The matching makes use of two distance metrics: D, is the reference distance measured
from true muon to the reconstructed muon:

2 2 2
Oreco — Prrue Nreco — Nitrue APT /pT
Dre - I — —_— _ 3
f \/( 0.005 ) +( 0.005 > +< 0.03 ) ©)

167




MUONS — MUON RECONSTRUCTION AND IDENTIFICATION: STUDIES WITH SIMULATED . ..

and D,,, is the evaluation distance measured from the reconstructed muon to the true muon:

Deva = \/(Treco - Ttrue) C;eio (Treco - Ttrue) (4)

In the first equation, Apy /pr is the fractional momentum resolution:

ApT o l/pTreco - l/thrue __ PTtrue — PTreco (5)
PT l/thrue PTreco
Here pr is signed (i.e. carries the charge sign), but elsewhere in the text it denotes the magnitude
of the transverse momentum. In the second distance equation, T again denotes the vector of (five)
track parameters (expressed at the distance of closest approach to the beam line) and C the associated
covariance matrix. Note that D2, is a chi-square with five degrees of freedom.

There is a maximum allowed value for each of these distances. For D,,, the maximum value is 1000,
a very loose cut. The limit for Dy, is 100 and we see from equation 3 this implies the matched muons
must be within a distance of 0.5 in 17 and ¢ and have the same charge sign with pr,.co > 0.25 prypye OF
opposite sign with prreco > 0.50 pryrye.

The matching is carried out by first examining each reconstructed muon and assigning it to the nearest
true muon using the evaluation distance. The reconstructed muon is left unmatched if no distance is less
than the maximum allowed value. The reference distance is evaluated for each match and the match is
discarded if it exceeds the threshold for that quantity. If more than one match remains for any true muon,
then only the match with the smallest reference distance is retained.

True muons that are matched are said to be found and those left unmatched are lost. Found muons
are classified as good if they have D,,, < 4.5 corresponding to a chi-square probability above 0.0011.

Reconstructed muons are said to be real if they are matched and fake if unmatched. Note that these
fakes may correspond to true muons produced outside the tracking volume (e.g. in the calorimeter) and
hence not included in the truth record.

4.2 Performance measures

Our performance measures include efficiency, fake rate, resolutions and resolution tails. The efficiency
or finding efficiency is defined to be the fraction of true muons that are found and is typically evaluated
for some kinematic selection (applied after matching). The good efficiency is the fraction of true muons
that are found and classified as good (as defined in the previous section). The good fraction is the fraction
of found muons that are classified as good. In the sections that follow, we present the overall efficiency
for various physics samples and the efficiency as a function of 1 for the primary benchmark sample.

The fake rate is defined to be the mean number of fake muons per event and it is presented for a
variety of pr thresholds corresponding to the values that might be chosen for different physics analyses.

Five kinematic variables characterize a track, but here we examine only the measurement of the
transverse momentum. The precision and accuracy of the direction measurements are typically much
better than that required for any physics analysis. The measurement of the initial position of the track
(e.g. at the distance of closest approach to the beam line or vertex) is discussed in another note [13]. For
the momentum, we use the fractional residual, Apy/pr, defined in equation 5. This distribution is fitted
with a Gaussian and the resolution is defined to be the sigma of this fit. The tails in the distributions
are often more important than the core resolution and we characterize these by evaluating the fraction
of found muons in five tail categories. The first three are those for which the magnitude of this residual
exceeds 5%, 10% or 30%. The last category is the fraction for which the charge sign is incorrectly
measured. Finally there is an intermediate category in which either the sign is incorrect or the magnitude
of the measured momentum is more than two times larger than the true value.
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4.3 Monte Carlo samples

Our primary benchmark sample is a collection of ¢f events requiring the presence of at least one lepton
(electron, muon or tau). The initial inclusive sample was produced using MC@NLO in conjunction with
Herwig [14]. This sample provides a variety of mechanisms for producing muons and we present results
for two: direct muons which do not have any quarks in their ancestry and indirect muons whose ancestry
includes a heavy quark (b or c) but not a tau. In this sample, the former are produced directly in the
leptonic decay of a W-boson.

Performance metrics are plotted as a function of 1 for #f direct muons. In addition, we tabulate
efficiencies and fake rates for these muons, for #f indirect muons, and for muons in separate low- and
high-p7 samples. The low-pr sample is taken from direct PYTHIA J/y production with the J /y forced
to decay to two muons and a filter selecting only those events where both muons have |n| < 2.5 and
pr > 4 GeV/c. Muons produced by other processes in these events are suppressed by restricting the
analyzed sample to muons that have a c-quark in their ancestry. The high-pr sample consists of direct
muons in PYTHIA production of Z' — pu with a Z’' mass of 2 TeV. The generation also includes Z/y
and interference but a dimuon mass cut (my, > 500 GeV/c) ensures that the average muon pr is above
500 GeV/c.

At design luminosity, ATLAS will have many interactions in each beam crossing (pileup) and there
will be significant background in the muon chambers from low-energy photons and neutrons (cavern
background). To get an estimate of the effect this will have on our reconstruction algorithms, we pro-
cessed a ¢7 sample overlaid with the backgrounds expected for a reference luminosity of 103 cm=2s~!.
The cavern background was included with a safety factor of 2.0, i.e. at twice the value expected for this
luminosity. In the following, this sample is called the high-luminosity ¢ sample. Low luminosity refers
to samples without any pileup or cavern background.

There is considerable uncertainty in the estimate of the cavern background and active development is
underway to improve reconstruction in this environment, and so the results presented here provide only
a rough indication of the performance we expect at high luminosity.

Figure 5 shows the pr, 1 and isolation energy distributions for the true muons in the samples studied
in this note. The isolation energy was obtained by summing the calorimeter transverse energy in an 1-Q
cone of radius 0.2 about the muon. The most probable value for the muon energy loss (as discussed in
reference [2]) is subtracted from these values.
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Figure 5: True pr (left), n (center) and isolation (right) distributions for the ¢7 direct muons (top),
tf indirect muons (second from top), Z’ (mass 2 TeV) direct muons (third from top) and J/y muons
(bottom). Note that the pr range is different in each of the plots of that variable.

170



MUONS — MUON RECONSTRUCTION AND IDENTIFICATION: STUDIES WITH SIMULATED . ..

S Standalone muon performance

5.1 Efficiencies and fake rates

Figure 6 shows the standalone #7 direct muon efficiencies and fake rates as functions of 7 at low luminos-
ity (i.e. without any pileup or cavern background) and at our reference luminosity (10°* /cm?/sec with
cavern background safety factor 2.0). Table 1 gives the integrated efficiencies and fake rates for these
and other samples.

Efficiency Fakes/(1000 events) above pr limit (GeV/c)
Sample found | good 3 ] 10 | 20 | 50
Muonboy

tt direct 0.951 (1) | 0.812 (1)

tf indirect 0.949 (1) | 0.783 (2)
hi-.Z tf direct | 0.950 (2) | 0.809 (3) | 53 (1) 824 39 (2 1.9 (2)
7' direct 0914(2) | 0781 3) | 141 @G| 79 B3| 61 (B)|37 @2
J/y 0.959(3) | 0.764 (6) | 51 (1) 5.0(4) 1.6 2)| 0.6 (1)
Moore/Muid
tf direct 0.943 (1) | 0.861 (1)

tf indirect 0.920 (2) | 0.838 (2)
hi- % tf direct | 0.932(2) | 0.836 (3) | 984 (4) | 301 (2) | 156 (2)| 61 (1)
Z' direct 0.887(2) | 0769@3) | 168 (4) | 102 3)| 75 (@A) |43 (2
J/y 0.830 (5) | 0.723 (6) 6.7 (4) 1.1 (2) 05 (1) | 0.13(6)

24.0 (3) 4.4 (1) 1.69 (7) | 0.52 (4)

19.8 (3) 39(D) 1.44(6) | 047 (4)

Table 1: Muonboy and Moore/Muid efficiencies and fake rates for various samples (section 4.3).
Efficiencies are presented both for all found muons and for those with a good truth match (D, <
4.5). Both are calculated for true muons with || < 2.5 and pr > 10 GeV/c. Fake rates are
presented for a variety of py thresholds.

Comparing with Figure 3, we see most of the efficiency loss occurs in regions where the detector
coverage is poor, i.e. for |n| around 0.0 and 1.2. Otherwise, the ¢f muon efficiency is close to 100%
for Muonboy and around 99% for Moore/Muid. The Muid good fraction is significantly higher than for
Muonboy, presumably because of better handling of the material in the calorimeter. The algorithms have
similar fake rates at low luminosity. At the higher luminosity, the Staco rate increases significantly (by
a factor of 2-4) while the Moore/Muid rate increases dramatically (factor of 100). In the high-pr Z’, the
efficiency falls by a few percent for both algorithms. For the low-p7 (and non-isolated) J/y muons, the
Moore/Muid efficiency degrades significantly while Muonboy remains high.

5.2 Resolution

Figure 7 shows the pr resolutions and tails as functions of 17 and py. The resolution is degraded at
intermediate pseudorapidity (1.2 < || < 1.7) because of the reduced number of measurements (figure 3),
the low field integral in the overlap between barrel and endcap toroids (figure 2), and the material in the
endcap toroid (figure 1). The average resolution is very similar for the two algorithms. Despite having a
lower good fraction, Muonboy has fewer muons for which the charge sign is incorrectly measured. This
suggests that, at least in the tails, Moore/Muid provides a better estimate of the momentum error while
Muonboy provides a better estimate of its value. The Moore/Muid tails are likely due to the assignment
of incorrect hits to spectrometer tracks.
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Figure 6: Standalone efficiency and fake rate as functions of true 1 for Muonboy (left) and
Moore/Muid (right) for direct muons in 7 at low (top) and high (bottom) luminosity. In the effi-
ciency plots, the upper curve (blue) is the efficiency to find the muon while the lower curve (green)
additionally requires a good match (D,,, < 4.5) between reconstructed and true track parameters.
Fake rates are shown for a variety of pr thresholds.
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