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ABSTRACT. The CALICE collaboration is studying the design of highfpemance electromag-
netic and hadronic calorimeters for future Internationeddar Collider detectors. For the electro-
magnetic calorimeter, the current baseline choice is a pighularity sampling calorimeter with
tungsten as absorber and silicon detectors as sensitivariadatA “physics prototype” has been
constructed, consisting of thirty sensitive layers. Eagfet has an active area of 1818 cn? and

a pad size of 1 1cn?. The absorber thickness totals 24 radiation lengths. Ibleas exposed in
2006 and 2007 to electron and hadron beams at the DESY and @ERN test facilities, using
a wide range of beam energies and incidence angles. In ther,pie prototype and the data ac-
quisition chain are described and a summary of the data takiéve 2006 beam tests is presented.
The methods used to subtract the pedestals and calibradetidetor are detailed. The signal-over-
noise ratio has been measured &37 001. Some electronics features have been observed; these
lead to coherent noise and crosstalk between pads, andratstatk between sensitive and passive
areas. The performance achieved in terms of uniformity aaioilgty is presented.

KeywoRDS Calorimeters;Detector alignment and calibration methbDdtector design and
construction technologies and materials.
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1. ECAL Si-W physics prototype

The CALICE (Calorimetry for the Linear Collider Experimajtcollaboration [[1] is studying sev-
eral designs of calorimeters for experiments at the futaterhational Linear Collider (ILC)[J2].
In order to have a mature design when the first results fronbL.éinge Hadron Collider experiments
are expected and decisions on future colliders made, twa d®ielopment phases have been de-
fined. In the first phase, characterised by the constructidphysics prototypes”, the feasibility
of building a pixelised calorimeter is studied. In the satphase, “technological prototypes” will
focus on the engineering details needed to insert such aroeler in an ILC detector. In both
phases, the prototypes will be subject to extensive stuatibgam test facilities. The data acqui-
sition (DAQ) chain is common to all calorimeters, therebgieg their integration. The physics
prototype for the electromagnetic calorimeter (ECAL) aésmd in this document is a high gran-
ularity silicon-tungsten sampling calorimeter. Wherdaes proof-of-principle of such detector has
already been proven e.g. at LE[P [B] [4] and SI[P [5], the cmgjéefor an ILC detector is the much
larger size and the compactness required.

Physics at the ILC places stringent requirements on thectietf], including the ability to
measure jet energies with a precision of at lea8t0 E;=GeV 1. It has been demonstrated in
Monte Carlo (MC) simulations[]6] that the Particle Flow Algm (PFA) [[1] approach to the
reconstruction of jet energies in terms of the individuattiskes can achieve this goal for typical
jets at the ILC. The next step is to validate these MC simuiatiby testing real scale prototypes
in beam tests. For an ILC detector, the ECAL has to be as camnaggmssible, in order to achieve
the smallest possible effective Moliére radius and to redhe cost of the surrounding magnet. In
addition, high transverse and longitudinal segmentasarequired for the PFA to be effective.

1.1 Physics considerations driving the design

With a sampling calorimeter approach, the choice of absomegerial is driven by the need to
separate particles in a jet and the need for a compact catmimSeparation of particles in the
transverse direction requires an absorber material whigsgarrow electromagnetic (EM) show-
ers and so needs to have a small Moliére radius. Separatigitudinally requires a material with
short EM showers, which pushes for a material with a smallataxh length (%%). The same re-
guirement also results in a compact ECAL. Tungsten is suclatenmal, with a Moliére radius of
9mm, and a radiation length of 3.5 mm. Furthermore, the ratimteraction length to radiation
length is 27.4 so that hadronic showers typically develogr lthan EM showers. For the physics
prototype, the pad size is 11 cn?, comparable to the Moliére radius. The choice of high rsist
ity silicon as the active material is motivated by the regoients of granularity and compactness.
To contain high energy showers, the prototype should hawenalr 24 X in total; this will ensure a
containment of 99.5 % of the energy for 5 GeV electron showaerd better than 98 % for 50 GeV
showers. Thirty layers were chosen to provide sufficienbglarity. A small tungsten thickness in
the first layers ensures a good energy resolution at low gnerg

1In terms of mass resolution, the requirementiis=E; < 38 %.



1.2 Geometry and mechanical structure

At normal incidence, the prototype has a total depth of 24atamh lengths, achieved using 10 lay-
ers of 0.4 (1.4 mm) thick tungsten absorber plates, followed by 10 sy 0.8 X%y (2.8 mm)
thick plates, and another 10 layers of 1.2 4.2 mm) thick plates, with an overall thickness of
20cm. Each silicon layer has an active area of 1B cnf, segmented into modules of 66
readout pads of 1 1 cn? each. The active volume of the physics prototype thereforesists of
30 layers of 3 3 modules, giving in total 9720 channels.

The design and construction of the prototype presents a auwofbengineering challenges.
A particular innovative effort has been made to minimisespasmaterial zones and to keep the
calorimeter as compact as possible, by incorporating Halietungsten into alveolar composite
structures. Three independent structures can be dissihgdj as shown in Figufg 1, one for each
thickness of tungsten. Each structure is fabricated by dioglpreimpregnated carbon fibre (Cfi)
and epoxy (“prepreg”) onto tungsten sheets, leaving freeeap between two layers to insert the
detection units, called detector slabs.

Structure 2.8 Structure 1.4
(2x1.4mm of W plates) (1.4mm of W plates)

Structure 4.2 pce  SCSI connector

(3x1.4mm of W plates)

Shielding

Metal inserts

(interface) Tailpiece

\
Front End
electronics zone

ACTIVE ZONE

Detector slab (30) (Rx1fems) Figure 2. Schematic diagram showing the com-

. . . . onents of a detector slab.
Figure 1. Schematic 3D view of the physics pro- p

totype.

One detector slab, shown in Figq]e 2, consists of two acteelout layers mounted on each
side of an H-shaped supporting structure. The slab is skdetth both sides from the tungsten
alveolar structure by an aluminium foil 0.1 mm thick, to mct the silicon modules from electro-
magnetic noise and provide the wafer substrate ground. Fekdped structure is 326 mm long
and 125.6 mm wide, and has a mass of either 1.1, 2.2 or 3.3 kendamm on the tungsten thick-
ness. The active layer is made of a 14-layer printed circegirdd (PCB), 2.1 mm thick and 600 mm
long, holding high resistivity silicon wafers 528n thick (see Sectioh 1.3). The wafers are cut into
square modules of 6262 mn?, separated from each other by a 0.15 mm wide mounting gap.

Two detector slabs are inserted per layer, into the centrdl tittom cells of the alveolar
structure (see Figurg 1). The central and bottom slab aatieas are formed by an array of 3
2 modules and a row of 3 modules respectively. To reduce appithg passive areas, the two



detection layers of each slab are
offset by 2.5 mm in th& direction,
as shown in Figurg 2. Furthermore,
the slabs in each substructure are
offset by 1.3 mm in th& direction,
as shown in Figurg] 3.
The passive area between
. modules is mainly due to two
e 1 mm wide guard rings around the
modules (see Sectiof [L.3). A
larger passive area is located be-
ST +§5§2 twee.n the central and bottom §Iabs,
and includes the two guard rings,
two 0.15 mm wide mounting gaps
between module and PCB, two

187.95

o

X
15
186.3

Figure 3. Details of the passive areas and layer offsets. Offsetd-3MM thiCk H §tr.ucture.s, two
are indicated by single-headed arrows. All distances anenn 0.1 mm thick aluminium shields, a
0.3 mm wide global mounting gap,

and a 0.4 mm thick composite sheet, giving a total of 3.8 mm.

1.2.1 Fabrication processes

All the composite parts, i.e. H-shaped and alveolar stresfiare made using 0.15 mm thick carbon
fibre and epoxy prepreg, TEXIPREGGCC120 ET443[[8], with an average thickness of 0.15 mm.

Each alveolar structure is made in a single curing step af imurs at 135C. Fifteen metal
cores are used to form the alveoli. They are wrapped with aperlof composite, and alternated
with tungsten layers to obtain the final structure. Sincetlieemal expansion coefficient of carbon
fibre is very close to that of tungsten, distortions during turing are small. After curing, the
metal cores are taken out, leaving empty spaces for thetdetdabs (see Figuig 4).

Composite
structure

Figure 4. Moulding of an alveolar struc-
ture: metal cores alternate with tungsten, both
wrapped in carbon fibre-epoxy composite.

Figure 5. Gluing the modules; the accurate po-
sitioning of the modules is ensured by a grid of
tungsten wires.



The thin composite sheets located between two cells carfdlstee composite layers of thick-
ness 0.4 mm. Dimension and geometry tolerances of the steuatre directly dependent on the
machining of the mould: all pieces were ground with a resglfilatness of 001 mm. Metallic
inserts, also included in the composite structure, are tsddsten each structure on its support
table.

The mechanical and electrical connection of the silicorsgadhe PCB is made using EPO-
TEKR® 4110 conductive glud][9]. For the central (bottom) slabs§ £1I08) spots of conducting
glue are deposited on each PCB by a pneumatically drivenggdispenser, mounted on an X-Y
automatic robot. The low viscosity nature of the gluing pasgeps the spots correctly shaped dur-
ing the process. The pressure and the deposit time wererchosbtain a final spot size between
3 and 4 mm in diameter. The thickness of the glue is calibraiedsing nylon spacers 0.12 mm
thick. Then, the six (three) modules for the central (bojtstabs are put on the PCB by hand, as
shown in Figurd]s. The accurate positioning of each moduémssired during the polymerisation
cycle by a grid of tungsten wires, holding the wafers in pladee expected accuracy i9005 mm,
arising from the average module size of 61.95 mm and the 62%mposed by the grid of wires.

The curing process is fundamental to the performance of éh@ection. Curing parameters
were chosen to have a good compromise between the finalamestsof the connectiornk(0:1 Q)
and the mechanical stress applied on the spots of glue. Tteeidue to the differential thermal
expansion between the PCB and the silicon. The polymeoisati the glue was therefore done at
40 C for twelve hours.

1.2.2 Beam test configurations

To test the physics behaviour of the ECAL prototype withefi#int impact angles of the beam,
a rotational support was designed with six discrete anguoafigurations, from 0to 45. The
position of the three independent alveolar structures esadjusted according to the chosen angle,
to ensure the primary particle will travel through the cerdf the active area, as shown in Fig{ire 6.
Each structure is mounted on rails, positioned manuallyfagdi using mechanical pins, with a
precision of 0.5 mm, giving an error of0035 on the angle. The main error on the angle arises
from the manual placement of the ECAL compared to the beathisan06 .

Figure 6. Example of a rotated configuration at the 4tgle setting: schematic 3D view (left) and picture
(right) of the prototype at DESY in 2006 (note the staggetebssand structures).



In order to vary the impact position of the primary particle the detector surface, the me-
chanical support of the prototype has been equipped witmaaesystem allowing for a motion
along both theX ( 150 mm) andy (100 mm) axes, with a precision of0:1 mm. The position
can be piloted remotely during beam operation.

1.3 Description of the sensitive area

The sensors are made from four inch diameter silicon wafénsesistivity greater than 5& cm

is necessary to ensure a full depletion with a reasonable \m#itage, and to obtain low bulk
leakage currents. A wafer thickness of 525 was chosen, to obtain a signal-to-noise ratio of
about 10 at the end of the whole readout electronics chaire rnidise of the readout electron-
ics results from the capacitance of the pad itself, the d&pae of the line on the PCB, and
the preamplifier noise. A minimum ionising

particle (MIP) produces about 80 electron- -~ 60.0mm

hole pairs per um of silicon, hence E E

42,000 electrons are obtained for the 528 d# = ,
thickness, giving an allowable noise range L

for the readout electronics of up to 4000 elec- DDDDDD

trons. The crystallographic orientation of é . .
the silicon {111i) has only little importance; < = - g
the detection of EM showers instead of sin- b E J\;g [ L §
gle particles ensures that the fraction of en- Ej L] Lo mm
ergy lost through “channeling effects” is very E ] 7
small compared to the total signal. = 4_}5“; 05 '

Each wafer is used to make a mod- 9.0mm
ule, consisting of a matrix of 6 6 PIN
diodes (pads) of 1 cfas shown in Figurf 7.
The overall dimensions take into account the Figure 7. Details of the matrix dimensions in a mod-
guard rings. The anode side (N) is common ule (cathode side). The area shaded in grey corre-
to all pads. The PIN structure is made with SPonds to the guard ring.
ionic implantation. In order to keep the price
and the rate of rejected processed modules low, the manufagtmust be as simple as possible,
with a minimum number of steps during processing. The finaater will need about 3000 frof
such detectors. The passivation layer of the processed Imaotlist be compatible with the gluing
process described in Sectipn 1}2.1. The main characterisfia module are presented in Tafjle 1.

62.0 mm

Wafer diameter 4 inch Capacitance per pad 21 pF

Wafer resistivity 5kQ cm Full depletion bias voltage 150V
Wafer thickness| 525 16um Nominal operating bias voltage 200V

MIP deposit 42 000 electrong| Break down voltage > 400V
Average tile sidel 6195 005 mm || Leakage current at 200 V < 350 nA (full matrix)

Table 1. Characteristics of a module.



1.3.1 Module test setup and results

Silicon PIN diode matrices amepriori very simple detectors. Having a whole ECAL covered with
high resistivity silicon is however challenging, and inggithe necessity to control the process at
the earliest stage, in particular in terms of passivatidmeréfore several manufacturers were used,
enabling testing and validation of several technologiesggary to optimise the production in the

future, and minimizing the cost.

For the physics prototype, 270 modules are needed. The @iodwf the modules extended
from January 2003 to June 2007. All modules are made of rawersairoduced by Wackef [10].
The modules were produced by two manufacturers: the ItstittNuclear Physics, Moscow State
University [11], and ON Semiconductor Czech Repullig [¥2tonjunction with the Institute of
Physics, Academy of Sciences of the Czech Republic, Prague.

The two manufacturers use the same basic technique of iolamaion. Guard rings 1 mm
thick have been designed around the matrices to reducesudakage currents, with two different
geometries. For both, the edge termination is made usin§ldhgéng guard rings techniqué ]13]
which does not require any extra step in the fabrication ggemf modules, helping to reduce the
overall cost.

Before gluing, the modules are characterised one-by-ormadasuring the leakage current as
a function of bias voltage (I-V curve), the full depletionltame (C-V curve) and the stability in
time (leakage current versus time at nominal bias). If mesments are taken with a single biased
pad, the values are found not to be representative of therpesihce of the module, especially in
terms of breakdown voltage. All 36 pads are therefore biagsithg a box specifically designed
with 36 contacts made to the module using pin sensors mowmtesprings, so as not to damage
the surface. Two representative |-V curves taken with tatsys are shown in Figufg 8.
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Figure 8. Leakage current versus bias voltage. On the left is a goodufepdhile on the right the break-
down voltage is too low.

The test bench was used to characterise 550 modules, withiesalloyield of 54 %. Wafers
were rejected if the full depletion voltage was greater th&@ V, or if the breakdown voltage was
less than 400V, or if the sum of the leakage currents of all&@&@t the nominal operation voltage
of 200V was greater than 350 nA.



1.3.2 Calibration of the slabs

Once validated, the modules were assembled by gluing onBsP®efore assembling into a

slab, the PCBs were tested in pairs using a cosmic-ray mwdrbésch, with a dedicated DAQ

system. The gluing of each pad and the proper contact witlltiminum foil were checked and

a first calibration of each half module, associated with amam readout chip (see Sectipn]2.1),
was possible. Initial MIP calibration results for each halbdule are obtained with a precision of
approximately 5 %. An example is shown in Fig{fe 9.

%) -
5 300
o - ” mg =-1.3+ 0.3 ADC counts
(@] —
Q 250— l [
< - 0, = 8.8+ 0.3 ADC counts
N4 =
8 200[— [ ] .
2 — MPV ;s =77.1£ 0.4 ADC counts
z - |
150 l] 1 | ol . = 6.2 0.3 ADC counts
100 — a [ l[ 0%, = 9.0+ 0.5 ADC counts
= I 1 1
50— [ I i
OE 14 ?I;.III III PR T R TR f IIII¥II.II{II.IIIII.IIIItxxIIx',,I palg oz}
*50 0 50 100 150 200 250 300

Amplitude (ADC counts)

Figure 9. Example of the cosmic-ray muon calibration of a half moduieveing the signal recorded by
the corresponding readout chip. The first peak, centred am redue to the electronics noise (pedestal)
and is fitted with a Gaussian function of mean vafne and widthog. The second peak, centred on
82 ADC counts, corresponds to the MIP signal, and is fittedaitLandau (maximum probable value
MPV 5 and widtha- & ) convolved with a Gaussian distribution of widtff 5 . The overall fit function is
defined assaussmg ;06 )+ LandauMPV  ;0t ¢ ) Gaussd®g ).

On average, the signal-to-noise ratio is measured to:be 02, with a standard deviation of
10 04, and less than 0.1 % of the channels are identified as beawy dée quality of the points
of glue can be estimated from the noise, since the measuiisd mzreases with the resistivity
of the contact point. The chemical passivation of some mexlulas found not to withstand the
gluing process; it was found that the leakage current begaeeer than 1A per module. This
problem has now been solved by the producer.

The first slab was assembled in September 2004. Since thattliere has been no evidence
of a degradation of the noise due to the gluing process.

2. Electronics and data acquisition

The very-front-end (VFE) ASICs used to read out the silicomdoies have been specifically de-
signed for the prototype and are called FLC_PHY3. The ostplithe VFE ASICs are transmitted
to the off-detector electronics using differential analedines. The analogue-to-digital conversion
is done on off-detector VME boards, using 16-bits ADCs. BEdbiE board can read out 96 VFE



ASICs, and store the digitised data in memory for subseqgeaatout by an online software system
written in C++.

2.1 On-detector readout electronics

2.1.1 FLC_PHY3ASIC

The FLC_PHY3 VFE chip is an 18 channel, charge sensitivaef fead circuit. It provides a shaped
signal proportional to the input charge. Two chips are hamagessary to read out one module.
Having two chips per module also introduces a redundanoytie system by decorrelating ASIC
and module behaviour.

Each channel is made of a variable gain charge preamplifilexved by two parallel shaping
filters of different gain (1 and 10) using a CR-RC shaper, asvshin Figure[IP. Each of these
shapers is followed by a sample & hold device (referred toTa&Hold” in Figure L) driving a
single multiplexed output. The bias of each stage is commat thannels.

The forward path of the preamplifier
consists of an input PMOS transistor used in
a common source configuration, ensuring a
high transconductance. It is followed by a
folded cascade bipolar NPN component. The
last stage is made of a PMOS follower. The
feedback is made with a switchable capaci-
tance allowing a total feedback from 0.2 pF
to 3pF in steps of 0.2pF. The DC resistive
feedback is ensured by a series of unbal-
anced current mirrors faking a 22.5Mre-
sistor. This keeps the parallel noise negligi-
ble at the working frequency.

The shaper is made of a differential in-
put and a single ended output amplifier with

v an open loop gain of around 100. The filter
is a first order active pass-band with a fre-
g qguency centred at around 1 MHz and a peak-

ing time of 200 ns. This value has been cho-
Figure 10. General block schematic of FLC_PHY3. gen as a trade-off between the serial noise of

the preamplifier which performs the optimal
shaping around [is, the trigger latency which forbids a peaking time fasteanti50 ns, and the
counting rates imposed by the ILC beam structure which recauirecovery time below 300 ns to
avoid dead time on a pad. The sample & hold is ensured by a 2gdeitance followed by a buffer
using a Widlar structure.

The preamplifier gain is obtained with a nominal feedbackacapnce of 1.6 pF allowing a
maximum input signal of around 4 pC, equivalent to 600 MIPs1of-linearity of below 0.3 % up
to 500 MIPs is achieved, as shown in Figlirg 11, and summairnis&able[R. The residuals for the
obvious non-linear regions above 3.27 pC (0.3 pC) for gaih@ @re not shown. In Monte Carlo



(MC) simulation and beam test data of a 45 GeV shower, therobdeate of hits recording more
than 500 MIPs is about one hit per 500 events. In 100 GeV shbaweever, the MC simulation
predicts about 3.3 hits per event with energy deposit grahten 500 MIPs. This issue will be
addressed in the next version of the clid [14].
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Figure 11. Output voltag&/out of one channel of the FLC_PHY 3 chip as a function of the chamgeted

Q nj fitted by a linear function (left), and residuals to the figr), for gain 1 (top) and gain 10 (bottom),
for a feedback capacitance of 1.6 pF.

Shaper gain 1 10
Q nj max 3.27pC 0.33pC
Vout max 1.27V (over 5Q) | 1.12V (over 5Q)
Preamplifier Gain 391mv pc 3.44V pC
Measured Feedback capacitarice  1.27 pF 1.45pF
Non-linearity 0.32% 0.36 %

Table 2. Characterisation for a nominal feedback capacitance qif.6

The equivalent charge for the noise has been measured orFEeMp at around 4000 elec-
trons, i.e. 0.1 MIP, with an input capacitance of 80 pF. Tlagaritance is made up of the detector
capacitance of 20 pF added to the PCB line capacitance of.6lh@=dynamic range hence goes
from 0.1 MIP to 600 MIP, thus 13 bits using one shaper gain. iideeof the two gains on the shaper
in principle increases the dynamic range to 15 bits, althaheg high gain option was not used for
the studies presented here.

—10 -



From charge-injection measurements, the electronicstaibsbetween adjacent channels is
found to be less than 0.1 %.

2.1.2 Power consumption

The consumption of the whole chip is 150 mW corresponding3a8/ dissipation per channel. It
would be easy to reduce that consumption by reducing the ingusistor bias current, depending
on the noise yield and the input capacitance. Setting a/20@put current makes the consumption
fall to 4 mW per channel.

2.1.3 Very Front End boards

The 216 channels on the six modules of a

AR \1odule PCB from a central slab (see Sect[or] 1.2) are
FE 9 read out by twelve FLC_PHY3 chips. Two
' ¥ 16-bit calibration ASICs, each having six

channels, are also mounted on the PCB. The
VFE ASICs are read out in parallel by the

FLC_PHY3 off-detector electronics using twelve differ-

ASIC ential analogue lines. To reduce the crosstalk
below 0.1%, the lines carrying the signals

from the modules are spread on six different

. . (R ; planes separated by ground planes, giving

Calibration the 14-layer PCBs. Depending on the type
ASIC of slabs on which they will be mounted (i.e.

central or bottom row), three variants of the
PCBs have been assembled: fully equipped
with an array of 3 2 modules (30 used and
12 spares), as shown in Figdrgd 12; and left or
right equipped (compared to the orientation
in Figure[1P) with a row of three modules

Figure 12. Picture of the very front end PCB, and (15 used and 6 spares for e_ach orle_ntatlon).
description of its elements. PCB thickness: 2.1mm, A SCSIconnector provides the interface
length: 600 mm, largest width: 12.4 mm. to the off-detector electronics, allowing a full

differential link in order to dissociate the dig-
ital ground in the readout crate from the detector grouncchBA-E ASIC has a separate channel
to the connectors, i.e. there is no further multiplexing loe YFE board. The data transmission is
analogue and the analogue-to-digital conversion is donthe@mff-detector board. A differential
buffer is used to convert the single-ended signal providethe VFE ASIC before transmission. A
reference is used for each chip. The digital links are RS-4R@wing a wide common mode range
to correct the voltage shift between the VFE PCB, suppligtl winegative voltage to optimise the
noise, and the off-detector board, supplied with a positsléage.

2.2 Off-detector electronics

The basic requirements of the off-detector electronics tralistribute the sample & hold signal
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required by the VFE electronics within a latency of 180 ns aiiith an uncertainty of less than
10 ns; to provide the digital sequencing necessary to neMifhe analogue signals from the VFE
PCBs; to digitise the signals; and to store the data. Theognalsignals have a 13-bit dynamic
range, and the electronics is required not to contributeiigntly to the analogue noise. Assum-
ing a standard beam test spill structure, the target for betrenics is to run at an event rate of
1 kHz during the beam spill, with an overall average rate df H@.

2.2.1 Implementation

The calorimeter readout is based on the “Calice ReadoutsC&&RC) [1$]. These are custom-
designed, 9U, VME boards derived from the Compact Muon Sadetracker Front End Driver
readout boardgT16] but with major modifications to the raadmd digitisation sections.

Each CRC consists of eight front-end (FE) sections feeditma single back-end (BE) which
provides the interface to VME. The whole board is clockearfran on-board 40 MHz oscillator.

Each FE section can control one full or two half VFE PCBs,llioig 12 VFE readout ASICs,
each with 18 multiplexed channels, and hence a total of 2&@més. The FE section consists
of a pair of 68-pin mini-SCSI connectors, twelve 16-bit AD@se for each readout ASIC) and a
Xilinx Virtex-Il FPGA. Mini-SCSI cables of 10 m length areed to connect the FEs directly to the
VFE PCBs. The digital signals on the mini-SCSI connectoradlreVDS and are tracked directly
to the FPGA. All VFE ASIC control and clocking signals are geated in the FE FPGA, including
the time-critical sample & hold signal edge. The FPGA deriael 60 MHz clock from the 40 MHz
board clock, allowing signal timing to 6.25ns. The FE sattidso contains two 16-bit DACs for
calibration purposes. These can be internally fed backthr@cADCs directly, or can be sent onto
the mini-SCSI connector to allow calibration of the VFE ASTe total data volume within each
FE per event for 18 multiplex samples is 512 bytes, includingight-byte header.

The BE section consists of a Xilinx Virtex-1l FPGA contraolfj an 8 MByte memory. It dis-
tributes configuration data to each FE section and gatherdigfitised event data from each before
storing it in the memory for subsequent readout.

Each CRC is capable of reading out 1728 channels. The dataeoper event from these
channels is 4 kBytes, allowing 2000 events to be stored imtéory before readout is required.
Six CRCs are required for the full ECAL readout of 9720 chdsia@d these are housed in a single
VME crate. The VME interface used is the SBS620 VMEbus-P@ida [I7].

Some systems other than the CRC VME readout are also ingelgiiatto the online system.
Tracking (see Sectiof] 3) is done using commercial VME TDGsuwhich are installed in spare
slots of the CRC crates. Slow data control and readout isesmphted via sockets to independent
slow control systems. All slow data are written into the diéltss to ensure the raw data are self-
contained.

2.2.2 Trigger and timing

A specific VME slot near the centre of the crate is chosen agrityger control and distribution

CRC and a custom backplane is used to take triggers fromehisat location to the other CRCs in
the crate. The backplane is a simple point-to-point PCBs®fi to the JO connectors. The trigger
distribution and control is generated in the BE FPGA of tiggeer slot CRC and fanned out to the
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other CRCs. A second fanout on the CRC allows a duplicatef$egger signals to be taken via a
cable to an identical backplane in a second crate, for rdaafanore than one calorimeter.

The trigger input signals are LVDS and are fed into the J2 eotor. The trigger logic is
performed within the BE FPGA, allowing significant complgxin the trigger condition to be
set via software. This also controls the trigger busy sigpetventing further triggers until the
digitisation of the VFE analogue data has been completed.

The trigger rising edge provides the system synchronisatignal and all timings, including
those for the time-critical sample & hold, are derived frdmstedge. To ensure complete events
can be built from the same trigger, independent trigger temgnare implemented in each of the
FE and BE FPGAs, and are read periodically, both during anitieaend of each beam spill. If
any discrepancy between the counters is observed, all datathe spill following the last valid
counter readout are discarded offline.

All trigger inputs, as well as several other input signate, r@corded in a trigger history buffer.
This consists of 32 bits, one for each signal, sampled on @éHz clock, recording their state
for 256 samples around the trigger time. This allows theikbetdime structure of the trigger logic
to be observed as well as the readout of several other beaneliments such as veto scintillator
counters and &erenkov detector.

2.2.3 Performance

The complete system performed well in the beam test enviemhimThe sample & hold is dis-
tributed on the derived 160 MHz clock within a minimum of 1&) allowing the rest of the latency
of 180 ns to be implemented as a software-specifiable deldlyei-E FPGA. The jitter on this
is dominated by rounding to the 6.25ns clock period. The it&bCs allow both positive and
negative signals although only the upper half is used foBGAL readout. This still allows them
to meet the 13-bit dynamic range requirement, with the twibaelits covering any differential
non-linearities or other biases in the ADCs. The CRC noisenie ECAL is disconnected is
very low, with an average of 1.4 ADC counts, compared to atdu® ADC counts from the ECAL
VFE electronics (see Sectiqn 4]2.2). The trigger countecisgonisation is very reliable, with a
rate of less than one trigger missed on any CRC per milliom®yaesulting in an average event
loss of less than one per thousand.

Two significant problems were identified. Firstly, insentiand removal of the cables from
the mini-SCSI connectors resulted in breaks in the soldetgpin nearby traces, and in solder
connections to nearby FE components, most of which have fdemhby hand. Secondly, there
were also problems with the reliability of some of the PCBelainterconnects, and several wires
have been added to bypass vias which developed high riagis@werall, the system had errors on
3 out of 112 FE sections, none of which were used for datagakin

2.2.4 Readout software

The online software must support the electronics requirgsnef 1 kHz instantaneous and 100 Hz
average event rates. The maximum event size to be handlédkByées, allowing for readout of
two calorimeters and other beam line equipment. The systeasiso required to be flexible, so as
to handle different beam lines and spill structures.
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The code is written in C++ and is specific to Linux, being POSbtpliant as much as
possible. No database is used in the online system; all aoafign of the hardware is stored in
the run data files so that any run can be fully characterisad the data file itself.

The full system achieves a readout rate of 120 Hz when notdirdy the beam intensity or
spill structure. The average rate during higher intensiyissis found to be around 90 Hz. The
trigger rate during spills does not reach 1kHz but is limitedaround 600 Hz. This is mainly
determined by the fraction of events for which the triggenmmters are read out. These are read
with a high frequency to be conservative in checking for $yonisation errors; a lower fraction
would allow the specified trigger rate of 1 kHz to be achieved.

The system has recorded up to 10 million events per day andunasfficiently for several
beam periods totalling nearly three months. Including 268fa, around 300 million beam events
have been taken, amounting to around 30 TBytes of data.

3. Beam tests

Large scale beam tests are conducted in order to demoristegteinciple of a highly granular Si-wW
electromagnetic calorimeter. Data analyses are ongoirighwiill quantify the energy and spatial
resolutions, and validate the existing models of electigmeéic and hadronic showers, e.g. the
various GEANT4[1B] models. The studies in this article fecun the basic hardware performance
when the device is exposed to high energy patrticles.

3.1 Beam lines at DESY and CERN in 2006

In May 2006, the ECAL prototype was tested with electron beabDESY, equipped only with 24
layers of central slabs (see Sectjor] 1.2). A sketch of thentieat setup is shown in Figure] 13. The
beam trigger is defined by the coincidence signal of two otlinee scintillator counters, referred
to as Scl, Sc2 and Sc3 in Figyré 13. The size of the beam cabealdefined by two scintillator
counters, mounted in a cross shape (Fcl and Fc2 in FiglireFb8). drift chambers (DC1, DC2,
DC3 and DC4) are used to monitor the beam and reconstrudistrac

All distances are in mm
8 8
300 100 100 100 100
5 8
5
4520 520 D 900D 420 HlOD 370 D 650 342D 2H 600
Collimator FchCZ bC2 bci
DC4 DC3 Sc3
scl ey 52 ECAL
C.
z=0
10 Sc1 and Sc2 are 200x20G, 50 1145
FRONT | (14 . % Fe1
Sc3is 120x120
70
5

Figure 13. Sketch of the DESY beam test setup in May 2006. All distanodamponents dimensions are
in mm, along the beam axis. The beam enters from the left Side.text for explanations of the components.
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In August and October 2006, the ECAL was tested at the H6 dr€&ERN, in combination
with an analogue HCAL prototyp¢ [119] and a Tail Catcher andiiracker prototypd [20], using
electron and pion beams. The 30 layers of the ECAL prototypeevequipped with central slabs.
Sketches of the beam line for both periods are presentedgiréfil#t. In August, the distance
between ECAL and HCAL was large enough to allow the ECAL todiated. In October however,
the accent was put on minimising this distance so as to use@#d. as a tracker for pion events.
The beam trigger is defined by the coincidence signal of twh@three scintillator counters (Sc2,
Sc3 and Sc4 in the August setup, Scl, Sc3 and Sc4 in the Octetogr). When it was not used in
the trigger, the largest scintillator (Sc3 in August, ScOictober) was still read out and so could be
used as a beam halo veto offline, using a lack of coincidenivecea the 10 10 and 20 20 cn?
scintillators. Three delay wire chambefs][21] (DC1, DC2,3i@ Figure[1}) are used to monitor
the beam and reconstruct tracks. Qerenkov detector is used to separate electrons from pions.
Muons are identified by two scintillators (Mc1, Mc2) placezhind the HCAL prototype.

1136 95 1458 9.5

11000 58 8
15
25000 | 548 1760 H 22 118 || 460 726
Scl
DC3 Sc2

Cerenkov ECAL HCAL Mcl TCatcher Mc2
Sclis 30x30

Sc2 and Sc4 are 100x100
Sc3is 200x200

All distances are in mm bC123

FRONT

Mc1l and Mc2 are 1000x1000

100

100

1458

11000
25000 D]jgoDllB 460 34 || 1427 D 571

Cerenkov
Sc2 is 30%30 Sca ECAL HCAL TCatcher Mcl
c2is X =

Scl and Sc3 are 100x100
Sc4 is 200x200

Figure 14. Sketch of the CERN beam test setups in August (top) and Ocfbb&#om) 2006. All distances
and components dimensions are in mm, along the beam axishelm enters from the left side.

3.2 Summary of the data collected

Various scans were performed in order to characterise thwiype. The energy of the electron
beams was varied from 1 to 6 GeV at DESY, and from 6 to 50 GeV &IHo study linearity and
resolution. The beam was positioned near the centre, edfje@ner of the wafers to study the
uniformity of the wafers and the impact of the passive ar&aents with positrons were also taken
from 6 to 50 GeV. The ECAL prototype was rotated by 120 , 30 and 45 with respect to the
beam direction to study the effects of angular incidenceherlibhearity and resolution. Finallyr
andrt beams were taken with energies from 6 to 80 GeV.
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Over 22 million events were collected with electron beansgjetailed in Tablf] 3, and 25 mil-
lion events with pion beams. In addition, more than 57 millmmuon events were collected for
calibration purposes (see Sect[dn 5). An event display aflactron event at 30 GeV is shown in

Figure[1p.

Location DESY (KEvt) Location CERN (kEvt)
Angles 0 [10 [20 [30 |45 Angles 0 20 [ 30 | 45
Particle e Particle e’ e e
1GeV 400 300 345 200 200 6 GeV 208 128
15GeV || 486 | 200 | 200 | 300 | 200 8 GeV 218
2 GeV 400 200 200 300 200 10 GeV 152 469 112 594 530
3 GeV 304 200 200 324 200 12 GeV 211
4 GeV 400 | 224 | 200 | 300 | 200 15GeV | 476 | 325 181 | 244
5GeV 304 300 200 325 200 16 GeV 310
6 GeV 594 | 688 | 200 185 | 200 18 GeV | 303 231
Total 2888 | 2112 | 1545 | 1934 | 1400 || 20GeV | 390 590 | 110 | 330 | 208

30 GeV | 409 685 | 270 | 550 531

40 GeV 347 280 311
45 GeV 933 | 250 | 753 551
50 GeV | 305

total 2553 | 4137 | 742 | 2688 | 2375

Table 3. Summary of the 22.4 million triggers collected at DESY andRDEwith electron beams.

Time: 00:04:32:627:014 Sat Aug 26 2006
Hits: 290 Energy: 3715.26 mips

"

Run 300207:0 Event 21810

i iiii §;,..
. .:, g

Figure 15. Event display showing a 3BeV electron showering in the ECAL, in a run taken at CERN in
August 2006. Only hits with an energy above 0.5 MIP are diggda The colour scale represents the energy
deposited per pad, in units of MIP. Top-le&: Y projection, top-rightY  Z projection, bottom-leftX Z
projection.
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4. Pedestal, noise, and crosstalk around module edge

A data-taking run consists of 500 pedestal events, 500 gweitlh charge injection via the cali-
bration chips, and between 10,000 and 40,000 beam dateseadiet which the sequence repeats.
The pedestal and calibration events are taken with a randgaet occurring outside the beam
spill period. In addition, pedestal events are taken duttiregbeam spill (every 25 beam events on
average), to check the influence of the beam on the pedeS$tadsdetermination of the pedestals
and noise for the individual channels is described in thimfdhg sections. In these sections, the
conversion from ADC counts to MIP equivalent units uses #wtdr 46 ADC counts per MIP (see
Section[p).

4.1 Pedestal subtraction procedure

For a given channel, the pedestal is defined by the mean vithe signal recorded with no beam,
i.e. coming from electronics, and the noise by the corredponstandard deviation. Instabilities
occurring in the time between two sets of pedestal eventd teebe considered and accounted
for in the pedestal subtraction procedure described heoerelations in the noise also need to be
checked, and accounted for if induced by pedestal driftd, vaili be described in Sectioh 4.1.2.
Once the pedestal subtraction procedure is trusted, tHermity, the stability in time of any
remaining offsets, and the noise in beam-induced eventseealll to be measured. The results are
presented in Sectidn 4.2.

4.1.1 VFE PCB-wise correlated pedestal shifts

The pedestals of all the channels of one VFE PCB are shownfuation of time, in Figurd 16.
In this figure, a clear shift in the raw ADC values can be sedwéen two sets of pedestal events
(identified by the blank columns at 680s and 1030s). This peeted effect of pedestal shifts
of up to 100 ADC counts (equivalent to approximately two MJP& all the channels of a VFE
PCB is observed frequently in beam data events. The origthesfe shifts has been traced to the
non-isolation of the VFE PCB power supply lines, which résih changes to the working point
of the output signal lines. This will be corrected in the negB design.

In a first iteration, pedestal and noise values are obtaigerhloulating the mean and standard
deviation of the ADC count distribution per channel in th® p@destal events taken at the start of
each sequence. Averages calculated from a set of pedestakewe then simply subtracted from
the ADC values recorded in the following set of beam evenke §hift in the pedestals will affect
the apparent noise, as the reference value is fixed by théopeeset of pedestal events: the noise
will appear to be artificially large, and 100 % correlatedhiitthe PCB if the shift is common to
all channels. The left-hand plot of Figurg 17 shows the datien coefficients (averaged over one
run) between the apparent noise on the 216 channels of ayartVFE PCB, calculated after this
simple pedestal subtraction. Channels are ordered by syafer36 consecutive channels belong
to the same wafer in the readout channel index displayed.apparent noise is highly correlated
between all channels, indicative of a common shift in theegtal values.

It is therefore important to correct the pedestals on antebvgrevent basis, by detecting and
correcting shifts compared with the previous estimate. déea second iteration on the pedestal
value is performed. A sample of channels is defined on each REB by selecting modules
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Figure 16. ADC values recorded in all 216 channels (each set of poipiesents one channel) of the VFE
PCB situated in the 24layer, as a function of time (seconds since the beginningefin), in beam events
in a muon run taken at CERN in August 2006.
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Figure 17. Noise correlation coefficient (colour scale) between altpaf channels for the VFE PCB
situated in the third layer, in a 45eV electron run taken at CERN in August 2006, after the simptieptal
subtraction. Left: before correcting the pedestal shifie, mean correlation 84207 00004 with a
standard deviation @f0551 00002 Right: after corrections, the mean correlation i® 0017 00003

with a standard deviation @0519 00002

without signal hits. For this purpose, it is assumed thatgaadiwas recorded if the difference
between the minimum and the maximum of the pedestal-subtta&kDC values of the 36 channels
in a module exceeds 3000 ADC counts. For this sample, a fiist@&® of the mean pedestal value
is taken to be the average of the minimum channel value per phis five times the noise. The
root-mean-square (RMS) deviation from this mean is catedlaising only the channels having
ADC values smaller than the mean. This is to avoid being bidsethe signal. For each VFE
PCB, a single offset is then estimated by iterating on thermvalue (and hence the channels taken
into account in the calculation of the RMS) until the RMS isngatible with the mean noise of the
PCB, with a maximum of 20 iterations. The right-hand plot @fiFe[1] shows the noise correlation
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coefficients after applying this procedure. The mean catiah is reduced to 00017 00003,
indicating that the procedure has successfully correaetht shifts.

4.1.2 Correlated noise and signal-induced pedestal shift

Some modules recording a high signal are subject to a diffezfect, namely a signal-induced
pedestal shift (SIPS), resulting in apparent high noisestations for all 36 channels on a module.
This can be seen in Figufe]18, left, for the VFE PCB situatetiégrtenth layer, for the same run as
in Figure[1y, after applying the corrections described inti®a[4.1.].

PR R RN
B @
o o

Readout channel index
Readout channel index

1

Eev v b Lo Lo Lo b b b Lo
00 20 40 60 80 100 120 140 160 180 200

76080 100 120 140 160 180 500

Readout channel index Readout channel index
Figure 18. Noise correlation coefficient (colour scale) between twaruiels for the VFE PCB of the tenth
layer, in a 455eV electron run taken at CERN in August 2006. Left: before SIBB8ections, the mean
correlation 0019 0:001with a standard deviation @156 0001 Right: after SIPS corrections, the
mean correlation i 0058 00001with a standard deviation @0194 00001

However, the SIPS effects are not systematic, in that thepalaaffect all PCBs, and, for
those affected, the effect is not always present. What iadimg) this phenomenon is not yet
understood, but a possible explanation could be that teeme intermittent bad contact between the

aluminum foil and the module. A common
o serial resistance to all pads of a few Ohms
A would produce the same effect. A strong cor-
relation between the negative pedestal shift
and the amplitude of the signal is observed,
as shown in Figurg }9.

-50

-100

-150

Pedestal shift (ADC counts)

LI L T B

., The SIPS are corrected on an event-by-
-200 ""” . event basis. Inspired by the corrections de-
O 10000 20000 30000 40000 scribed in Sectiof 4.1.1, averages are con-

Amplitude (ADC counts) )
sidered per module, rather than per PCB,

Figure 19. Pedestal shift in the top row, middle mod- discarding hits with signal, and iterating on

ule of the 1% layer as a function of the signal ampli- the mean. standard deviation. and channels
tude summed over all 36 channels, in &G/ elec- o0 intg account in the calculations. The

tron run taken at CERN in August 2006. The average . -
result after corrections can be seen in Fig-

per bin in X is displayed in blue circles. ) ]

ure[18, right. The corrections perform well,
the average correlation over the whole PCB being reduced fagtar of three, and the standard
deviation of the correlation coefficients by one order of magle.
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4.2 Uniformity and stability of the residual pedestals and mise

For more systematic studies of uniformity and stability ime& and temperature, the residual

pedestal and noise will from now on be defined by the miegrand standard deviatioNg of

the Gaussian fit of the noise component of the spectrum in beduted events (see first peak

in Figure[p), after pedestal subtraction and all correctias described above. Noise and residual
pedestal values are verified to be stable within a run. THefalistics of each run is hence used to
perform the fit, and the run dependence studied.

The uncertainties on the residual pedeBahnd noisé\g in the following sections arise from
the uncertainties from the fit on each parameter. The noiak efitted iteratively in the range
[Re 5Ng;Rs+ 1Ng], to avoid being biased by the signal. By varying the fit rgreyeadditional
systematic uncertainty of03% Ng is found and added in quadrature to the uncertainty on the
noise.

4.2.1 Uniformity and stability of the residual pedestals

Figure[2P shows the residual pedestals for a particular akert with electrons, as a function of
the pad index. The pad index is definedas® K+ 36 2 We+Wk 1)+ 6 Po+ Pr),
whereK is the layer indexY\k W) is the module row (column) index, arf (Pc) is the pad row
(column) index. Results are not shown for the nine chanmeisdf 6471 active channels, see Sec-
tion[5.2) where the Gaussian fit to the noise peak did not egeveThe average residual pedestal
over all channels is 003 001 ADC counts for this particular run, with a standard deviatof
105 001 ADC counts. A larger scattering can be seen around theeshmaximum, indicating

a possible remaining influence of the SIPS described in @gdtil.p. A periodic structure may be
noted, whose period is 216 channels, i.e. PCB-related, eftetts the differences in length of the
electronics connection from each pad to its readout chip.
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Figure 20. Uniformity of the residual pedestai%; as a function of the pad index (see text), for a5/
electron run taken at CERN in August 2006. The inset histogisplays the projection on the y-axis.
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Figure[2]L shows the mean and standard deviation of the edsidalestals averaged over all
channels, for other runs taken in October 2006, as a fundfdie run number. Very similar
results are obtained for the August runs. Pion and muon rane Bystematically less spread
between channels than electron runs, and a mean value tbozero, indicating again a possible
remaining influence of the SIPS on the pedestals.
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Figure 21. Time dependence of the average over all channels of theuspedestaRs: mean value (left)
and standard deviation (right) as a function of the run nuipfberuns taken at CERN in October 2006.

On average over all channels, the pedestals in electronamnsubtracted with a remaining
positive offset of 080 0013 ADC counts (20 002 % of a MIP). The residual standard devia-
tion channel-to-channel is howeveS0 005 ADC counts (1 0:1 % of a MIP), which justifies
investigating the channel dependence in the following.

The residual pedestal per channel and per run is found toan@ any clear dependence on
time or temperature, with no observable day/night varratjonor any dependence on the beam
energy of the run. In order to study more systematically ifme tdependence for each channel, the
mean and standard deviation over all runs weighted by tloe per run are considered per channel,
and displayed in Figure P2 for all channels, for CERN eletimans. The mean pedestal offset is
smaller than @7 002 % of a MIP with a standard deviation channel-to-channél®f 002 %
of a MIP. The residual offset run-to-run is of the order at 1 01 % of a MIP, with a standard
deviation channel-to-channel o8 001 % of a MIP.
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Figure 22. Weighted averages over all runs of the residual ped&gtaler channel: weighted mean (left)
and weighted standard deviation (right) for all channeisglectron runs taken at CERN in 2006.

The effect of a systematic pedestal offset on the energye ssaddditive, and so the mean
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offset scales with the number of hits recorded. To give ammesé of the size of the effect, a
1GeV (45 GeV) electron will produce around 250 MIPs (6000 B)IRf these are distributed over
100 (400) hits, the impact of the remaining pedestal offsétbe around 0.2 MIP (0.8 MIP), i.e.
" 1MeV (* 3MeV), which can be neglected.

4.2.2 Uniformity and stability of the noise

Figure[2B shows the noise per channel as a function of the pachimdex as used in Figure] 20, and
for the same electron run. Some channels have an intrihstugh noise, often in (anti)correlation
with a neighbouring channel. On average over all channlésnbise with this method is found
to be 5914 0:004 ADC counts with a standard deviation a885 0:003 ADC counts, for this
particular run.

z 18 et CALICE
::3) 16 ' 300F Entries 6462
é 14 200- Mean 5.914 + 0.004
= b 100- RMS 0.345 + 0.003
=% 6 7 8
10 N, (ADC counts)

1 1 1 I 1 1 .I I‘ ] I 1
3000 4000 5000 6000
Pad index

1 1 I. 1 I 1 1 ) 1 1 I 1
50 1000 2000

Figure 23. Uniformity of the noiseNg as a function of the pad index (see text) for &3#5/ electron run.
The inset histogram displays the projection on the y-axis.

Figure[2} shows the mean and standard deviation of the ne&aged over all channels,
for other runs taken in October 2006, as a function of the rumlmer. Very similar results are
obtained for the August runs. On average over all chanrtesnoise is 62 0009 ADC counts
(129 01 % of a MIP), with a run-to-run dependence smaller than 1 %hefrhean noise, and
a channel-to-channel dependence of about 9 % of the meam, mdigch justifies considering the
channel dependence in the following.

As for the residual pedestal, no clear correlations are asemfunction of time, temperature
(day/night variations), or beam energy. In order to studyergystematically the time dependence
for each channel, the mean noise value over all runs weidhtélde error per run is considered per
channel, and displayed for all channels in Figurde 25, left GERN electron runs. The mean noise
is 129 0:1 % of a MIP, with a spread channel-to-channel df 10:1 % of a MIP. The standard
deviation in time is smaller than 0.3 % of a MIP on averagehwitspread channel-to-channel of

— 22 —



g 6 1; Pion/muon runs CALICE 7 0.75¢ Pion/muon runs ALICE
5 “E e o S F o &
Q E <+ e'leruns =1 F € e'leruns
O 6.05F 8 o7
Q E o (3] e
2 o o 8 F
T sost wl < oesf
S 5.95F G it c ok
5] E %, &7 k) C
E B9 # g E %
= = 'g 0.6~ %
5.85F 3 F &
g ° L
5.8F 8 055F
E £ S r <
5.75F 3 £ & v
E o 0.5 o ke
5.7F z E
| S T T T T T L L L o ERTERIN BR L L L TRRERTIN RATRI T
600 620 640 660 680 700 720 740 760 600 620 640 660 680 700 720 740 760
Run number (300XXX) Run number (300XXX)

Figure 24. Time dependence of the average over all channels of the Ngiseean value (left) and standard
deviation (right) as a function of the run number, for rurieetaat CERN in October 2006.

less than 0.2 % of a MIP. The standard deviation per chanmeialsed by the corresponding noise
per channel is represented in Figlirg 25, right. On average looth periods, the relative spread
run-to-run is 200 003 % with a spread between channels &0l 001 %. With about 20 % of
the channels having run-to-run variations above 3 %, a gurndh approach to measure the noise
is required.

The impact of the noise on the energy scales with the squateofahe number of hits: for
100 (400) hits in the case of a 1 GeV (45 GeV) incident electtha noise contributes less than
0.5%/ E to the total energy resolution.
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Figure 25. Weighted mean over all runs (left), and resolution, definetha ratio of the weighted standard
deviation to the weighted mean (right), of the ndigeper channel for all channels, for electron runs taken
at CERN in 2006.

4.2.3 Conclusion

Pedestals are subtracted with a remaining offset smaker @2 % of a MIP, but with channel-to-
channel variations of Z 0: % of a MIP, and run-to-run variations ofll 04 % of a MIP. The
impact on the energy scale depends on the nuhbef hits recorded, @02 N in MIP units,
which can be neglected.

The noise per channel is 2 0:1 % of a MIP on average for all channels, with variations in
time averaged over all channels af@ 003 %. About 20 % (6 %) of the channels have time vari-
ations greater than 3% (5 %), requiring a run-by-run apgndacextract the noise measurements.

— 23—



The impact on the energy resolution also depends on the mushbgehits recorded, @3 P Nin

MIP units. SinceN 7 100 (400) for 1 GeV (45 GeV), this is therefore negligible.

4.3 Crosstalk around the module edge

In some events (as shown in the event display in Fifjufe 26gnvehlarge quantity of energy is
deposited in the proximity of the guard rings, a signal of @inconstant amplitude appears on
all peripheral pads, except for the four pads of the corndrere/ this amplitude is twice as large.
These “square events” are due to capacitive coupling whitdtssbetween the guard rings and the
peripheral pads. From the measurements, about 1% of thgecliaposited in the guard ring is
propagated into each border pixel (and twice as much intcdineer pixels), which is compatible
with the simulation of a simple electrical model shown inwF[2} .
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Figure 27. Simple electrical model of capacitive

Figure 26. Example of a square event, taken at coupling of pads to the guard rings.

CERN with a 455eV electron beam at normal
incidence, in the 12 layer. The colour scale rep-
resents the energy deposited per pad, in units of
MIP.

Following the idea of a capacitive coupling between guardsiand bordering pads, a straight-
forward option is to cut the guard rings into small segmeitss layout technique should result in
the coupling capacitance being in series, thus dividingctheling effects. Following preliminary
simulation studies, the segmented topology design optorthie guard rings is shown to lower
the crosstalk effects by a factor ranging from 3 to 30 acewydo the actual distances of the ele-
ments of the design. The simulation work is ongoing and adlesign options are being evaluated.
Measurements on real modules will complete this work.

The criterion for identifying square events in the beam des is based on two characteristics
of the border hits involved in square patterns. Firstly, adeo hit is considered as isolated if its
neighbours are only other border hits. Secondly, two bdndsrare linked if there is a path between
them along the border without any gap. In a module, a squdterpas found each time the number
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of border hits which are isolated and linked is greater thae,restablished with the help of Monte
Carlo data. The Monte Carlo does not include the simulatidhecrosstalk.

The probability for a module to display a square pattern ating to the above criterion is
shown in Figurd 28 for both August and October periods of d¢tang at CERN. The error bars
displayed in Figurd 28 contain the systematic uncertaisoeiated with varying the selection
cut between eight and ten linked border hits, in quadratutk the statistical uncertainty. It is
seen that, as expected for a crosstalk effect with a detethi@shold, the rate increases with the
energy of the electron beam, but remains stable in time favengenergy and beam profile. For
both periods, the beam was pointing towards a guard ringitbgteometrical spread was larger
in August. This leads to a higher rate of square patterns iolége, since the rate also increases
when the particle becomes closer to the guard ring. Givengaometrical consideration, it is not
reliable to quote a rate of square events independent oftigydar beam setting.
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Figure 28. Square pattern rate per module for a particular algorithee text), for runs taken at CERN in
August and October 2006. Energies from 6 to 45 GeV are digsplay

5. Calibration of the detector

Muons are used to calibrate the detector in terms of MIPserAfhecking the stability in time of
the noise component in muon events, the conversion faaan &DC counts to MIP equivalent
energies needs to be extracted per channel, using a largidesafimuon data to reduce the statis-
tical fluctuations. The uniformity and the stability in tinog the calibration constants need to be
checked, as well as the possible sources of systematictamtess that will influence any energy
measurement. The method and results are detailed in tlosvfaly sections.
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5.1 Extraction of the calibration constants per channel

The calibration of the ECAL prototype was performed usingp@édm halo muon runs (250;000
events each), recorded during October 2006. A further 18 were recorded in August 2006.
Another experiment upstream helped to provide a wide spoédlde muon beam over the whole
surface of the prototype. Events were triggered with a?lspintillator counter. An event display
of a muon event is shown in Figufe] 29.

I[ﬂl'[‘]lll i
[ _ |

Time: 13:36:42:069:892 Mon Oct 30 2006

Run 300960:0 Event 4030 Hits: 34 Energy: 54.1496 mips

Figure 29. Event display showing a muon crossing all 30 layers of the EGA a run taken at CERN in
October 2006. A threshold of 0.5 MIP has been applied. Theweaicale represents the energy deposited per
pad, in units of MIP. Top-leftX Y projection, top-rightY  Z projection, bottom-leftX  Z projection.

The first stage in the analysis of muon events is substragb@destals from the raw data, as
described in Section 4.1. The pedestal subtraction is paeid with an accuracy of 0.1 ADC counts
(0.2% of a MIP) on average for all channels, taken as a sysiemmacertainty for the calibration
constants.

The calibration constants are calculated for each charsieguhe hit energy distribution in
identified beam halo muon events. The event sample is sdlbégteéequiring the presence of a
track which is consistent with being a MIP, based on two ddte Firstly, the total number of
reconstructed hits in the 30 layers of the ECAL must be betwléeand 40. Secondly, the distance
between two hits in consecutive layers must be less than 2erthe residual pedestals are shown
to be negligible compared to the estimated MIP signal (0.Z2% KIIP), they are not subtracted
from the measured value of the MIP peak position. Furtheemeith a mean noise of 12 01 %
of a MIP, the noise tail is neglected and only the MIP contrduin the hit energy distribution is
fitted.

For each channel, the distribution of hit energies (in AD@rds) is made from the sample of
selected muons. Since the muon spread is not totally uniémen the whole surface, the number
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of hits in the distributions varies from a few thousand in tieeder regions to up to 14,000 in
the central part. The hit energy distribution is fitted to avamution of a Landau distribution and
a Gaussian. An example fit is shown in Fig{ir¢ 30. The most jebealueG, of the Landau
function gives the calibration constant, while the staddaeviation of the Gaussiang gives an
estimate of the noise value for each channel. The fittingedras been limited between 25 and
78.5 ADC counts.

r Normalisation 4075.8 + 177.7
1000— G, 455%0.1
L o, 31%02
0, 6.6+02

800

Nentries /2.5 ADC counts
T

400[—

200

L - IR T T B F W N S |
% 50 100 150 200 250
Hit energy (ADC counts)

Figure 30. A representative example of the energy distribution of hitsnuon events for a particular
channel. The fit function is a convolution of a Gaussian anamdau. Normalisatiorz. andoy refers to
the constant, most probable value and width of the Landactifom andog to the width of the Gaussian
function.

The statistical uncertainty on the fitted value@®f, calculated by TMinuit [2R], is @43
0001 ADC counts on average for all channels, with a spreaddmtvchannels of 063 0001
ADC counts. In addition, as stated above, the pedestalagiluin introduces an additional un-
certainty of 0:1 ADC counts. If the entire ADC range is fitted rather than thege 25-78.5
ADC counts, the difference is found to beD0 002 ADC counts on average over all channels,
with a spread between channels ai46 0001 ADC counts. The latter value is considered as
a systematic uncertainty on the calibration const&its The total statistical uncertainty on each
calibration constant is hence about 0.24 ADC counts (0.5 % bfiP), and the total systematic
uncertainty 0.18 ADC counts (0.4 % of a MIP).

5.2 Results

For 6403 out of the 6480 channels of the prototype, the MIP@lon is obtained using the above
procedure. One entire module (36 channels) shows no sipoaea25 ADC counts, as a result of
the silicon not being fully depleted. The ratio between treamMIP signals of this module and a
randomly chosen neighbour is estimated to be 0.517, alpwirelative calibration of its channels.
Nine channels have readout issues, and are declared deatheFremaining 32 channels, the fit
described above fails due to anomalously high levels ofendi8 of these are recovered by fitting
with the sum of a Gaussian and the previously used functidre dther 14 are calibrated using
neighbouring pads. The calibration constants are founéve Blight variations chip-to-chip. The
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spread between chips is found to b&® 002 ADC counts (1.7 % of a MIP) on average, hence
this value is taken as systematic uncertainty for the 50mblarcalibrated using neighbouring pads.

5.2.1 Uniformity across the detector

The calibration constants for all channels are shown inf€if@ as a function of the pad index.
Three main categories of channels can be identified in Figilydinked to the gluing date and the
module origin. The first category (in black) at around 44 ADdiats contains layers 0 to 13 and
layer 20 and corresponds to wafers produced by the Instititéuclear Physics, Moscow State
University [13], glued at the end of 2004. The second cate@arblue) at around 46 ADC counts
contains layers 14 to 19, layer 21 and layer 24, and corraptm wafers from the same man-
ufacturer glued between October 2005 and May 2006. The tatdgory (in green) at around
47.5 ADC counts contains layers 22 and 23, and layers 25 tar@® corresponds to wafers pro-
duced by the second manufacturer (ON Semiconductor CzephldRe [12], with the Institute of
Physics, Academy of Sciences of the Czech Republic, Praglued in 2006.

~ CALICE

50

I

P

G, (ADC counts)
N
o1

40— 5
- 1 2 700F
35— 3 600f
N & 500F
- O 400F
- - 5 300F
30: Entries 6471 S 200f
~ | Mean 45.48 + 0.03 g0 ,
25— z° 07257730 35 40 45 50 55
- | RMs247z002 | 1 G, (ADC counts)
_I 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
200 1000 2000 3000 4000 5000 6000 7000
Pad index

Figure 31. Equivalent ADC valués, for the energy deposit of a MIP for all 6471 active channelshef
ECAL prototype, obtained using the October 2006 muon eveatsple, as a function of the pad index.
Points displayed in black, blue and green correspond toralamespectively from the first, second and
third categories explained in the text. The group of 36 clk#at 23.5 ADC counts corresponds to the
non-fully depleted module. The inset histogram displagsfttojection on the y-axis.

5.2.2 Stability in time

To check the stability in time of the calibration constatig, values obtained with the above sample
of beam halo muons recorded in October 2006 are comparedthgtbest bench measurements,
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taken before the mounting of the slabs (see Segtion|1.3®&y @re also compared with a sample
of beam halo muons recorded in August 2006 in similar cooiiti

Test bench measurements were made between 2004 and 20@&e(gia[1.3]2), giving an
average per chip (i.e. per 18 channels), with an uncertaih®% (2.2 ADC counts on average),
and with a different DAQ. These are plotted against the ayepeer chip calculated for the October
2006 muon runs in Figufe B2. A clear correlation can be seealfehannels with the exception of
one chip that was measured at a high gain with the cosmickaash, but has a more standard value
with the muon measurement. This chip would appeart & 43 ADC counts and §SMs= 260
ADC counts in Figur¢ 32. The correlation factor between the datasets is found to be 75.8 %,
discarding the outlier chips. None of the chips has detatdal, confirming a stable and reliable
behaviour of the chips with time.
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Figure 32. Mean per chip of the calibration
constants obtained with the cosmics test bench
versus those obtained with October 2006 muon
runs, discarding two outliers. The ADC counts
represented in both axis are obtained with differ-
ent DAQ systems. The colour scale represents
the number of entries per bin. The black line rep-
resents the equation= 3254 x. The values
for the half-depleted module are out of scale for
clarity, but are approximately aligned with the
black line. One outlier chip at (43,260) is not
shown for clarity.

Figure 33. Calibration constants obtained with
August 2006 muon runs versus those obtained
with October 2006 muon runs. The colour
scale represents the number of entries per bin.
The black line represents the perfect linearity
for the two sets, taking into account a shift of
0.76 ADC countsy(= x+ 0:i76). The values for
the half-depleted module are not shown but are
perfectly aligned with the black line.

The August sample results are plotted against the Octolmeplsaresults in Figurg¢ 33. A
correlation coefficient of 93.2 % is found between both datsasThe difference between October
and August values is plotted against the pad index in FigdréTBe mean value of the difference
for all channels is found to be0:/6 0:01 ADC counts with a spread off 001 ADC counts.

The systematic shift of about 1.5% of a MIP shown in Figuies3ddt yet understood, and is
being investigated. If it is due to some timing offset in thgders, such that the sample & hold
is offset with respect to the shaper peak, an additionaktaied systematic uncertainty of about
1.5% of a MIP would have to be considered on the energy scaléheatrigger used to record

— 29—



CALICE

N
III|III

G2 - G, (ADC counts)

, - 500 A
400F
300F
- 200:
Mean -0.76 + 0.01 . 100

_4 __ )
| Entries 6471
B 9% 3 2 1T o0 1 2
L RMSI 0.65+ 00|1 | = | | G- (ADCIc:ounts)
% 1000 2000 3000 4000 5000 6000

Pad index

Figure 34. Difference between October and August values, as a funcidhe pad index. The inset
histogram displays the projection on the y-axis.

electron or pion beams could have different timing settiagain. Otherwise, if the shift is, for
example, due to a different operation voltage of the VFE P, different calibration constants
are required for the different periods of data taking.

5.2.3 Summary

For 99.09 % of the channels, the calibration constants at@r@d from a convergent fit with a
statistical uncertainty of 0.5 % of a MIP and a systematiceutainty of 0.4 % of a MIP. For 0.77 %
of the channels, it is necessary to copy the calibration temigrom a neighbouring pad. This
results in a higher systematic uncertainty of 1.7 % of a Mtlhimg from the standard deviation of
the calibration constants obtained from a convergent fithgr. The remaining 0.14 % of channels
are declared dead.

The mean and standard deviation of the calibration corstantall channels are summarised
in Table[4, for the three measurement in time that have beetemahe correlation coefficient
between the October and the August (cosmics setup) sansdiesrid to be 93.2 % (75.8 %) indi-
cating a reasonable stability with time. The systematitt sifil.5 % of a MIP found between the
August and October samples however needs to be understaadieSare ongoing by comparing
to additional samples taken in 2007 at CERN.

Conclusions

The CALICE ECAL Si-W prototype is a large scale prototypehwiiearly 10,000 channels when
completed, of which 6,480 were studied in this document. Gtesen technology, specifically
high granularity together with a compact structure, is catilgpe with the physics goals of an ILC,
through the use of a particle flow approach for the reconstmoof events. Since a final ILC
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Cosmics 2004-2006 August 2006 October 2006
Mean (ADC counts) 16154 037 4624 003 4548 0903
RMS/Mean (ADC counts 0038 0002 00538 00004 | 00543 00004

Table 4. Summary of the measurements of the calibration constamtalf@hannels, made with three
different samples. The measurements from the cosmics seéufaken with a different DAQ system, and
with averages per chip.

detector could have a coverage of around 3,08®frsilicon, the wafer price must be kept low
and this has been a primary aim of the sensor design. Wafeeslgen produced, and continue to
be produced, by several manufacturers, both to keep the gaan and to test several fabrication
technologies.

As expected when building and testing new prototypes, sba®e been encountered. The
mechanical design and DAQ have proven themselves verplelidhe affected parts in the design
and test procedure were mainly the wafer production and theuhe design, and electronics issues
with power supply lines and grounding.

The first problem encountered affected the module, oncaedglneghe VFE PCB, with incom-
patibilities observed between the chemical passivatiad Uy the manufacturers and the gluing
process. This was solved with the producer, and has now pn@lable over period of years.

When the prototype was first put in beam, further issues wisdered at the module level.
The first one concerns a capacitive coupling between thelgirey and the peripheral pads, discov-
ered through the observation of so-called “square eveiits’s is being investigated and modelled
with simulation, in order to reduce the crosstalk in the reegign. Methods are also being devel-
oped to identify these events reliably in the beam test datee second issue, observed through
the sudden shift of all the pedestal signals of a module,gtmmal to the amplitude of the signal
recorded in the module (and hence to the energy of the inapipémnticle), is not yet understood.
An intermittent bad contact between the Aluminium foil pidimg the ground and the module
could explain such an effect but is hard to diagnose. An imguidsolation and grounding system
is being investigated.

The last issue encountered, observed through the suddiéroshll the pedestal signals of
a VFE PCB by the same amount, has since been attributed tothesolation of the VFE PCB
power supply lines. No working fix has been provided yet batdbsign is being corrected for the
next prototype.

Large datasets have been acquired in beam tests at both DESTERN. Pedestals were
found with a remaining offset smaller than 0.2 % of a MIP, wittannel-to-channel variations of
17 0:1 % of a MIP, and run-to-run variations ofll 0: % of a MIP in electron and pion runs.
However, in the muon runs used to calibrate the responsecbf gzannel, the channel and time
variations are smaller than 0.4 % of a MIP, ensuring a ndgkgimpact on the energy scale.

The noise is around 13 % of a MIP for all channels, with 20 % ef thannels having time
variation greater than 3%. The impact on the energy resoiuiill be 013 P N in MIP units,
with N the number of hits recorded above threshold.

Overall, the calibration constants are found with an erfd¥.b % of a MIP. A systematic shift
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of less than 2% of a MIP is found between values measured isummener (August 2006) and in

autumn (October 2006), indicating reasonable stabilityaddition, the comparison with cosmics
test bench measurements taken several years before thetéstanshows a good correlation be-
tween the two sets of measurements, indicating a stableddiatile behaviour of the wafers over
periods of years.
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