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ABSTRACT. In the HARP experiment the large-angle spectrometer isguaicylindrical TPC as
main tracking and particle identification detector. The reatnm scale of reconstructed tracks
in the TPC is the most important systematic error for the nitgjaf kinematic bins used for
the HARP measurements of the double-differential produactiross-section of charged pions in
proton interactions on nuclear targets at large angle. TABPITPC operated with a number of
hardware shortfalls and operational mistakes. Thus it wg®rtant to control and characterize its
momentum calibration. While it was not possible to enterradiparticle beam into the sensitive
volume of the TPC to calibrate the detector, a set of phygicatesses and detector properties
were exploited to achieve a precise calibration of the agipar In the following we recall the
main issues concerning the momentum measurement in the HARE and describe the cross-
checks made to validate the momentum scale. As a conclubkisrgnalysis demonstrates that the
measurement of momentum is correct within the publishedigioan of 3%.

KEYwORDS Time projection chambers; Detector alignment and cdiitmamethods (lasers,
sources, particle-beams).
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Treatment of the dynamic distortions

1. Introduction

The HARP experimentJ1]] 2] at the CERN PS was designed to ma@sunements of hadron
yields from a large range of nuclear targets and for incigiamticle momenta from 1.5 GeX¢ to
15 GeV/c. The main aims are to measure pion yields for a quantitatxségd of the proton driver
of a future neutrino factory, to provide hadron productionss-sections for precision calculations
of the atmospheric neutrino fluK [3] and to measure parti@dly as input for the flux calculation
of accelerator neutrino experiments, such as KBK [4], MouRE and SciBooNH]5].

The HARP experiment makes use of a large-acceptance spetéoconsisting of a forward
and large-angle detection system. A detailed descriptiothe experimental apparatus can be
found in reference[J2]. The forward spectrometer — basedaayel area drift chamberf [6] and
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Figure 1. Left panel: schematic layout of the TPC. The beam enters fhenfeft. Starting from the outside,
first the return yoke of the magnet is seen, closed with anoapdat the upstream end, and open at the
downstream end. The field cage is positioned in the middlaehtagnetic volume. The inner field cage is
visible as a short cylinder entering from the left. The ITi@ger counter and target holder are located inside
of the inner field cage. Right panel: mechanical drawing @ of the TPC pad plane, the layout of the
pads is indicated.

a dipole magnet complemented by a set of detectors for [mitientification (PID): a time-of-
flight wall [[]] (TOFW), a large Cherenkov detector (CHE) andedectromagnetic calorimeter —
covers polar angles up to 250 mrad which is well matched tatfygilar range of interest for the
measurement of hadron production to calculate the pr@seofi conventional neutrino beams.

The large-angle spectrometer — based on a Time Projectiam@ér (TPC) and Resistive
Plate Chambers (RPCs), located inside a solenoidal magrieds—a large acceptance in the mo-
mentum and angular range for the pions relevant to the ptmguof the muons in a neutrino
factory. It covers the large majority~(70%) of the pions accepted in the focusing system of a
typical design.

1.1 The HARP TPC

The HARP TPC was designed and built in a record time of ab&wdars. Its main design features
are an almost full solid angle acceptance and high-eveataababilities. It was operated in the
years 2001 and 2002 at the CERN PS. Additional specializiidraton runs were performed in
2003.

The TPC consists of a cylindrical volume 1.5 m long and 0.8 amditer filled with a 91% Ar,
9% CH, gas mixture positioned in a solenoidal magnet with a field.@fl0 A 12 kV electric field
drives the ionization charges at a velocity of 5/qms to the read-out plane, where the induction
signals are collected by 3972 pads arranged in 20 concentis. The pad signals are digitized
in 100 ns time bins, corresponding to about 5 mm bins in thgitadinal direction. A sketch of
the HARP TPC and of its pad plane is shown in figJre 1. More teethmletails can be found in
reference(]2]. The TPC is the key detector for the analysisamks emerging from the target at
large angles with respect to the incoming beam direction.

The HARP TPC suffered from a humber of shortcomings that wiéeovered during and
after the data takind][2]:



1. A rather large number of deficient electronic channelsl$%) due to poor soldering of a
fraction of cables to the back of the pad plane.

2. Static distortions caused by the inhomogeneity of thermatigfield, the accidental HV mis-
match (about 2%) between the inner and outer field cage arelaftigts near the inner and
outer field cage.

3. Dynamic distortions caused by build up of ion-charge itemms the drift volume during the
400 ms long beam spill, caused by a partial 'transparencyhefcathode wire grid. Given
the beam intensity and the data acquisition rate with the @#raction length targets, it
follows that HARP operated under conditions of a high deatkt{higher than 95%). The
number of events collected in each spill was on average &t

4. Cross-talk between pads caused by capacitive couplimegeba signal lines in the multilayer
printed boards.

A description of the measures taken to correct for the effetitems 1, 2, and 4 is given ifi [P, 8].

The treatment of the dynamic distortions and some detaihefttack fitting procedure is
described in appendik]A. We recall here that in large angbsscisection results so fdi [B, 9],
only the first part of the spill (about 30% of the total eventshere the dynamic distortions are
negligible were used (as discussed in appefdix A the distsrican be monitored by a physical
parameter namedy ). This provides very little penalty in measuring cross isst because already
with this statistics systematic errors dominate in mostioékatic bins [B[]0].

Under these experimental conditions, in absence of an pppte calibration system and with-
out the possibility of exposing the TPC to test-beams, a \idage of experimental cross-checks
has been employed to assess the momentum scale in the HARRJ B€scribed in the following.

1.2 Procedure used to determine the absolute calibration dhe momentum scale

The momentum measurement in the HARP TPC is a direct restiiteotalculation based on the
measured track curvature and the known magnetic fieldadhéoc correction factor has been
applied to make the measurement agree with the benchmérlas, the determination of the scale
should be considered as a cross-check rather than a calibrat

A bias on the momentum scale as measured by a TPC is typieddited to a sagitta error:

(pr)/pr=s-8-q-pr/(0.3-B-L?) (1.1)

Where the sagittaand the track length are in meters (0.5 m is the typical track length in HARP),
the magnetic field in Tesla (0.7 T in HARP), the track momentup is in GeV/c, q s the sign
of the charge of the particle.

Unfortunately, it was not possible to send a direct beam dfgbes into the sensitive volume
of the TPC. In the absence of such a beam, well defined proegduere used to determine the
absolute calibration of the absolute momentum calibraticimne TPC.

e The momentum scale in the TPC was characterized by usingrpsptoton elastic scattering
data as benchmark, see secﬁbn 2, in two different ways:



1. By using the incident proton momentum and direction (meakby the beam MWPCs)
and the momentum and direction of the proton scattered g¢ langle, measured by
the TPC, the missing mass squahddis determined for every event (see secfion 2.1).
A bias in the momentum scale would reflect in a bias inNtfecalculation.

2. The angle of the forward scattered particle is used (nmedday the forward spectrom-
eter) together with the momentum and direction of the incwmiroton to predict from
the kinematics of the elastic scattering the recoil prot@mmntum and direction. This
prediction is then compared with the measured momentumeofdboil proton (see
section[2.2). Special care has been devoted in this testoid any bias due to the
different energy losses of protons (measured in elastitesoay events) against pions
(cross section measurements), as desctitresiection2.2]3.

e As an additional cross-check, one can also look at fédd distribution, see sectidi 4. A
satisfactory description of the-dE /dx distribution is obtained after the TPC calibration. Al-
though less precise than the elastic scattering kinemigsnethod can be used to exclude
large biases.

e A sagitta error would have opposite sign for positively aedatively charged particles and
would grow linearly withpr. It would thus be detectable, regardless of the absolute,sca
by a dependence of the measured total momentum on the trgtk fan samples of tracks
with different angles for which one can ensure that they hHheesame total momentum.
These samples, as discussed in sedtign 4.2, can be defimedpustons in fixed regions of
relatively high & /dx (dE /dx depends only on the total momentum).

e The p-f relation using the time-of-flight measurement with the R&s also be used as
a relatively weak cross-check, see secfibn 5. The precisidhis method is limited by
the understanding of the detector physics of the RPCs in twtibn with the very short
flight-path.

2. Elastic scattering data

2.1 Measure of the missing mass squared

This analysis has been already published[fin [2] and it is dnigfly summarized here. Events
from the 3 GeVc momentum runs are selected by requiring standard beantiesleciteria for

protons and only 1 or 2 prong events in the TPC. The 2-prongts\@e determined by very
loose kinematical cutsf(@ — @) — 11 < 0.3 rad and(6;, + 6,) < 1.75 rad, wherep, @, 61, 6,

are, respectively, the azimuthal and polar angles of thettaaks. Further selection criteria are
applied to the large-angle track, that is used for the finalyesis: the particle is positively charged
and well measured over a minimum of 10 points; the reconsidumomentum is in the range

1in principle it is enough to measure the angle of the scattpreton to predict its momentum. We did not follow
this method because a) we use the angle to select a cleanesahgbhstic scattering events and b) the angle of protons
is affected by multiple scattering in the material aroureltdrget



350 -

'PDG

Events

300
250 -

200 -

100 |-

50 -

L
3.5

Mi (Gevc*)

Figure 2. Missing mass in 3 GeXt pp scattering. The result (solid line) is centered veryelasthe PDG
value of the squared proton mass. An artificial shift of 15%haf momentum measured was applied to
obtain the dashed histogram. Such a shift is clearly exdigehe data (see the text).

320 MeV/c < p < 620 MeV/c. The tracks must come from the targetnd must be recognized
as a proton with al/dx selection.
The missing mass is then computed as:

M)% = (Poeam+ Prarget— pl'PC)2 (2.1)

whereppeam Prarget, PrPc are the 4-momenta of the incoming beam particle, targeict@end the
particle scattered at large angle and measured in the TBGxatively.

The result of this analysis is shown in figile 2. A fit to the rilisttion of figure[R provides
(M2) = 0.8819+0.0032 Ge\t/c* (x?/ndof = 20.5/17 in the 055— 1.4 Ge\?/c* range for a fit
using a Gaussian plus a linear background as descriptioayi@ement with the PDG value of
0.88035 GeV/c*.

To study the effect of a momentum scale bias over the reaaristt missing mass, we have
reconstructed the same distribution by displacing the nmbome of the reconstructed track by 15%.
As shown in figur¢]2 such a bias would produce a displacemeattait 0085 Ge\?/c* on M2,

Systematic errors to this measurement come from unceésiah the primary beam particle
momentum, correction for proton energy losses in the nadtefithe cryogenic target and inner
field cage. As a result, the momentum scale is estimated toeat to better than 3.5% (at one
standard deviation).

2.2 Comparison of the measured proton momentum with the eldie scattering predictions

Elastic scattering interactions of protons and pions offrbgen provide events where the kinemat-

2Longitudinal position of the point of minimum distance betm the beam axis and the track extrapolation in the
direction of the interaction vertex must be in the range-6Dmm < z< 70 mm, wherez is the coordinate along the
beam direction



ics is fully determined by any of the kinematic quantitiesl &m particular by the direction of the
forward scattered beam particle. These kinematic pragsedi the elastic scattering reaction were
exploited to provide a known ‘beam’ of protons pointing ittbte TPC sensitive volume. Data were
taken with liquid hydrogen targets at beam momenta of 3 (Be¥ GeV/c and 8 GeVc.

2.2.1 Data selection

A good fraction of forward scattered protons or pions in thestic scattering reaction enter into
the acceptance of the forward spectrometer (about 50% deypean the beam momentum).

Both direction and momentum of the recoil proton are theulipted.

Selecting events with one and only one track in the forwaegtspmeter and requiring that the
measured momentum and angle of the forward track are censistth an elastic reaction already
provides an enriched sample of elastic events. To be coutrieks need not to be inside the
acceptance of the dipole magnet, but need only to be detected upstream drift chamber which
covers the full acceptance of particles exiting the apentdithe solenoid magnet which houses the
TPC. By requiring that only one barrel RPC hit is recordechatposition predicted for an elastic
event (the precision of the prediction from the forward $gpeueter is within the RPC pad size)
and within a time window consistent with a proton time-offii, a sample of recoil protons with
known momentum vector is obtained with a purity of about 99%.

The requirement of one RPC hit is relaxed for events wheradbeil proton momentum is
predicted to be low enough that it can be absorbed in the rabterfront of the RPCs. In such
cases also events without any RPC hit are accepted. Thaomddliitequirement that the recoil
angle is consistent with elastic scattering is then usedisare a pure sample. At beam momenta
in the range 3 GeYt—8 GeV/c the kinematics are such that these protons point into the WitC
angles of~ 70° with respect to the beam direction.

The correlation of the forward scattering angle and reaaitgm momentum introduces an un-
avoidable threshold in recoil proton momentusm 350 MeV/c) which translates into a minimum
angle for the scattered particle. The threshold is reltivigh due to the need to detect the proton
also in the barrel RPC system outside the outer field cageeoT BC. As mentioned above, this
requirement can be removed only in cases where a somewget lzackground can be tolerated.

Due to the geometry of the rectangular aperture of the dipwgnet of the forward spec-
trometer only two small horizontal sectors of the TPC can dygupated with recoil protons above
threshold momentum in the 3 G¢¥/beam. In the 5 GeXt beam the situation is much better
and all azimuthal angles can be populated, although notgrablgeneously. In the 8 Ge'¢ beam
the population is homogeneousgn but the error propagation of the measurement of the forward
scattering angle into the prediction of momentum and anfyteeorecoil proton becomes less fa-
vorable.

The numbers of selected elastic events amount to aboutA%0®@he 8 GeV/c data sam-
ple, and 5,000 for each of the 5 G&/and 3 GeVc data samples. The exposures with higher
momentum beams have not been used for this study.

2.2.2 Protons versus Pions

With elastic scattering we can check the reconstructed mameof protons, while in cross section
measurements we are interested in the momentum of pionise thbmentum scale is influenced
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Figure 3. Left panel: pr of the recoil protons used in the proton and pion elastideday data (5 GeYc
runs) using the forward spectrometer to determine the katiesy Right panel: typical distribution of thg-

of pion tracks used in the cross section measurement for 8 &p—Be interactions in the angular range
of the analysis beforp and pr cuts.

by a bias, however, protons are a robust check providedhbatmomentum in elastic scattering
events is similar to the momentum of pions in cross sectioasm@ments and that their higher
energy losses do not influence the measurement. The compafithe pr of protons from elastic
events and th@r of pions in a typical setting, figurig 3, shows that with etastattering most of
the range of interest is covered.

The possibility that the energy loss of low momentum protoans alter the momentum recon-
struction is discussed in the following section.

2.2.3 The “unconstrained fit”

Since the energy loss in the material of the cryogenic tatggger counter, and inner field cage
is large for protons in the energy range covered by elastittesing, there is a significant change
of curvature of their trajectory in that region of the detectThis effect introduces a bias in the
measurement of the momentum if one uses the vertex coridoathese low-momentum protons.
Therefore, the behaviour of the momentum measurement éboms was studied without making
use of the vertex constraint. If one would use a vertex camgtin the fit for these protons one
would either have to modify the algorithm to take into acdotlne@ change of curvature induced
by the large energy loss in the inner field cage or one woul@ hawcorrecta posteriorifor the
bias. The former option, the use of a modified algorithm, \dawt validate the standard code used
for the minimum ionizing pions. The latter option is usedhe tinalysis described in sectipn]2.1.
Inside the TPC gas volume the energy losses of protons aligibégyso that they can indeed be
used to validate the procedures in a way also applicablestsithation for pions.



— T T T
Data: 0.018/0.142 MC: 0.022,/0.1404

1, —

©
©
——
I

events normalized to peak
o
[©]
I
|

©
~
——
1

02 .

0.2 0.4

Figure 4. Comparison of the unconstrainepl{ and constrainedp@) momentum p1/p2 — 1) for pions
(above 350 MeYc) using data (from different target materials) and the spomding Monte Carlo. The
data are indicated by the black histogram and the Monte @grtbe dashed histogram. The position of the
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Constrained and unconstrained fits are sensitive in theigdnvay to any sagitta error, since
the vertex position is not influenced by distortions in theCTP

For pions and high momentum protons it was checked indepdigdbat the constrained fit
is unbiased with respect to the unconstrained fit for traekemstructed in the real data and in the
simulated data. In figurg 4 it is shown that the vertex coimgtdoes not introduce biases for those
particle trajectories and that the simulation providesxaekent description of the behaviour of the
resolution function. The comparison of the unconstraingl) @nd constrainedp@) momentum
((p1/p2—1) for data and Monte Carlo shows that the position of the fieakntered at zero well
within 1% and that the average is about 2% both for data and MC.

2.2.4 Results with the standard data selection

In this comparison, only the first 50 events in the spill wesediin order to avoid the effect of
dynamic distortions in the unconstrained fit (see also agiggfl). Given the beam conditions
of the run under study here, this condition guarantees tine skata quality as in the analyses of
references[[d,9].

The comparison of predicted momentum and the momentum secated without vertex con-
straint is shown as a function of predicted momentum in fi§ur&he relative average difference
is (2+ 1)%, and shows no clear momentum dependence. From thisvaliearone concludes that
the momentum scale is known to better than 3% (at one stad@&idtion). Systematic uncertain-
ties such as the absolute beam momentum scale, the preicisf@mmeasurement of the kinematic
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sensitive to dynamic distortions beyond this value.

guantities of the forward scattered track and the need ferggrioss corrections limit this test to a
precision of about 2%. Since the sensitivity of the benchnmasimilar to the shift observed it is
not justified to adjust the momentum scale to the benchmark.

2.2.5 High statistics benchmarks

To improve the statistics of this check, we make use of tHesfatistics by applying the correction
of the dynamic corrections (see append]x A) and we add elastitteringr™ — p events to the
proton elastic scattering sample and analyze separately p eventss One should note that
the effect of a trajectory distortion creates the same mamnershift if a systematic shift on the
sagitta is caused by dh x B effect, since both the effect and the curvature for protdmnge
sign simultaneously. Therefore these two settings arecteg@do provide consistent results. The
difference between the predicted and the measufeddfter corrections for the energy loss of the
proton prior to entering the TPC), is shown in figlife 6. As rieeed above, this procedure has
an intrinsic 2% systematic error coming from the deterniamabf the incoming beam momentum
and from the angle measurement with the forward spectramete

The following results were obtained:

3In the following figures the label “positives” indicates thexoil protons in elastic scattering events in the positive
beam, and “negatives” is used to label the protons in thetivegaeam.
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e The elastic scattering sample using the first 50 events gwitborrections for dynamic dis-
tortions) and the elastic scattering sample using the syeatrected for dynamic distortions,
from 1 to 100 and from 101 to 200 are fully compatible (see &dg);

e With the larger statistics allowed by the use of 200 eventsspél it is now possible to
compare “positives” g™ p and pp) (figur¢]6) and “negativesit( p) (figure[}).

The distribution for “positives” has an averaép—)/p~! equal to—0.0148+ 0.0047 while the
distribution for “negatives” hagA(p~1)/p~1) = 0.0096+ 0.0113. The combination of the two
polarities givegA(p~1)/p~1) = —0.011+0.004. Again, taking into account the systematic errors,
we conclude that no bias on momentum is observed with a jwaci$ 3%.
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Figure 8. Average momentum of particles with &ddx in the TPC corresponding to 7-8 MIP, as measured
in 31 different settings. The horizontal dashed lines spoad to a variation o£2% around the average
value of 340 MeVc. The different settings are labeled with the material oftérget and the momentum, in
GeV/c, of the incident beam.

2.2.6 Stability of the elastic results with other settings

To check that the results obtained with the elastic eventthermydrogen target are stable in the
other data taking settings, we have selected a sriltidregion corresponding to 7-8 MIP. In this
region the pion contamination is negligible and protonshavaverage momentum of 340 M&/

The average reconstructed momentum of protons in this Isasttbivn in figuré]8 for 31 differ-
ent settings. All the settings provide an average momentithinv+-2% around the average value
of 340 MeV/c, demonstrating the stability of the momentum scale medswith elastics during
the overall HARP data taking. Particles were only accepthdnthey were nearly perpendicular
to the beam direction, so that the averggeof this sample is 310 Me)t.

3. Track residuals with positive and negative settings

A way to monitor the presence of residual distortions (whHendynamic distortion correction is
not applied) is to look at thA(Rg) difference between the coordinate of the track measurealdn e
pad row of the TPC and the trajectory estimated by the cirditlaTo do this we have selected
tracks (vertex constrained) hitting the center of the RP€&lap to be able to fix an external point.
The cuts applied in the standard analysis have been usedsahe residual distributions can be
obtained separately for positive and negative magnetid €iigection. In this case aB x B effect
changes sign for the two polarities. For this test we usedlaoa5% nuclear interaction length
(Ar) target with beam momenta &f5 GeV/c respectively.
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Right panel: Same usingBfield negative polarity setting(5 GeV/c Carbon target data). Changing the
B field polarity, the swap in sign of the mean residuals in theeimost and outermost pad ring is clearly
visible.

The analysis of the distributions of the residuals showstti@biases are small (in the range
of +£200 microns). As expected row number 1 (the innermost) awchtomber 20 (the outermost)
display edge effects{(800 um and +300um respectively) which are not fully addressed by the
distortion correction for static misalignment between itimeer and outer field cage voltages. The
fact that the residual is larger in the inner row and of opjgosign to that in the outer row is
consistent with the hypothesis that the effect is due toiduabelectrostatic field, see figuie 9 (left).

A further confirmation was obtained by looking at the resldlistribution for the tracks of the
—5 GeV/c sample where the magnetic field polarity was inverted. Is kit case the behaviour
is the same but the sign of the residual of the innermost atetmost row is now inverted (+380
um and—635 um respectively), see figufg 9 (right).

By excluding rows 1 and 20 from the fit, one can place a limitstlthan 1% on the effect of
the residual distortion effects on the momentum measuremen

4. Consistency checks of the momentum calibration with B /dx

The & /dx cannot be used in HARP to estimate the momentum scale witkcéspon similar to the
elastic scattering method because both the scale and cdigatation of & /dx are free parameters
and the resolution inl/dx, about 17%, is insufficient to achieve such a precision. Nbetess,
the cE /dx—p plot provides a qualitative cross-check of the TPC momertalibration. Indeed we
find good agreement as shown in figlirg 10.

It has been claimed that the disagreement of agds plots we published i [8] with a /432
curve is a clear symptom of a TPC momentum bias, up to RBidkce the free parameters of
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Figure 10. dE/dx — p plot of HARP data, 5% Ta target at 5 Ge¥ fitted with the modified Bethe-Bloch
function (see the text), including the resolution bars farg fitted slice in momentum andeddx. The bars
are computed from the published momentum resolution & resolution for all points. The dashed
curve is the 182 curve.

the cE /dx curve can only be fixed using the point at which particles arémum ionizing, it will
be immediately clear that a/82 description, which reaches its minimum asymptoticallyjrazt
be an adequate approximation as shown in the comparisoreafdtrect curve and this simple
approximation in figur@ 0. Since this was not immediatelyiobs to the authors of ref{ J[L0], we
include here a rather pedantic discussionBfdx. Theaverageenergy loss is described with the
standard Bethe-Bloch formul@ J11]:

_9E 22 L [L 2meC By Tina

—In

5
dx AB2 |2 12 B~ 2 (4.1)

5 |-

For particle identification a truncated mean is tuned toeatly estimate the Landau peak
position (discarding the 20% of points with the highe&/dx), and not the meanky/dx (for
which the standard Bethe-Bloch theory applies). Hence eaaft on the & /dx—p scatter-plot
represents the calculation of the most probatil¢ak per TPC pad row, integrated over the tracks’
effective path length across each pad row (therefore iessmts the peak value of a convolution of
Landau distributions). Its phenomenology can be descrindiiciently accurately by a modified
Bethe-Bloch formula[[12], as shown in figufe] 10: th /dix for protons, pions, the positions of
the & /dx of a minimum ionizing particle (MIP), and intersection pisirof the bands for different
particle types are all consistent.

To avoid the effect of dynamic distortions the above anaysere done using only the first
50 events in each spill. It was checked that the constrainednfiains stable, well within 3%, for
about 100 events in the spill as will be described in the ¥alhgy section.
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Figure 11. Average reconstructed momentum as a function of event nuimispill for protons using a high
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5 GeV/c, 8 GeV/c and 12 GeYc beams on Be, C, Cu, Sn, Ta and Pb targets. The solid line stawvs t
average for protons for the first 100 events in the spill. T dotted lines show th& 3% variation around
the average.

4.1 Stability against dynamic distortions

One can select samples of tracks with a well defined momenjuaedepting small enoughed'dx
intervals in the region of high values (the so-called 8%’ region). The dE /dx resolution is suf-
ficient to select such a proton sample with only a 10% RMS shiiedtrue” momentum. If the
measured average momentum of such samples is compared rciarfuof event number in the
spill Neyt strong constraints on the influence of dynamic distortionghee momentum measure-
ments can be obtained.

In this analysis particles were selected in narrow bandsEgfdg in regions where B/dx
depends strongly on momentum. To select a sample with tHeesiigpossible momentum, the
protons were further required to reach the RPC system (lomembum protons would be absorbed
before reaching the RPCs). A further selection 1.04afl < 1.5 rad ensures a limited range of
pr. In addition to a momentum selection also a PID-selectiopeisormed with the same cuts.
The analysis was performed for the combined data set takérBv@eV/c, 5 GeV/c, 8 GeV/c and
12 GeV/cbeams on Be, C, Cu, Sn, Ta and Pb targets.

The average momentum obtained from a Gaussian fit to the ntametistribution shows that
the average momentum stays constant within a few percerd Ngt= 100 atpr ~ 350 MeV/c
(see figurd 11).

One observes that the behaviour is not compatible with atlidependence as a function of
time but the average momentum stays constant over a longdpleefore a downward trend sets
in. One of the reasons is the fact that the distortion effeetsdhot have a linear dependence in
the beginning of the spill, owing to the fact that the firstdameed to exit the amplification zone
before they distort the field in the drift zone. This is showrailittle more detail in the appendix.
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This effect “protects” the first fifty events in the spill vegfficiently. Another reason for increased
stability of the constrained fit under the condition of dititms is simply that the weight of the
vertex constraint compensates very well for the distostiaup to the point where, when dynamic
corrections are not applied, the tracks are so distortadhibaeconstruction efficiency is affected.

It has been shown with elastic scattering that the absotatk tfinding efficiency does not
change as a function of event number in the spill. This resdicates that the distortions are
continuous and smooth as a functiore@ndR. However, once quality criteria are applied, mainly
the requirement that the tracks emerge from the targetffic&acy is reduced when the distortions
are increasing during the growth of the ion charge. Sinceréituirement removes tracks shifting
out of the acceptance at one side, and since the measureofienis/ature and of the minimum
distance to the interaction point are correlated, the deviaf the average measured momentum
from a constant is thus a single-sided efficiency effect.

The pr-range covered by this cross-check represents a large mdrthe kinematic domain
used in the analysis.

4.2 Sagitta errors from momentum-angle correlations

Using a sample of tracks within a fixed interval dE (Hix where the average momentum-s
340 MeV/c, and considering thaptr = pytSinG, it is possible to look for a sagitta bias (acting
on pr) through any correlation betweep) and sinf. Unlike previous analyses where the RPC
hits were used to set a minimum range, here such a requiremnsnavoided not to introduce an
angular dependence in the definition of the average enerpeafample. From the fits to figure 12
(left) we conclude that a null bias is measured with a prenisif about 3%. This analysis has
been repeated using positive and negative pions and thectiorr for dynamic distortions with
incoming 7" in the positive beam and~ in the negative beam (Ta target, 8 G&Y. As shown in
figure[IP (right), for both magnet polarities there is no gigant dependence on sh

Since the curvature of the protons and of distortions (ifh&fE x B type) are both inverted,
the slope for protons (if any) is expected to have the samefsigpositive and negative beams.
The fact that there is no significant dependence 08 sionfirms the reliability of the HARP TPC
calibration.

5. Comparison with time-of-flight measurements

The HARP RPC systenf [IL3] is positioned as a barrel around @ dhamber, about 50 cm from
the interaction target. It can in principle be used to chéekmhomentum calibration comparing the
B—p relation of pions and protons, whefieis measured using the time-of-flight to reach the RPC
system.

This cross-check is limited in precision due to the shorbflidistance of the particles and the
rather large corrections needed to convert the measureshibid crossing time into a measurement
of time-of-arrival of the particle. For example the rangehaf correction for the “time-slewing” of
the threshold crossing time for different measured integkaharge collected in the RPCs is 2 ns,
similar to the total time-of-flight of pions to reach the RF(F]. As an additional complication,
the momentum range of the particles for whiclp-g3 comparison can be made is in the region
where pions are minimum ionizing and where protons are he@viizing (with a different & /dx

— 15—
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Figure 12. Left panel: average momentum in a fixed slice Bf/dx as a function of sif. Data are collected
with Be, C, Cu, Sn, Ta and Pb targets at 3, 5 and 8 &e¥o correction for dynamic distortions. A fixed
shift in sagitta would show up as a linear change of averageentum. These data have been fitted with a
constant term, with a linear function (the best fit corregjstio a momentum bias ef 2.5% at 500 MeVc)

and with a linear function with a slope corresponding to a 186 (dashed line). While the constant term
is compatible with the linear functiod\? = 0.8), a 10% bias ha&x? ~ 20. Thus, it is excluded at more
than 5 sigma level. Right panel: same analysisfor(black squares) and~ (open circles) incident beams
and with the full spill correction for dynamic distortioriBhese data were taken with opposite magnetic field
polarities. Data are collected for 8 Gé¥incident beam on Ta target only. A fixed shift in sagitta would
show up with the same slope for positives and negatives.idrctise, given a smaller statistics, a 10% bias
is excluded at about 90% C.LA%? ~ 4.1).

by a factor of up to 8). Thus one first has to ascertain thatdhpanse of the RPC system is well
understood before one can use the time-of-flight as a meatiltoate the momentum measurement
in the TPC.

Figure[1B taken from reference J13] shows the differencéetime-of-arrival measured with
the RPCstp, and the time-of-arrival predicted using the momentum muesasin the TPCY,,.

This plot had been used if J10] to claim a 15% bias in the HARE fildmentum scale.

If a momentum bias would be caused by an error in the measuatarhtine trajectory sagitta, it
would reflect on thg8 of protons and not on th@ of pions, which already saturafat the HARP
momenta. The RPC calibration has been performed using ,pganthat one would expect that
these display a vanishing average offset as is the case i fiu However, the behaviour of the
measured\(T OF) for protons does not agree with that predicted by the sagitidel, see E] (1.1).
While data, figurg 13, exhibits a clear slope, the sagittaghprkdicts a rather flat dependence of
A(TOF) on the measured momentum. This flathess comes from theartmomentum range
of the protons wheré(p)/p increases linearly witlp, while A(T OF) decreases witlp because3
of the protons saturates.
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Figure 13. Analysis of A TOF = (measured- predicted) time-of-flight for pions (left panel) and proson
(right panel). The measured time is provided by the RPC $igmna and the predicted time is based on the
track momentum measured in the TPC. The numbers refer to RECimY (equivalent t& position; with
pad 3 in the most backward direction). Whereas the pion dataentered near zero, the proton data are
shifted to negative times with a positive slope. The dashmexi$ the prediction foA TOF for a sagitta bias

of 1 mm and a track length of 0.5 m.

The question whether the RPC time measurement suffers fysteraatic effects due to the
large difference in primary ionization caused by pions amdgns in the momentum range available
for these calibrations had been addressed with a dedicd&€ccRlibration analysis studying proton
and pion elastic scattering off the cryogenic hydrogenetzagd reported in reference][14].

As for the measurement of the momentum scale, see seﬂ:timmasmeasurement makes it
possible to send a “controlled beam” of slow protons throtinghTPC and towards the RPC system
without the need to measure the momentum of the recoil prottinthe TPC.

An exposure of the HARP detector where a 5 GeWYeam of protons and pions is directed
onto a 60 mm long liquid hydrogen target was used.

Results of this analysis are shown in figlrg 14. Due to therkaties of elastic scattering the
vast majority of selected recoil protons which reach the RiZTem is measured in pad ring 3.

The data exhibit a clear deviation pointing to a differenrt®&PC time response to protons as
a function of the momentum. The difference can only be dubealifferent response of the RPCs
to heavily ionizing compared to minimum ionizing particldhe observed effect accounts for the
largest fraction of the absolute values and the shape ofetiatibns observed in figufe]13.

The remaining difference observed between the points ofé[@jf and figurg 14 is of the order
of (1504 100) ps at 450 MeYc, where the error is estimated from the spread of the poimtthéo
different pad rings. The central value of 150 ps correspdnds momentum shift 0&4.5% at
450 MeV/c.
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Figure 14. The difference of the time offset measured in pad ring 3 frbm éxpected time offset for
protons as a function of the momentum along its flight pathtife gas volume of the TPC). The filled
circles show the results of measurements using elastitesic&t on hydrogen, the points without marker
represent the simulation of the measurement using the ssgnastruction procedure. The momentum was
predicted using the kinematics of elastic scattering. bescy of the simulated time difference with zero
shows that the prediction of the flight time (and thus of themanta) using the elastic scattering kinematics
and Monte Carlo corrections in the reconstruction procedmr respective energy losses are correct. From
reference[[14].

Several important systematic errors affect this measuneme

e The momentum prediction with elastic scattering needs eection for energy loss in the
region of the inner field cage of the TPC. Although the desiotipof the physical processes
is very accurate it is possible that a slightly larger amafninaterial is present than that
accounted for in the calculations (the opposite is excludéidthe calculation is repeated
with 10% more material a 1%—2% shift in predicted momenturmdésiced which would
reducethe apparent difference.

e Background hits in the RPC pads can only create an earlieri@asurement, since single-
hit TDCs were used to read out the system. Given the chargell multiplicities and the
corresponding number of converted photons frafrdecays this overlap probability is esti-
mated to bex 5%. The effect of such background is not easy to estimatethieutesulting
measurement is shifted towards shorter time-of-arrivadlis background is not present in
elastic scattering events.

e There is a 20-30 ps difference in measured arrival time~f@gf00 MeV/c " versusm .
However in the negative beams this is as small as 0-10 ps. iffeeedce with opposite
B field shows already that the RPCs have this kind of systematie latter can be due to
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the position-dependent slewing correction to the ampl@sition which has as maximum
swing 180 ps, and assumes exact knowledge of where the étt@t was detected. (there
is a symmetry breaking due to the amplifier position! alwayere side.)

There is a 1% difference in the average pulse-heightrfoandr with ~ 400 MeV/c in the
9(r direction. There the production cross-sections are edua.difference can come from
the E x B effect for the avalanche electrons which can induce a diffespace-charge effect
due to the different angle of incidence of thé andr in the RPC measurement gap due to
the opposite curvature of their trajectories in the TPCsTdain explain a:15 ps difference
of threshold crossing, keeping in mind that the threshold retatively high, considering that
the full time slewing correction is- 2000 ps.

Therefore, the RPC system cannot provide a cross-checl shine quality as the elastic scat-
tering data. As a conclusion, the observed time-of-argvalrotons at the RPC barrel is consistent
with an unbiased measurement of momentum within a relgtieege error of 5%.

6. Conclusions

Asserting the correctness of the momentum reconstruatitimei HARP TPC has not been easy, as
can be expected from a chamber affected by a large numbeadfafannels, cross-talk, static and
dynamic distortions in the absence of the possibility toaidgect particle beam for calibration. By
a series of dedicated cross-checks and benchmarks, theéne&ptal verification could nevertheless
be made. This allowed us to conclude that the TPC momentuamsé&ciction developed by the
HARP collaboration is correct within the precision ©48%. This confirms the systematic error
associated to the momentum scale used in determining tiee daugle production of charged pions

by protons in[B[P].
The calibrations and cross-checks include

reconstruction of the missing mass squared of pp elastitesicy data;

comparison of the momentum of the proton scattered at largke @s measured by the TPC
and as calculated from the scattering angle of the forwarticgin pp andrp elastic
scattering events;

dependence of residuals upon polar angle and upon magmeddipdilarity reversal, for tracks
reconstructed with and without vertex constraint duringfih

absence of slope in the momentum versu®gitots in a fixed slice of H/dx;

comparison of the/dx curves in the region of high ionization where the ionizatanies
very quickly with momentum, allowing a sensitive verificatiof the momentum scale.

We also revisited methods of lesser precision, suctEgslxin the region near the minimum
ionization, for which we found that it is crucial to use a cdatp Bethe-Bloch formula to reach
reasonable conclusions. Once this is done we find a good rbataleen & /dx theoretical curves
and our data, in comfort of our momentum reconstruction.
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Figure 15. Averaged), as a function of event number in spill for 8.9 G@Be data. (left panel uncorrected;
right panel: dynamic distortion corrections applied.) e&fthe “default” correction for the static distortions
(equal for each setting) a small residual effect at the begmof the spill is visible alNeyt = 0 (left panel).
This is due to the fact that the inner and outer field cages wewered with individual HV supplies. A
setting-by-setting correction compatible with the repra8ility of the power supplies is applied for the data
of the right panel together with the dynamic distortion ection.

Finally a careful analysis of the time response of the RP@aysscertains that no momentum
bias is present beyond the uncertainties of this method. IeAfhwestigating any possibility of
systematic effect on the momentum measurement, the peesércsystematic effect in the time
measurement of the RPCs has been demonstrated.

As a conclusion, none of the benchmarks has revealed an§icagm bias in the momentum
measurement beyond a systematic error of 3% for the momestate in the TPC.

A. Treatment of the dynamic distortions

Given the beam intensity, the data acquisition rate andaifget length (5% of the nuclear inter-
action length), it is computed that HARP operated dead tengel than 90%. The electrons are
normally amplified near the TPC pad plane with an amplificafactor of the order of 19 pro-
ducing an equivalent number of Argon ions. Any inefficienéyhe gating grid at the level of 16

or even 10“ would let an overwhelming number of ions drift into the TPG galume.

This indeed turns out to be the case. The dynamic distortbamsbe monitored using the
average value of the extrapolated minimum distance of skgriracks from the incoming beam
particle trajectorydy. This is a similar procedure as the one being used for the STR& [15].
Using calibration data sets, the deterioration of the parémce of the detector, see figlir¢ 15 (left),
is determined as a function of the strength of the distosticimaracterized by an average value of
dy: for each particular setting only that part of the data foichithe systematic error was under
control was used for the first analysis (of the order of 30%vaflable statistics)[[§]9]. As a second
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tions are not corrected; six curves are drawn, each for theSfeevents in the spill. Right panel: dynamical
distortions are corrected; the six curves are almost ntindigsishable

step, a physics model fully describing the time developnoédynamic distortions during physics
spills has been developed and benchmarked, as well as ataamralgorithm [1F] implemented.

In addition to the physics model, direct measurements ofithglacements of the positions
measured at the pad plane of the TPC were performed by gregibe full track trajectory in space
using elastic scattering kinematics. The direct measuneared the model show good agreement,
indicating that the effect is fully understood. The effesfghis correction can be appreciated in
figure[Ip (right). The comparison of results obtained usirgguncorrected first part of the spill, as
in the first HARP analysis, with those using the full correcspill (see figurd 16) shows excellent
agreement. This provides anposteriori confirmation with 2 to 3 times better statistics that the
approach used in the first HARP analysis was correct. Thistisimexpected, since, owing to their
limited mobility the first ions created in the amplificaticggion need about 25 ms to reach the drift
region and subsequently the steady flow of ions into thisoregnly starts approximately 100 ms
after the start of the spill, with a gradual transition begwe¢hese two regimes.
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