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A bstract

T he results of them easurem ents of the doubledi erential production cross-sections of pions, a? =dpd ,
n p€ and -C Interactions using the forward spectrom eter of the HARP experin ent are presented. T he
incident particles are 12 G €V =c protons and charged pions directed onto a carbon target w ith a thickness of
5% ofanuclear interaction length. For p-C interactions the analysis is perform ed using 100 035 reconstructed
secondary tracks, while the corresponding num bers of tracks for € and € analyses are 106 534 and
10122 respectively. C ross-section results are presented in the kinem atic range 05 GeV=c p < 8GeV=c
and 30 m rad < 240 m rad in the laboratory fram e. The m easured cross-sections have a direct in pact
on the precise calculation of atm ospheric neutrino uxes and on the in proved reliability of extensive air
show er sin ulations by reducing the uncertainties of hadronic Interaction m odels in the low energy range.
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1 Introduction

1 Introduction

The HARP experin ent [1l,12] at the CERN PS was designed to m ake m easurem ents of hadron yields from
a large range of nuclear targets and for incident particle m om enta from 1.5 GeV /c to 15 GeV /c. Themain
m otivations are the m easuram ent of pion yields for a quantitative design of the proton driver of a future
neutrino factory [3], a substantial Im provem ent In the calculation of the atm ospheric neutrino uxes [4] and
the m easurem ent of particle yields as input for the ux calculation of accelerator neutrino experin ents, such as
K2K [5,0],M niBooNE [/]and SciBooNE [8]].

The rst HARP physics publication [9] reported m easurem ents of the ¥ production cross-section from an
alum inum target at 12.9 G eV /c proton m om entum . T his corresponds to the energy of the KEK PS and the
target m aterialused by the K 2K experin ent. T he results obtained in Ref. [9]were subsequently applied to the

nalneutrino oscillation analysis of K 2K [6l], allow ing a signi cant reduction of the dom inant system atic error
associated with the calculation of the so—called farto-near ratio (see [9]and 0] for a detailed discussion) and
thus an Increased K 2K sensitivity to the oscillation signal.

O ur next goalwas to contribute to the understanding of the M niBooNE and SciBooNE neutrino uxes. T hey
are both produced by the Booster Neutrino Beam at Fem ilab which orighates from protons accelerated to
8.9 G eV /c by the booster before being collided against a beryllium target. A s was the case for the K 2K beam ,
a fundam ental nput for the calculation of the resulting neutrino ux is the m easurem ent of the * production
cross—sections from a beryllim target at 8.9 G €V /c proton m om entum , which is presented In [10].

W e have also perform ed m easurem ents w ith the HARP detector of the doubledi erential cross-section for
production at large angles by protons in the m om entum range of 3{12.9 G &V=c in pinging on di erent thin
5% nuclear interaction length ( 1) targets [12,[13,114]]. T hese m easurem ents are of special interest for target
m aterials used In conventional accelerator neutrino beam s and in neutrino factory designs.

In this paper we address one of the other m ain m otivations of the HARP experin ent: the m easurem ent of
the yields of positive and negative pions relevant for a precise calculation of the atm ospheric neutrino uxes
and In proved m odeling of extended air showers (EAS). W e present m easurem ents of the doubledi erential
cross-section,d® =dpd for production (in the kinem atic range 05GeV=c p < 8 G&V=c and 30 m rad

< 240 m rad) by protons and charged pions of 12 G &V=c m om entum in pinging on a thin carbon target
of 5% 1. These m easuram ents are perform ed using the forward spectrom eter of the HARP detector. HARP
results on the m easurem ent of the doubledi erential production cross-section In proton{carbon collisions
in the range of plon mom entum 100 M éV=c p < 800 M &V=c and angle 0:35 rad < 2:15 rad obtained
w ith the HARP large-angle spectrom eter are presented in a separate article [13].

T he existing world data for production on light targets in the low energy region of incom ingbeam ( 25G &V)
are rather lim ited. A num ber of xed targetm easurem entsw ith a good phase space coverage exist for beryllium

targets and low energy proton beam s [19,/16,117,118,119,[20]. H owever, in general these data are often restricted
to a few  xed angles and have lin ited statistics. The work of Eichten et al. [19] has becom e a w dely used
standard reference dataset. This experin ent used a proton beam with energy of 24 Ge&V and a berylliim

target. The secondary particles (pions, kaons, protons) were m easured in a broad angular range (17 m rad
< < 127mrad) and in m om entum region from 4 GeV=c up to 18 Ge&V=c. A m easuram ent of inclusive pion
production in proton-beryllim interactions at 6.4, 123, and 17.5 G &V =c proton beam m om entum has been
published recently by the E910 experin ent at BNL [21l]. In this work the di erential * and production
cross-sections have been m easured up to 400 m rad in andup to 6 GeV=cin p .W e should stress, however,

that the data for pion profctiles are still very scarce.
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Figure 1: Schem atic layout of the HARP detector. T he convention for the coordinate system is shown in the
low erright comer.

Carbon is isoscalar and so are nitrogen and oxygen, so the extrapolation to air is the m ost straightforward.
U nfortunately, the existing data for a carbon target at low energies are very scarce. T he only m easurem ent of
p-C collisions, which wasnot lim ited to a xed angle,was the experin ent done by Barton et al. [22]. Thesedata
w ere collected using the Ferm ilab Single A Spectrom eter facility in theM 6E beam line. A proton beam w ith
amomentum of 100 GeV /c and a thin 2% 1 (1.37 g/am ?) carbon target was used. H owever, the phase space
of the secondary particles (pions, kaons, protons) covers only a very an all part of the phase space of Interest to
the calculation of the atm ospheric neutrino uxesand to EA S m odeling.

R ecently thep-C data at 158 G €V =c provided by the NA 49 experim entat CERN SP S in a lJarge acceptance range
have becom e available 23]. T he relevant data are expected also from theM IPP experin entatFerm ilab [24]. W e
would like to m ention that the NA 61 experin ent 25]took rst p-€ data at 30 G eV =c in autum n of 2007. The
foreseen m easurem ents of In portance for astroparticle physics are studies of p-€ interactions at the incom ing
beam m om enta 30,40, 50 G €V =c and -C Interactions at 158 and 350 G eV =c.

1.1 Experin ental apparatus

The HARP expermm ent [1,[2]m akes use of a Jarge-acceptance spectrom eter consisting of a forward and large—
angle detection system . The HARP detector is shown in Fig.[Dl. A detailed description of the experim ental
apparatus can be found in Ref. [2]. The forward spectrom eter is based on ve m odules of large area drift
chambers (NDC1-5) [26] and a dipole m agnet com plem ented by a set of detectors for particle identi cation
(PID ):a tin eof- ghtwall(TOFW ) [27], a Jarge C herenkov detector (CHE ) and an electrom agnetic calorin eter
(ECAL). Tt coverspolar angles up to 250 m rad. T hem uon contam ination of the beam ism easured w ith a m uon
denti er consisting of thick iron absorbers and scintillation counters. T he lJarge-angle spectrom eter { based on
a Tin e Profction Chamber (TPC ) and Resistive P late Cham bers (RPC s) located inside a solenoidalm agnet
{ has a large acceptance In the m om entum and angular range for the pions relevant to the production of the
muons in a neutrino factory (see the corresponding HAR P publications [12,[13,[14]). For the analysis described
here we use the forward spectrom eter and the beam instrum entation.
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Figure 2: Schem atic view of the trigger and beam equiom ent. T he description is given In the text. T he beam
enters from the left. TheM W PCsarenumbered: 1,4, 2,3 from lft to right. O n the right, the position of the
target inside the inner eld cage of the TPC is shown.

The HARP experin ent, located in the T 9 beam ofthe CERN PSS, took data in 2001 and 2002. T hem om entum
de nition of the T 9 beam is known w ith a precision of the order of 1% [28]].

T he target is placed inside the Inner eld cage (IFC ) of the TPC . T he cylindrical carbon target used for the
m easuram ents reported here hasa purity 0£99.99% ,a thicknessof18.94mm ,adiam eterof30 26 mm and am ass
of 25656 g. T he corresponding density of the target is 1.88 g/an ® (for com parison the density of graphite is
227g/an ?). T he thickness of the carbon target is equivalent to 5% ofa nuclear interaction length (3.56 g/cm ?).

A sketch of the equipm ent in the beam line is shown in Fig.[J. A set of our m ultiw ire proportional cham bers
MW PCs) measures the position and direction of the incom ing beam particles with an accuracy of 1 mm
in position and 0.2 mrad in angle per profction. A beam tin eof- ight system (BTOF ) m easures the tine
di erence of particles over a 214 m path-length. Tt is m ade of two identical scintillation hodoscopes, T O FA
and TOFB (origihally built for the NA 52 experim ent [29]), which, together w ith a sm all target-de ning trigger
counter (TD S, also used for the trigger and described below ), provide particle identi cation at low energies.
T his provides separation of pions, kaons and protons up to 5 G €V=c and determ ines the initial tin e at the
interaction vertex (ty). T he tim Ing resolution of the combined BTOF system is about 70 ps. A system oftwo
N ;- lled Cherenkov detectors (BCA and BCB) is used to tag electrons at low energies and pions at higher
energies. T he electron and pion tagging e clency is found to be close to 100% . At the beam energy used for
this analysis the C herenkov counters are used to descrin inate betw een protons and lighter particles, while the
BTOF isused to refct ions.

A set of trigger detectors com pletes the beam instrum entation: a thin scintillator slab covering the full aperture
of the last quadrupolem agnet in thebeam line isused to start the trigger logic decision (BS);a snm all scintillator
disk, TD S m entioned above, positioned upstream of the target to ensure that only particles hitting the target
cause a trigger; and ‘halo’ counters (scintillators w ith a hole to let the beam particles pass) to veto particles too
far away from the beam axis. The TD S is designed to have a very high e ciency (m easured to be 99.9% [130]).
T he trigger signalwas form ed by a logical OR of four photo-m ultipliers w hich viewed the side of the disk from
four sides through lightguides. T he distribution ofm ultiplicity of the signals of the four photo-m ultipliers could
be used to Infer the overalle ciency. It is located as near as possble to the entrance of the TPC and has a
20 mm diam eter, sm aller than the target diam eter of 30 mm . Its tin e resolution ( 130 ps) is su ciently good
to be usad as an additionaldetector for the BTOF system .
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A downstream trigger in the forward trigger plane (FT P ) was required to record the event. The FTP isa double
plane of scintillation counters covering the filll aperture of the spectrom eter m agnet except a 60 mm central
hole for allow ing non-interacting beam particles to pass. The e ciency ism easured using tracks recognized by
the pattern recognition n the NDC ’s in a sam ple of events taken w ith a beam <rigger only and w ith a trigger
based on signals in the Cherenkov detector. A ccepting only tracks w ith a tra fctory outside the central hole,
the e ciency of the FTP ism easured to be > 99.8% .

The track reconstruction and particle denti cation algorithm s as well as the calculation of reconstruction
e ciencies are described in details in [19,110l,[11/].

1.2 Experin ental techniques for the H AR P forward spectrom eter

A detailed description of established experim ental technigues for the data analysis in the HARP forward spec—
trom eter can be found in Ref. [9,/11]].

W ith respect to our rstpublished paper on pion production In p{A 1interactions [9], a num ber of in provem ents
to the analysis technigques and detector sin ulation have been m ade. T he present results are based on the sam e
event reconstruction as described In Ref. [L0]. The m ost In portant in provem ents introduced in this analysis
com pared w ith the one presented in Ref. [9] are:

An Increase of the track reconstruction e clency which is now constant over a much larger kinem atic
range and a better m om entum resolition com ing from im provem ents in the tracking algorithm .

Better understanding of the m om entum scale and resolution of the detector, based on data, which was
then used to tune the sin ulation. T he em pty-target data (which isused asa \test beam " exposure for the
dipole spectrom eter), elastic scattering data using a liguid hydrogen target and a m ethod of com parison
w ith them easurem ent of the particle velocity in the TO FW were used to study them om entum calibration.
This results In am aller systam atic errors associated w ith the unsm earing corrections determ ined from the
M onte C arlo sim ulation.

New particle denti cation hit selection algorithm sboth in the TOFW and in the CHE resulting in m uch
reduced background and negligible e ciency losses. The PID algorithm sdeveloped for the HARP forward
Spectrom eter are described In details in R ef. [9,/11l]and the recent in provem ents are reported in Ref. [10]].
In the kinem atic range of the current analysis, the pion denti cation e ciency is about 98% , whil the
background from m is-identi ed protons iswellbelow 1% .

Signi cant increases In M onte C arlo production have also reduced uncertainties from M onte C arlo statistics
and allow ed studies which have reduced certain system atics.

Further details of the iIn proved analysis techniques can be found in [10]. For the current analysis we have used
dentical reconstruction and PID algorithm s, while at the nal stage of the analysis the unfolding technigue
Introduced as UFO In [9] has been applied. The application of this technigque has already been described in
Ref. [12].

T he absolute nom alization of the num ber of incident protons was perform ed using “incident-proton’ triggers.
T hese are triggers w here the sam e selection on the beam particle was applied but no selection on the interaction
was perform ed. T he rate of this trigger was dow n-scaled by a factor 64.

Them uon contam ination in the beam wasm easured by the beam m uon denti er (BM I) located dow nstream of
the calorin eter (seeFig [1l). TheBM Iisa 1.40m wide structureplaced in the horizontaldirection asym m etrically
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w ith respect to the beam line, in order to Intercept all the beam m uons which are horizontally de ected by the
spectrom eter m agnet. Tt consists of a passive 040 m layer of iron follow ed by an iron-scintillator sandw ich w ith
ve planes of six scintillators each, read out at both sides, giving a totalof6:4 4 ¢.

In section [ we present the analysis procedure. Physics results are presented in section [3 together with a
discussion on the relevance of these results to atm ogpheric neutrino ux calculationsand to extensive air shower

sin ulations. Finally, a summ ary is presented in section [4.

2 Analysis of charged pion production in p-C and -C interactions

2.1 D ata selection

T he datasets used for the m easuram ents of the production cross-sections of positive and negative pions in p-C
and -C interactions at 12 G €V =c w ere taken during two short run periods (only two days long for each beam
polarity) in June and Septem ber 2002. O ver onem illion eventsw ith positive beam and m ore than halfa m illion
events w ith negative beam were collected. For detailed event statistics see Table[d.

2.1.1 Beam particle selection and interaction selection

At the rststage of the analysis a favoured beam particle type is selected using the beam tim e of ight system
(TOF-A,TOF-B) and the Cherenkov counters (BCA ,BCB) as described in section [[LI. A value of the pulse
height consistent w ith the pedestal In both beam C herenkov detectors distinguishes protons from electrons and
pions. W e also ask for tin em easurem entsin TOF-A ,TOF-B and/or TD S which are needed for calculating the
arrival tim e of the beam proton at the target. Thebeam TOF system isused to refct ions, such as deuterons,
but at 12 G €V =c is not used to separate protons from pions.

T he set of criteria for selecting beam protons for this analysis is as follow s: we require AD C counts to be less
than 130 In BCA and lessthan 125 in BCB (see [4,19]form oredetails). Thebeam pions are selected by applying
cuts on the ADC counts in BCA and BCB to be outside the range accepted for protons in both Cherenkov
counters.

In the 12 G €V=c beam setting the nitrogen pressure in the beam Cherenkov counters was too low for kaons to
be above the threshold. K aons are thus a background to the proton sam ple. H ow ever, the fraction of kaonshas
been m easured in the 129 G&V=c beam con guration which is expected to be very sin ilar to the beam used
in the present m easurem ent. In the 12.9 G eV =c beam the fraction of kaons com pared to protons was found to
be 0.5% . Electrons radiate In the Cherenkov counters and would be counted as pions. In the 3 G eV =c beam
electrons are denti ed by both BCA and BCB , since the pressure w as such that pionsrem ained below threshold.
In the 5 G &V=c beam electrons could be tagged by BCB only; in BCA pionswere already above thresholdd. T he
e= fraction wasm easured to be 1% i the 3G eV=cbeam and < 10 > in the 5 G &V =c beam . By extrapolation
from the lower-energy beam settings this electron contam nation can be estim ated to be negligbl (< 10 ).

Tn addition to them om entum -selected beam ofprotonsand pionsoriginating from the T 9 production target one
expects also the presence of m uons from pion decay both downstream and upstream of the beam m om entum
selection. T herefore, precise absolute know ledge of the pion rate incident on the HARP targets is required w hen
m easuram ents of particle production w ith incident pions are perform ed. The particle identi cation detectors
in the beam do not distinguish m uons from pions. A separate m easurem ent of the m uon com ponent has been
perform ed using datasets w ithout target (\em pty-target datasets") both for M onte Carlo and realdata. Since
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the em pty-target data were taken w ith the sam e beam param eter settings as the data taken w ith targets, the
beam com position can be m easured in the em pty-target runs and then used as an overall correction for the

counting of pions in the runsw ith targets.

M uons are recognized by their longer range in the BM I.T he punch-through background in the BM I ism easured
counting the protons (denti ed w ith thebeam detectors) thusm is-denti ed asm uonsby theBM I.A com parison
of the punch-through rate between sin ulated incom ing pions and protonswasused to determ ine a correction for
the di erence betw een pions and protons and to determ ine the system atic error. Thisdi erence is the dom inant
system atic error In the beam com position m easurem ent. The ain was to determ ine the com position of the beam
as it strikes the target, thus m uons produced in pion decays after the HARP target should be considered as a
background to the m easurem ent of m uons in the beam . T he rate of these background m uons, which depends
mainly on the total Inelastic cross-section and pion decay, was calculated by a M onte C arlo sin ulation using
GEANT4 [31l]. The muon fraction in the beam (at the target) is obtained taking into account the e ciency
of the BM T selection criteria as well as the punch-through and decay backgrounds. T he result of this analysis
forthe12GeV=cbeam isR = =( + )= (28 1:0)% ,where the quoted error Includes both statistical and
system atic errors.

Sum m arizing, the purity of the proton beam is better than 99% , with the m ain background form ed by kaons
estin ated to be 0.5% . This Inpurity is neglected in the analysis. The pion beam has a negligble electron
contam ination and a m uon contam ination of alm ost 3% . Them uon contam ination is taken into account in the

nom alization of the pion beam .

T he distrbution of the position of beam particles reconstructed In M W PC s and extrapolated to the target is
shown in Fi.[3. T he position of the positive-charge selected beam is shifted by about 5mm in the y-direction
w ith respect to the nom inalposition (x = 0;y = 0) and covers a circular area of about 8 mm In diam eter.
In the case of negatively charged beam particles the beam hits the target m ore centrally but it has a broader
distrlbution of about 14 mm width in the y-direction. T he distributions shown in Fig.[d are obtained using
\unbiased" beam triggers where the requirem ent of the TD S hit and the veto In the halo counters are not
applied. A 1so no requirem ent on an interaction seen in the spectrom eterswasm ade. Under these conditions the
fullw dth of the beam is recorded Including particles which would not hit the target. T he latter are ram oved
by the standard selection criteria. To keep the selection e ciency high and to exclude interactions at the target
edge only the beam particles within a radius of 12 mm w ith respect to the nom inal beam axis are accepted
for the analysis. In addition, the M W PC track is required to have a m easured direction w ithin 5 m rad of the
nom Inalbeam direction to further reduce halo particles. A fter these criteria the rem aining num ber of events for
datasets w ith positive and negative beam are summ arized in Table[ll. At 12 G &V =c the negative beam consists
only ofe and (w ith a dom inant fraction of ), while the positive beam is dom inated by protons (with a
an alladm xture of * ). This explains a signi cantly di erent statistics of the - and " € datasets. Note
that In the analysis the m easured beam pro lesareused in theM C sin ulations.

2.1.2 Secondary track selection

Secondary track selection criteria are optin ized to ensure the quality of m om entum reconstruction and a clean
tin e-of- ghtm easurem entw hilem aintaining a high reconstruction e ciency. T here are tw o kinds ofacceptance

criteria conceming the track reconstruction quality and the characteristics of the tracks relative to the geom etxry
of the forward spectrom eter. T hese criteria are described in what follow s and a summ ary of track statistics for
the three di erent datasets (p€, *C, - ) isgiven in Tabk[d. About 5% to 6% of all reconstructed tracks
In accepted events are used for the nalanalysis. T he sam ple of reconstructed tracks contains also large-angle
and/or low m om entum tracks which are only seen in the drift cham berm odule upstream of the dipole m agnet.
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Figure 3: R econstructed position of positively (left panel) and negatively (right panel) charged beam particles
at the target plane. T he solid circle gives the position and size of the carbon target (diam eter: 3026 mm ), the
dashed circle indicates the region which corresponds to the accepted beam particles (diam eter: 24 mm ).

Table 1: Totalnum ber of events in 12 G €V =c carbon target and am pty target datasets and in corresponding
M onte Carlo simulations (see section [24)). The total num ber also includes triggers taken for nom alization,
calbration and for cross-section m easurem ents in the large-angle spectrom eter.

Selection Carbon data Em pty target data M onte C arlo

P ositive beam 1062 k 886 k
< 467 k 287 k 203 M
t 40 k 25k 208 M

N egative beam 646 k 531k
< 350 k 214 k 208 M

T he follow Ing reconstruction quality criteria have been applied:

Successfiil m om entum  reconstruction of secondary particle (m om entum estin ator p, see Ref. 9] for
details). The above m om entum m easurem ent is obtained by extrapolating the segm ent of the track
dow nstream of the dipole m agnet to the point de ned by the position where the beam particle track
traverses the longitudinalm d-plane of the target. T hus the position of the hitsm easured In the upstream
drift chamber (NDC 1) is not used for the m om entum reconstruction.

M ore than three hitson the track in NDC 2 and at least ve hits in a road around the particle ttajecto
in one of the drift cham berm odulesND C 3, 4, or 5 or at least three hits on the track in one of them odules
NDC3,4,5 and more than wve hits in a road around the particle tra ctory In NDC 2.

A loose criterion requiring m ore than three hits In a road around the tra fctory In NDC1 and average
2 30 for these hits with respect to the track in NDC1 in order to reduce non-target interaction

1T he algorithm looks for drift cham ber hits in a tube around the tra jctory and places a cut on the m atching 2.
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Table 2: Num ber of tracks In accepted events before and after the selection criteria for secondary tracks are
applied. About 5% to 6% ofall tracks are used for the nalanalysis.
Selection N um ber of reconstructed tracks N um ber of selected tracks

p< 2057420 100035

s 192976 10122

Sy 1701041 106534
backgrounds.

The track has a matched TOFW hit. Hits are m atched based on the ? of the extrapolation of the
tra pctory to the TOFW .W hen m ore particles share the sasme TOFW hit, the hit is assigned to the track
with the best matching 2. W hen more TOFW hits are consistent w ith the trafctory, the one w ith
the earliest tin e m easurem ent is chosen. H its have to pass a m inin um pulse height requirem ent in the
photo-m ultipliers on both ends of the scintillator to be accepted.

T he criteria on track geom etry are:

The angle of a secondary particle w ith respect to the beam axis is required to be less than 300 m rad.

The distrdbution of is shown in Fig[d (left panel). Only trackswith < 240 m rad are retained in the

nalanalysis.

T he y-com ponent , of the angle  is required to be between 100 m rad and 100 m rad, see F ig [4 (right
panel). T his cut is In posed by the verticaldipole m agnet apertur@ .

T he extrapolation of a secondary track should point to the nom inalbeam axis on the target plane w ithin
a radiusof 200 mm .

Only tracks which bend towards the beam axis are accepted as shown in Fig[d. This is the case if the
product of charge and , isnegative. T his criterion is applied to avoid the positive , region for positively
charged secondary particles and the negative , region for negatively charged particlesw here the e ciency
ism om entum dependent due to the defocusing e ect of the dipole m agnet (see [9] for m ore details).

2.2 Em pty target subtraction

T here is a background induced by interactions ofbeam particles in the m aterials outside the target. T his back-
ground is m easured experin entally by taking data w ithout a target in the target holder. T hese m easurem ents
are called \am pty target data". The \em pty target data" are also sub fct to the event and track selection
criteria like the standard carbon datasets. T he event statistics of these data sam ples are given in Table[dl.

To take Into account this background the num ber of particles of the observed type ( *, ) In the \em pty
target data" are subtracted bin-by-bin (m om entum and angularbins) from the num ber of particles of the sam e
type in the carbon data. T he average em pty-target subtraction am ountsto 20% . T he uncertainty induced by
thism ethod is discussed in section 2.8 and labeled \em pty target subtraction”.

2In previous publications, the m ore conservative requirem ent 80 m rad v 80 m rad was applied. No degradation of
e ciency, m om entum resolition and PID perform ance was observed in the larger vertical angle acceptance region.
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Figure 4: D istribution of  (left panel) and , (right panel) for reconstructed tracks. T he acceptance criteria
for these observables are Indicated by dashed lines.
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Figure 5: Top view of the HARP forward spectrom eter. O nly tracks which bend towards the beam axis are
accepted. Thism eans the product of charge and , m ust be negative.



2.3 Calculation of cross—section

2.3 Calculation of cross—section

T he goalof this analysis is to m easure the doubledi erential nclusive production cross-section of negative and
positive pions in p-C, "€ and -C interactions at 12 G eV =c in a broad range of secondary pion m om entum
and angle. T he cross-section is calculated as follow s

d? A 1 1 X 0
dpd NA t Npot Pi J 0.0. 0 Pra Pis
i’ j

w here

2

gp—d (pi; ) Isthe cross-section nmb/ (G &V=c sr) for theparticke type (p, "or )foreachmomentum
and angle bin (p;; ) covered in this analysis;

N (pg; g) is the num ber of particles of type in bins of reconstructed m om entum pg and angle g in the
raw data after em pty target subtraction;

M ;or 0 o o Is the correction m atrix w hich accounts for e ciency and resolution of the detector;

A and

, — are nom alization factors, nam ely:
Na t/ Npoe P 5

NATt is the num ber of target nuclei per unit area H;

N ot is the num ber of incident beam particles on target (particles on target);

piand 5 are the bin sizes In m om entum and sold angle, respectize]y@ .

W e do notm ake a correction for the attenuation of the proton beam in the target, so that strictly speaking the
cross-sections are vald fora 1= 5% target.

2.4 Calculation of the correction m atrix

A calculation of the correction m atrix M ;iorj pg 0 0 isa ratherdi cult task. Various techniques are described in
the literature to obtain thism atrix. A sdiscussed In Ref. [9] for the pA lanalysisof HARP data at 129 G eV =c,
tw o com plem entary analyses have been perform ed to crosscheck intemal consistency and possible biases in the
respective procedures. A com parison of both analyses show s that the results are consistent w ithin the overall
sy stem atic error [9].
In the rstmethod { called \A tlantic" In [9] { the correction m atrix M ;i"rj p? 0 o is decom posad into distinct
Independent contributions, w hich are com puted m ostly using the data them selves. T he second m ethod { called
UFO In 9] { is the unfolding m ethod introduced by D Agostini [32]. It is based on the Bayesian unfolding
technigue. In this case a sin ultaneous (three dim ensional) unfolding ofm om entum p,angle and particle type
is perform ed. T he correction m atrix is com puted using a M onte Carlo sinulation. This m ethod has been
used In recent HARP publications [12,/13,/14]] and it is also applied In the analysis described here (see [33] for
additional inform ation).

A —atom icmass, N, -Avogadro number, - target density and t - target thickness
Y pi=pta pil, 3= 2 (cos(T™) cos( 7))
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2.4.1 Unfolding technigue

C ausad by various error sources (biases and resolutions) and lim ited acceptance and e ciency of an experin ent,
no m easured observable represents the \true" physicalvalue. T he unfolding m ethod tries to solve this problem
and to nd the corresponding true distrbution from a distrbution in the m easured observable. The main
assum ption is that the probability distribution function in the \true" physical param eters can be approxin ated
by a histogram w ith discrete bins. Then the relation between the vector x of the true physical param eter and
the vector y of the m easured observable can be descrlbed by am atrix M, iy w hich represents the m apping from
the true value to the m easured one. Thism atrix is called the m igration (or sm earing) m atrix

y=M pny =% : (2)
In our case these % and y vectors contain particle m om entum , polar angle and particle type.

T he goalofthe unfolding procedure is to determ ine a transform ation for them easurem ent to obtain the expected
values for % using the relation (2), see eg. [34]. Them ost sin ple and cbvious solution is the m atrix inversion.
But this m ethod often provides unstable results. Large correlations between bins lead to large o -diagonal
elam ents in the m gration matrix M , iy and, thus, the result is dom inated by very large variances and strong
negative correlation betw een neighbouring bins.

In them ethod ofD A gostini [32], the un®ding is perform ed by the calculation of the unodingm atrixM YFO =
M ©°F in an iterative way which is used instead of M mlig. HereM UFO isa two-din ensionalm atrix connecting
the m easuram ent space (e ects) with the space of the true values (causes). Expected causes and m easured
e ects are represented by one-din ensionalvectors w ith entries Xexp (C 1) and y (E §) for each cause and e ect bin

C; and E 5, respectively :

X
Xexp C1)= M 0 y@Ey) 3)
j
The Bayes’ theoram provides the conditional probability P (C;F ) fore ect E 5 to be caused by cause C;
P({Ci;¥5)=P(E L) PQ) ; 4)

where P (E ;1 ;) is the probability for cause C; to produce e ect E 5 which corresponds to the m gration m atrix
and could be calculated from M onte Carlo, P (C;) is the probability for cause C; to happen. The Eq. {@) is
solved in an iterative process. T he initial probability Py (C ;i) could be assum ed to be a uniform distribution.
TheP (C;F ) ound isusad as the unfolding m atrix in the rst interaction step and leads to a rst estin ation
of the expected values for causes
X
Xexp (C1) = P(CiE5) v(ES) = 5)
3
From Xeyp (Ci) a new probability Py (C;) for cause C; is calculated and nserted in Eqg. (@) for the next iteration
step . Before this, the distribution of P4 (C ;) can optionally be sm oothed to reduce oscillations due to statistical
uctuations. Between two consecutive iteration stepsa “—test is applied. T he iteration process is term nated
when thedi erence of 2 between consecutive iteration steps is sm all. T hisprocedure was tested on distributions
obtained w ith sin ulated data and veri ed to yield results consistent w ith the \true input" distributions. T he
nal result of this m ethod is the unfolded distribution of Xey, (C1) and its covariance m atrix. W e have also
checked that starting with at priors at the st iteration does not introduce any biases in the nalresult.

The orighhal unfolding program provided by D Agostini is used in this analysis: Po(C;) is assumed to be a
uniform distrdbution, while P (E ;) is calculated from the M onte Carlo simulation. In [30] it is shown that
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an oothing the distribution of P, (C ;) before inserting In the next iteration step doesnot lead to better (sm oother)
results than w ithout am oothing. T herefore the an oothing process is not applied in this analysis. T he process
converges and the iterations are stopped when the changes are sm aller than the errors (which typically happens
after about four iterations). T he entries of the one-din ensional vectors x and ¥ as well as the entries of the
two-din ensionalm atrix M Y¥° carry the inform ation on angle,m om entum and particle type.

TheM onteC arlo sin ulation ofthe HARP setup isbased on GEANT 4 [31]]. T hedetectorm aterialsare accurately
described in this sin ulation aswellas the relevant featuires of the detector response and the digitization process.
A 1l relevant physics processes are considered, including m ultiple scattering, energy loss, absorption and re—
interactions. T he sin ulation is independent of the beam particle type because it only generates for each event
exactly one secondary particle ofa speci ¢ particle type inside the targetm aterialand propagates it through the
com plete detector. O w ing to this fact the sam e sin ulation can be used for the three analysesofp€, ©-€ and
€ at12Gev=c. A smalldi erence (at the few percent level) is observed between the e ciency calculated
for events sin ulated w ith the singleparticle M onte C arlo and w ith a sin ulation using a m ultiparticle hadron—
production m odel. A sin ilar di erence is seen between the singleparticle M onte Carlo and the e ciencies
m easured directly from the data. A m om entum -dependent correction factor determ ined using the e ciency
m easured w ith the data is applied to take this into account. T he track reconstruction used in this analysis and
the sin ulation are dentical to the onesused forthe * production in p-Be collisions [10]. A detailed description

of the corrections and their m agnitude can be found there.

T he reconstruction e ciency (inside the geom etrical acceptance) is larger than 95% above 1.5 G €V =c and drops
to 80% at 0.5 GeV=c. The requirem ent of a m atch with a TOFW hit has an e clency between 90% and 95%

independent ofm om entum . T he electron veto refcts about 1% of the pions and protonsbelow 3 G&V=cwith a
rem aining background of less than 0.5% . Below Cherenkov threshold the TOFW separates pions and protons
w ith negligible background and an e ciency of 98% for pions. Above Cherenkov threshold the e ciency for

plions is greater than 99% with only 1.5% of the protonsm is-denti ed as a pion. T he kaon background in the
plon spectra is sm aller than 1% and were subtracted assum ing a sin ilar angular and m om entum distrdbution

of kaons and pions.

T he absorption and decay of particles is sin ulated by the M onte Carlo. T he generated single particle can re-
interact and produce background particles by hadronic or electrom agnetic processes, thus giving rise to tracks
in the dipole spectrom eter. In such cases also the additional m easurem ents are entered into the m igration
m atrix thereby taking into account the com bined e ect of the generated particle and any secondaries it creates.
T he absorption correction is on average 20% , approxin ately independent of m om entum . Uncertainties in the
absorption of secondaries In the dipole spectrom eter m aterial are taken into account by a variation of 10% of
this e ect in the sin ulation. The e ect of pion decay is treated in the sam e way as the absorption and is 20%
at 500 M eV =c and negliglble at 3 G &V=c.

T he uncertainty in the production of background due to tertiary particles is larger. T he average correction
is 10% and up to 20% at 1 GeV=c. The correction includes reinteractions in the detector m aterial as well
as a sn all com ponent com ing from reinteractions in the target. The validity of the generators used in the
sim ulation was checked by an analysisof HARP data w ith Incom ing protons, and charged pions on alum nim
and carbon targetsat lowerm om enta (3G eV /cand 5GevV=c). A 30% uncertainty of the secondary production
was considered.

T he un®ding m atrix for the p-€ analysis calculated this way is shown in Fig.[d in the left upper panel. The
very good separation in the three particle types ( , ' and proton) can be clearly seen. T he angular (right
upper panel) and m om entum (low er panels) unfolding m atrices have a nearly diagonal structure as expected.

T he binning chosen for these m atrices is the sam e as the one used for the particle spectra (see section[3). The
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F igure 6: G raphical representation ofm igration m atrices calculated for p-€ analysis. T he left upper panel show s
the originalm igration m atrix w here the three dim ensions (angle, m om entum and particle type) arem erged into
onedinension asn 5; = n +n, H*¥+ n e §° ;wheren p; isthe bin number in the nal
vectors and in the unfolding matrix;n ,ny, and n are the bin numbers in the three dinensions ,p and ,
respectively; n™ ** and ng ** are the total num ber of bins In the observables p and . The upper right panel
show s an exam ple of the angularm igration m atrix for in onem om entum causese ectscell. Them om entum
m Igration m atrices integrated over for (left) and * (right) are shown in the two low er panels.
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unfolding m atrices for the two other analyses ( € and -C ) are by construction very sin ilar as the sam e
M onte C arlo tracks are used, only the binning is di erent.

O w ing to the large redundancy of the tracking system dow nstream of the target the detection e ciency is very
robust under the usual variations of the detector perform ance during the long data taking periods. Since the
m om entum is reconstructed w ithout m aking use of the upstream drift cham ber (which ism ore sensitive In its
perform ance to the beam intensity) the reconstruction e ciency is unigquely determm ined by the dow nstream
system . No variation of the overall e ciency has been observed. The perform ance of the TOFW and CHE
system have been m onitored to be constant for the data taking periods used in this analysis. T he calbration
of the detectors was perform ed on a day-by-day basis.

2.5 Error estim ation

T he total statistical error of the corrected data is com posed of the statistical error of the raw data,butalso ofthe
statistical error of the unfolding procedure, because the unfolding m atrix is obtained from the data them selves
and hence contrbutes also to the statistical error. T he statistical error provided by the unfolding program is
equivalent to the propagated statistical error of the raw data. In order to calculate the statistical error of the
unfolding procedure a separate analysis follow Ing [30] is applied. It is brie y described below . The p-€ dataset
is divided into two independent data sam ples a and b, one sam ple contains all events w ith odd and the other
all events w ith even event num bers. T hese data sam ples are unfolded In three di erent ways: 1) both sam ples
are unfolded separately using the individually calculated unfolding m atrix for each sam ple (setl); 2) each of the
tw o sam ples are unfolded w ith the unfolding m atrix calculated by using the whole dataset (set2); 3) the whole
dataset is unfolded tw ice, using the unfolding m atrices generated for each part of the split dataset (set3). For
all three sets the sam e M onte C arlo input is applied. Since the statistics of the M onte C arlo sam ple is m uch
larger com pared to the statistics of the raw data, the statistical ervor related to the M onte C arlo is negligble.
Setl leads to the total statistical error of the unfolding result, set?2 —to the statistical error of the raw data and
set3 —to the statistical error of the unfolding m atrix. For all sets the di erence between the unfolded result of
data sam ple a and b is calculated and divided by the propagated statistical error of the raw data a and b for
each bin i in the e ects space,

ab; = q: : (6)

The distribution of ., shows for all three sets a G aussian shape with a m ean close to zero. The width of
the distrdoution of ., for setl is k( sae) = 20, for set2 k( 92%) = 098 and for set3 k( L50) = 1:77. A
consistency check gives

d P
k( sae) = k2 232)+ k2( 559) ! 207 0982+ 172

In conclusion, the statistical error provided by the unfolding procedure has to be m ultiplied globally by a factor
of 2, which is done for the three analyses (p€, - and -C ) describbed here. This factor is som ewhat
dependent on the shape of the distrbutions. For exam ple a value 1.7 was found for the analysis reported in
Ref. [12].

T he calculated statistical errors for each m om entum {angle bin for all three datasets and separately for secondary

and * aregiven in [33]. D ue to the high statistics of the dataset, them om entum binning for the p-€ dataset
is chosen ner than for the other datasets. The lin ited statistics of the * € data is re ected In a relatively
large statistical error. G enerally, the statistical error increases slightly w ith larger angle and signi cantly w ith
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ncreasing m om entum . T he binning for the -C dataset is chosen to be the sam e as for the * € data to
m ake a direct com parison possible. T he behaviour of statistical error as a function of m om entum is shown in
Fig.[Q(left).

D i erent sources of system atic errors are considered in the analysis. Nam ely they are track yield corrections,
particle denti cation, m om entum and angular reconstruction. Follow ing m ainly [12], the strategy to calculate
these system atic errors is to nd di erent solutions of the unfolding problem , ie. di erent ‘causes’ result
vectors. The di erence vector is used to create a covariance m atrix for a speci ¢ system atic error. Three
di erentm ethods are applied to calculate these di erent causes vectors: 1) variation of the nom alization of the
causes vector; 2) variation of the unfolding m atrix; 3) variation of the raw data. The rstm ethod is used for
the estin ation of the system atic error of the track reconstruction e ciency. T he uncertainties in the e ciency
are estim ated from the sm alldi erences observed betw een the data and the sin ulation.

T he second m ethod is applied for m ost of the systam atic error estim ations. T he loss of secondary particles has
to be considered due to particle decay and absorption in the detectorm aterials aswell as additionalbackground
particles generated in secondary reactions. These e ects are sin ulated by M onte Carlo: two singleparticle
M onte C arlo sin ulations are generated, In the rst sin ulation these e ects are taken into account while not in

the second one. Both M onte C arlo sin ulations are used for unfolding data, then the results are com pared. T he
uncertainties in the absorption are estin ated by a variation of 10% and the uncertainty in the production of
background particle due to tertiary particles by a 30% variation [10]. The perform ance of particle denti ca—
tion, m om entum and angular m easurem ents are correlated due to the sim ultaneous unfolding process of these
observables as described in section [2.4. T he calculation of system atic errors of particle denti cation, angular
and m om entum resolution as wellas of m om entum scale is done by varying the acceptance criteria for these
observables in the raw data and in the M onte Carl. For them om entum resolution possible discrepancies up to
10% of the resolution are taken into account [10]. T he system atic uncertainty In them om entum determ ination
is estin ated to be of the order of 2% using the elastic scattering analysis [10]. T he angular scale was varied by
1

o\°

T he third m ethod is introduced for the estin ation of the system atic error of the em pty target subtraction. In
addition to the standard em pty target subtraction only 95% of the calculated em pty target value is subtracted
from the raw datd]. T he systam atic error is taken from the di erence of these two results. T he statistical error

of the em pty target subtraction is taken into account as a diagonal statistical error in N ’ (pg; 9

5) by sin ple

error propagation.

D ue to the fact that kaons are not considered by the particle identi cation m ethod in the current analysis [11]
m isidenti ed secondary kaons form an additional error source. To reduce this e ect a gpeci ¢ M onte C arlo

sim ulation only w ith secondary kaons is generated. Sin ulated kaons are classi ed as pions or protons according
to the same PID criteria as applied to the data. The ram aining m is=denti ed kaons are then subtracted
assum Ing a 50% uncertainty on the K/ ratio. The centralvalue of the K/ ratio was taken from Ref. B3]
T his procedure also takes into account that decay m uons from kaons produced in the target can be denti ed
as pions in the spectrom eter; these are subtracted by this procedure. W e do not m ake an explicit correction for
plons com ing from decays of other particles created in the target. P lons created in strong decays are considered
to be part of the Inclusive production cross-sections. A an all background com Ing from weak decays other than
from charged kaons is neglected (such asK ’sand °’s). These pionshave a very sm alle ciency given the cuts

applied in this analysis.

Follow iIng R ef. [12] the overallnom alization of the results is calculated relative to the num ber of incident beam
particles accepted by the selection. T he uncertainty is 2% and 3% for incident protons and pions, respectively.

Sthem aximum e ectofthe 5% 1 target is to \absorb" 5% of the beam particles
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A s a result of these system atic error studies each error source can be represented by a covariance m atrix. T he
sum of these m atrices describes the total system atic error. D etailed inform ation about the diagonal elem ents
of the covariance m atrix of the total system atic error for each m om entum {angular bin can be found in [33]].
In Fig.[A(right) the total system atic error integrated over angle is shown as a function of m om entum . For the

"< and -C datasets the system atic error has a nearly at distrbution and is approxin ately 6% . For the
p-€ dataset the system atic error increases for higherm om enta but also stays nearly constant around 8% below
6 GeV=c.

T he din ensionless quantity 4:i , expressing the typical error on the doubledi erential cross-section, is de ned
as follow s
P
(O =@dpd )

ai = —B* ; (7)

;@ =@dpd )i

where i1 labels a given m om entum {angular binh (p; ), (¢ =dpd )); is the central value for the double-
di erential cross-section m easuram ent in that bin, and ( & =(dpd )]); is the error associated with this

m easurem ent.

T he din ensionless quantity i+ is de ned, expressing the fractional error on the integrated pion cross-section
in the m om entum range 0.5 GeV=c< p < 8.0 G&V=c and the angular range 0.03 rad< <024 rad for the
p€ data and in the angular range 003 rad< <021 rad forthe € datd], as ollows

is(P ) Cylp )
= F—>3 ; (8)
;@ =dpd )i(p )

where (d*° =dpd ); is the doubled1i erential crosssection mbin i, ( p ) ; is the corresponding phase space
elam ent, and C j5 is the covardiancem atrix of the double-di erential cross-section. T hen C j; corresponds to the

error ( [ =(dpd )): in Eq. ().

Thevalues of 4; and i+ are summ arized for all speci ¢ system atic error sources in Table[d for p€ data, in
Tabk[d for * < data and in Tabk[@ or € data. T he system atic errors are of the sam e order for all three
datasets, g1 = 9% 11% and it = 5% 8% . Thedom hant error sources are given by particle absorption and the
subtraction of tertiary particles. T he decay correction is technically m ade as part of the absorption correction
and reported under \absorption". T he errors of m om entum and angular reconstruction are less in portant and
the errors caused by the particle m isidenti cation are negligible. For the datasets w ith positively charged beam

the system atic error is am aller for * and for € dataset it is am aller for

System atic and statistical errors are of the sam e order for the p-€ and the -C data. For the * € dataset
the statistical ervor is dom inating the totalerror. The € data have the an allest total ervor due to the data
statistics and chosen bin width.

T here isa certain am ount of correlation betw een the system atic errors in the di erent spectra. In the com parison
of production spectra of the sam e secondary particle type by di erent incom ing particles, the absorption and
decay errors cancel. O ne also expects the tertiary subtraction uncertainty to cancel partially, although this
depends on the details of the production m odels. (For exam ple, the uncertainty in the background in the *

gpectra m easured In the * beam is expected to be correlated to the background for in the beam , but
less so for opposite charges.) O f the other relatively In portant errors the systam atic com ponent of the em pty
target subtraction and them om entum scale error cancelbetw een the datasets. T he overallnom alization errors

are largely independent.

6T he binning of the data was chosen to accomm odate the lower statistics of the * data and is only determ ined for
<0.21 rad.



2.5 Error estin ation

Table 3: Summ ary of the uncertainties a ecting the doubledi erential and integrated cross-section m easure-
m ents of p-€ data.

E rror category E rror source ai &) int (%) d; (%) jn+t (%)
Statistical D ata statistics 128 32 108 25
Track yield corrections R econstruction e ciency 1.6 13 11 0.5
P ion, proton absorption 42 3.7 3.7 32
Tertiary subtraction 9.8 42 8.6 3.7
Em pty target subtraction 12 12 12 12
Subtotal 108 59 95 51
Particle denti cation E Jectron veto < 01 < 01 < 01 < 01
Pion, proton ID correction < 01 01 01 01
K aon subtraction < 01 < 01 < 01 < 01
Subtotal 01 0.1 0.1 01
M om entum reconstruction | M om entum scale 26 04 28 03
M om entum resolution 0.7 02 038 03
Subtotal 2.7 05 29 04
A ngle reconstruction Angular scale 05 0.1 13 05
System atic error Subtotal 112 59 100 5.1
O verall nom alization Subtotal 2.0 2.0 2.0 2.0
Al Total 171 7.0 149 6.1

Table 4: Summ ary of the uncertainties a ecting the doubledi erential and integrated cross-section m easure-
mentsof *-€ data.

E rror category E rror source a (%) int (% d; (%) int (3)
Statistical D ata statistics 418 64 345 72
Track yield corrections R econstruction e ciency 14 0.7 09 0.5
P ion, proton absorption 4.0 21 33 2.7
Tertiary subtraction 93 4.7 7.6 63
Em pty target subtraction 1.0 0.7 1.0 1.0
Subtotal 103 52 84 6.9
Particle denti cation E Jectron veto < 01 < 01 < 01 < 01
Pion, proton ID correction 0.1 < 01 02 0.2
K aon subtraction < 01 < 01 < 01 < 01
Subtotal 0.1 01 02 02
M om entum reconstruction | M om entum scale 32 0.2 36 0.5
M om entum resolution 09 02 11 03
Subtotal 33 03 38 0.6
A ngle reconstruction Angular scale 1.7 0.1 13 05
System atic error Subtotal 109 53 9.2 7.0
O verall nom alization Subtotal 3.0 3.0 3.0 3.0

All Total 43.7 8.5 358 10.2
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Table 5: Summ ary of the uncertainties a ecting the doubledi erential and integrated cross-section m easure-
mentsof € data.

E rror category E rror source ai 8| e (®) d; (%) jn+t (%)

Statistical D ata statistics 8.5 22 100 19
Track yield corrections R econstruction e ciency 13 11 0.7 04

P ion, proton absorption 35 31 38 23

Tertiary subtraction 79 6.8 2.0 53

Em pty target subtraction 09 0.8 09 0.6

Subtotal 8.3 76 9.8 58

Particle denti cation E Jectron veto < 01 < 01 < 01 < 01

Pion, proton ID correction 01 01 01 01

K aon subtraction < 01 < 01 < 01 < 01

Subtotal 0.1 01 01 0.1

M om entum reconstruction | M om entum scale 23 0.7 2.7 03

M om entum resolution 0.6 02 05 02

Subtotal 24 0.7 2.7 04

A ngle reconstruction Angular scale 0.6 03 0.7 < 01

System atic error Subtotal 91 7.6 10.2 58

O verall nom alization Subtotal 3.0 3.0 3.0 3.0

a1 Total 126 82 144 65

3 Results

T he results of the m easurem ents of the double-di erential cross-sections for positive and negative pions in p-C,
" and -C Interactions at 12 G €V =c In the lhboratory system are presented as a function ofm om entum
for various angular bins in Figs.[8,[d and [10, respectively. T he central values and square—root of the diagonal
elem ents of the covariance m atrix are listed In Tables in Appendix [A]. The kinem atic range of the
m easuram ents covers them om entum region from 0.5 G &V=c to 8.0 G €V=c and the angular range from 0.03 rad
to 024 rad for p€ and from 0.03 rad to 021 rad for * € and -C data. T he error bars correspond to the
com bined statistical and system atic errors as described in section [2.5. T he overall nom alization error of 2%

and 3% for the nom alization of incident protons and pions, respectively, is not shown.

* and aswellas fordi erent datasets.

T he shapes of the production cross-sections are sin ilar for secondary
For larger angles the spectra are softer and show a leading particle e ect for produced ¥ in p€ and * =€
reactions and for in € reactions. Thedistribution of secondary * In * < reactions show a very sin ilar
behaviour as the distrlbution of secondary in -C reactions as expected because of the isospin symm etry
of "+ C! "+ X and + C ! + X reactions. T he corresponding behaviour can be seen for n

"€ Interactionsand for * In € interactions. The */  ratio is Jarger than unity In the positive particle
beam s and sn aller than unity In the beam .

In section [3.]] the m easured cross-sections are tted to a Sanford-W ang param etrization while in section 3.2 a
com parison of HARP p-C data with predictions of di erent hadronic interaction m odels is shown.
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F igure 8: M easurem ent of the double-di erential production cross-section of positive (open circles) and negative

( lled circles) pions from 12 G eV =c protonson carbon asa fiinction ofpion m om entum , p, in bins ofpion angle,

14

in the aboratory fram e. Seven panels show di erent angularbins from 30 m rad to 240 m rad (the corresponding

angular interval is printed on each panel). T he error bars shown inchlide statistical errors and all (diagonal)

system atic errors. T he curves show the Sanford-W ang param etrization of Eq.[d w ith param eter values given in

Tablk[d.
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Figure 9: M easurem ent of the doubledi erential production cross—section of positive (open circles) and negative
( lled circles) pions from 12 Gev=c *
in the lboratory fram e. Six panels show di erent angular bins from 30 m rad to 210 m rad (the corresponding
angular interval is printed on each panel). T he error bars shown inchlide statistical errors and all (diagonal)
system atic errors. T he curves show the Sanford-W ang param etrization of Eq.[d w ith param eter values given in

Tabk[d.
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Table 6: SanfordW ang param eters and errors obtained by tting the p{C dataset.

p{C
Param +
o 14446 65593 21492 93307
o 060749 034902 | 095748 0.44512
s 16947 10876 3.0906 12601
=5 32512 13657 16876 1.5230
Ce 59304 12561 55728 0.71771
o 017152 0.074772 | 015597 0.06683
e 27241 12232 30873 13388
2/NDF 95.6/63 147.7/63

3.1 SanfordW ang param etrization

Sanford and W ang [37]have developed an em pirical param etrization for describing the production cross-sections
ofm esons in proton-nucleus interactions. T his param etrization has the functional form :

d2 Cy
— C2 p Cg
P;i ) = agp® 1 eXp 3 G (P @Ppeam COST ) 9)
dpd Poeam Ppean
where
a? . S . : .
apd (p; ) s the cross—section In mb/ (G eV=c sr) for secondary pions as a function of m om entum p (In

GeV=c) and angle (in radians) of the secondary particles;
Bean 1S the beam mom entum in G &V=c;

G, ..., g are free param eters obtained from ts to m eson production data.

T he param eter ¢; is an overall nom alization factor, the four param eters ¢, ;c3;C4 ;05 can be Interpreted as
describing them om entum distrbbution of the secondary pions in the forward direction, and the three param eters
Cs 7C7 ;0 as describing the angular distrbbution for xed secondary and beam m om enta, p and Ppean -

+

T hisem pirical form ula hasbeen tted to them easured and production spectra in p{C, * {C and {C
reactions at 12 G €V =c reported here. A s initial values for these ts the param eters of the Sanford-W ang t of
the p{A1HARP analysisat 129 G &V=c are taken from [9]. The origihal Sanford-W ang param etrization has
been proposed to describe incom ing proton data. W e apply the sam e param etrization also to the * {C and

{C datasets.

In the ? m inin ization procedure the filllerrorm atrix isused. For these tsthe Sanford-W ang param etrization
has been Integrated over m om entum and angular bin widths of the data. However, the results are nearly
dentical to the t resultsw ithout integration over individual bins. C onceming the param eters estin ation, the
best- t values of the Sanford-W ang param eter set discussed above are reported in Tables[d and [8, together w ith
their errvors. Since for som e ts the c3 param eter tends to zero, we decided to x this param eter and to set it
to zero. For these ts the ¢y and c; param eters are irrelevant (see Eq.[9). The correlation coe cients am ong
the Sanford-W ang param eters are shown in Tables[7and[d. The t param eter errors are estin ated by requiring

2 2 2 = 8:8 (5.89), corresponding to the 68.27% con dence level region for seven ( ve) variable

m in

param eters. Som e param eters are strongly correlated resulting in large errors of the extracted param eters.
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Table 7: Correlation coe cients am ong the Sanford-W ang param eters, obtained by tting the p{C dataset.

Param eter C1 o)) 3 &= C Cg (o)) Cg
1 1.000
e} -0433 1.000
C3 -0.041 -0.548 1.000
Ci= Cs -0.113 0535 0.950 1.000
Cs 0535 0622 -0.035 0.127 1.000
7 -0.837 0121 0.024 0.050 0214 1.000
Cs 0206 0316 0.028 0025 0360 0611 1.000
+
Param eter C1 o)) 3 &= C Cg (o)) Cg
1 1.000
e} 0.151 1.000
C3 0.061 -0.151 1.000
Ci= Cs 0461 -0.860 0351 1.000
Cs -0.544 0248 0373 0.065 1.000
7 -0.790 -0.004 -0.168 0.115 0333 1.000
Cs 0083 0275 0.092 0.080 -0416 0488 1.000
T he m easuram ents for and n p{C, *{C and {C reactions are com pared to the Sanford-W ang

param etrizations in Figs.[§,[d and [10, respectively. O ne notes that the Sanford-W ang param etrization is not
able to describe som e of the data spectral features especially at low and high m om enta. T he goodness-of- t
of the Sanford-W ang param etrization hypothesis can be assessed by considering
freedom (NDF ) given in Tables[fl and[d. E specially for the
be surprising since the param etrization was developed for pion production by incom ing protons rather than by
data w ith their high statistics are m ore likely to revealdiscrepancies than the * data
which have m uch lower statistical signi cance.

2 per num ber of degrees of

data one ndsa high valie of 2. Thismay not

incom ing pions. The

For tuning and m odifying m odels, often a param etrization ofdata like the Sanford-W ang form ula isused. This
can be a suitable m ethod to interpolate between m easured energy and phase gpace regions. However, this
m ethod has som e shortcom ings. By construction, the reliability of param etrizations for extrapolating to energy

Table 8: Sanford-W ang param eters and errors obtained by tting the * {C and {C datasets.
T {C {Cc

P aram * *
a 41448 45572 10924 114.73 15649 56132 78963 34332
e 18316 061113 12130 057892 11673 0.17019 13561 021690
c3 0. ( xed) 0. ( xed) 0. ( xed) 7.1493 28.024

=G5 | | | 5.1098 7.2508
Cs 10074 18426 5.7823  1.9875 56525 0.54217 8.0965 0.73121
o7 022877 0.098638 | 025667 0.17396 | 0.19908 0.06052 | 021960 0.055566
Cs 18056 15934 36139 25437 30368  9.9403 25561 91022

2/NDF 374/31 18.5/31 1336/31 136.7/29
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and phase space regions w here no data are available is lim ited (see [33]] for a m ore detailed discussion).

D etailed inspection of F igs.[d,[d and [10 allow s us to conclide that at high m om enta and in particular at large
angles the param etrization does not describe the data well enough. Especially for *
angles larger than 0.18 rad, the SanfordW ang tdeviatesconsiderably from the data and it should not be used

in the angular range above 0.18 rad.

mom entum spectra at

3.2 Com parison of p{C HARP data at 12 G eV /c w ith m odel predictions

A com parison of and * production in p{C reactions at 12 G &V =c with di erent m odel predictions is
shown in Figs.[I1 and [I2. T he three hadronic interaction m odels used for this com parison are GHEISHA [3§],
UrQMD [39] and DPM JET -IIT [40]. These are the m odels typically used in air shower sinulations. The
GHEISHA and UrQM D are mplamented In CORSIKA [36/]] as low energy m odels (below 80 G &€V ), whereas
the DPM JET -IIT is m ostly used at higher energies but it is also able to m ake predictions at lower energies.
C om paring the predictions of thesem odels to them easured data,distinct discrepanciesat low and high m om enta
becom e visble. E specially the decrease of the cross-section at very low m om enta is not well described by the
models. For * , the prediction of the DPM JET -IIT seam s relatively good, how ever, this m odel underestin ates
the production at low m om enta. At lJarge m om enta the predictions of the three m odels are sim ilar to each
other, but none of them provides an acceptable description of the data.

W e have also com pared our m easurem ents w ith predictions of GEANT 4 [31]] m odels relevant in the energy
dom ain studied here (FTFP [41l], 0GSP [41,l42]and LHEP [31],143]). The corresponding plots are presented
in Figs.[I3 and [I4 (for incom ing protons), in Figs.[I3 and (for incom ing ') and in Figs.[I7 and (for
incom ing ). From these plots one can conclude that the predictions of FTFP and Q G SP m odels are closer
to the HARP data com pared to the LHEP m odel. For the and * data the DPM JET -IIIm odel is shown
in the sam e gure. T he predictions of the latter m odel are very close to those of the FTFP m odel.

W ehavemadea 2 com parison between the HARP data and all the m odels shown here. The fullHARP error
m atrix has been used, and M C statistical errors (sm all but non-negligible) have been also taken into account.
T he conclusions of this study are given below . None of the m odels describbe our data accurately. However,
n general these m odels tend to describe the * production m ore correctly than production for all three
ncom Ing particle types. D 1 erent m odels are preferable, depending on pro gctile type and on the charge of the
pion produced. In particular,

for proton pro fctiles and * production, UrQM D ,FTFP and GHEISHA give the best results;
for proton pro gctiles and production, FTFP is preferable;

for ¥ profctilesand * production and for pro gctiles and production, DPM JET -I1T is best;

for ¥ profctiles and production and for progctilesand * production, Q G SP describes the data
best.

4 Summ ary and concluisions

T he results reported in thisarticle contribute to the precise calculations ofatm ogpheric neutrino uxesand to the
In provem ent of our understanding of extended air show er sin ulations and hadronic interactions at low energies.
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Figure 11: Com parison of the m easured doubledi erential production cross-section of
12 G eV =c (pointsw ith ervrorbars) with GHEISHA ,UrQM D and DPM JET -ITIm odel predictions. Seven panels
show di erent angular bins from 30 m rad to 240 m rad (the corresponding angular interval is printed on each

panel).
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Figure 12: Com parison of the m easured double-di erential production cross-section of * in p{C reactions at
12 G eV =c (pointsw ith ervrorbars) with GHEISHA ,UrQM D and DPM JET -ITIm odel predictions. Seven panels
show di erent angular bins from 30 m rad to 240 m rad (the corresponding angular interval is printed on each
panel).
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Figure 13: Com parison of the m easured doubledi erential production cross-section of
12 G eV=c (points w ith error bars) w ith predictions of relevant GEANT 4 m odels. Seven panels show di erent
angular bins from 30 m rad to 240 m rad (the corresponding angular interval is printed on each panel).
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Figure 16: Com parison of them easured double-di erential production cross-section of
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Figure 18: Com parison of them easured double-di erential production cross-section of

d?c/dpdQ [mb/(GeV/c sr)]
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A detailed description of uncertainties in atm ogpheric neutrino ux calculations due to hadron production can
be found In eg. [44].

Sin ulations show that collisions of protons w ith a carbon target are very sin ilar to proton interactions w ith
air. That is why these datasets can be usaed for tuning m odels needed in astroparticle physics sin ulations.

In this paper we presented m easurem ents of the doubledi erential production cross-section of pions In the
collisions of 12 G €V =c protons and charged pionsw ith a carbon 5% nuclear interaction length target. The data
w ere reported In bins of pion m om entum and angle in the kinem atic range from 055G &V=c p < 8Ge&V=cand
0:030 rad < 0240 rad. A detailed error analysis has been perform ed yielding integral errors (statistical
+ system atic) of 6.1% and 7.0% for © and n p€ Interactions (102% and 85% for * and n "€
Interactions; 6.5% and 82% for * and in -C Interactions) and an overall nom alization error of 2% for
the proton beam and 3% for the pion beam s.

W e should stress that the HARP incom ing charged pion data are the rst precision m easurem ents in this
kinem atic region.

To check the reliability of hadronic interaction m odels which are used for air shower sin ulations, the HARP
m easuram ents have been com pared to predictions of these m odels. O ur conclusion is that none of the m odels
is able to describe satisfactorily and in detail the m easured spectra. D iscrepancies are found especially at low
and high m om enta.

Severalm odels rely on param etrizationsofexisting acceleratordata. T herefore a Sanford-W ang param etrization
is given for allm easured spectra. T he param etrization is, however, not a good description of the data in the
fi1ll phase space region. From the com parison of the Sanford-W ang tsw ith m odel predictions we can conclude
that such param etrizations have to be used w ith caution, especially if these param etrizations are extrapolated
to regions w here no data are available.
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Table 9: C orrelation coe cients am ong the Sanford-W ang param eters, obtained by tting the

datasets.

T{c !
Param eter C1 o)) Cg e/ Cg
a 1.000
(e} -0.680 1.000
Cs 0592 0891 1.000
(o7 -0.821 0.199 0.200 1.000
Cs 0445 0134 -0.093 0819 1.000
tc +
Param eter C1 C Cg (e} Cg
)] 1.000
[e7 -0.753  1.000
Cs -0.638 0.909 1.000
(o7 -0.804 0.263 0.205 1.000
Cs 0129 0372 0372 0626 1.000
{c!
Param eter C1 o)) Cg (e Cg
a 1.000
[0} -0.765  1.000
Cs -0.489 0.796 1.000
(o7 -0.834 0374 0.259 1.000
Cs 0240 0218 -0240 0611 1.000
{c!
Param eter C1 o)) 3 &= C Cg (o)) Cg
C 1.000
(e} -0.584 1.000
C3 -0.024 -0.250 1.000
Ci= Cs -0.088 -0.254 0973 1.000
Cs 0545 0668 -0.018 0.097 1.000
7 -0.849 0195 0.013 0.077 0314 1.000
Cs 0429 0168 -0.024 0.000 -0J116 0.753 1.000

*{C and

{C
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A C ross—section data

Tabl 10: HARP results for thedoubledi erential * and production cross-section in the laboratory system ,
d? =(dpd ), or p-C interactions at 12 G &V=c. Each row refers to a di erent Pmin P< Pmnaxi min <
max) bin, where p and are the pion m om entum and polar angle, respectively. T he central value as well as

the squareroot of the diagonal elem ents of the covariance m atrix are given.

min max | Pmin Pnax | o =@dpd) | d? =(dpd)
mrad) | mrad) | GeVv/c)| Gev/c)| mb/(GeV/csr)) | mb/(GeV/csr))
30 60 05 10 1985 408 | 1354 305
10 15 2458 350 | 2125 308
15 20 2482 311 | 2306 321
20 25 2279 310 | 113% 219
25 3.0 3316 342 | 1226 226
3.0 35 2582 314 98:1 189
35 40 214:1 305 823 148
40 50 1335 151 575 104
50 6.5 1026 110 232 62
6.5 8.0 452 78 5:1 43
60 90 05 10 19137 291 | 1513 249
10 15 2432 254 | 180% 220
15 20 2849 2791 1916 213
20 25 2844 243 | 1582 180
2.5 30 2149 198 | 1017 140
30 35 163:1 158 85:1 120
35 4.0 1484 152 64:5 122
40 50 914 93 372 55
50 65 369 50 125 28
6.5 8.0 156 277 18 10
90 120 05 10 2040 278 | 2174 312
10 15 24377 262 | 2047 232
15 20 2694 27 | 1851 210
20 25 2213 234 | 1321 165
25 30 1680 170 918 138
30 35 1405 152 605 92
35 40 948 156 30:7 51
40 50 502 63 244 52
50 6.5 180 29 3:1 11
6.5 8.0 477 12 0:1 0:1
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m i max | Pmin Pmax | & =@pd) | d? =(dpd)
mrad) | mrad) | GeVv/c)| Gev/c)| mb/(GeV/csr)) | mb/(GeV/csr))
120 150 05 10 2188 306 | 2305 345
10 15 2006 234 | 1989 2317
15 20 2713 28:5 | 1307 174
20 25 1943 216 79:7 1237
25 3.0 11537 156 66:7 113
3.0 35 710 1047 525 9%
35 4.0 434 74 249 52
40 50 299 50 140 35
50 65 79 2:1 31 13
65 8.0 11 04 03 02
150 180 05 10 2389 34:1 | 1934 289
10 15 2575 269 | 1428 200
15 20 173:7 208 | 1376 193
20 25 1213 167 82:1 131
2.5 30 679 118 602 112
30 35 3947 74 273 62
35 40 289 63 179 50
40 50 141 35 98 33
50 65 31 12 08 0:7
6.5 8.0 05 03 \
180 210 05 10 280:1 382 | 2420 35:1
10 15 1210 182 | 1340 198
15 20 918 142 | 1076 168
20 25 420 9:1 63:7 119
25 30 293 71 284 72
3.0 35 222 6:1 144 46
35 40 151 45 74 34
40 50 89 29 290 13
50 6.5 56 23 03 04
65 8.0 0:7 06 \
210 240 05 10 1758 292 | 1194 213
1.0 15 879 168 854 149
15 20 828 171 926 184
20 25 49:1 1137 403 106
2.5 30 299 82 155 54
30 35 183 6:1 877 42
35 40 70 31 3:1 23
40 50 35 22 16 16
50 65 08 08 02 04
6.5 8.0 0:1 02 \
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Tabl 11: HARP results for thedoubledi erential * and production cross-section in the laboratory system ,
d* =(dpd ), or *-€ interactionsat12GeV=c.Each row refersto adi erent (o 3, P< Pmaxi min <
max) bin, where p and are the pion m om entum and polar angle, respectively. T he central value as well as

the squareroot of the diagonal elem ents of the covariance m atrix are given.

min | max | Pmin Pnax | & =@dpd) | d? =(dpd)
mrad) | mrad) | GeVv/c)| Gev/c)| mb/(GeV/csr)) | mb/(GeV/csr))
30 60 0.50 150 1915 85.0 | 136.7 66 .4
1.50 250 1730 651 | 1776 713
250 350 3540 884 | 1933 702
3.50 5.00 302.1 636 | 1290 474
5.00 6.50 1778 469 | 106.1 383
6.50 8.00 1968 485 94 8 344
60 90 0.50 150 2591 70.7 | 1619 60.5
1.50 250 3371 658 | 166.2 502
250 350 2430 539 | 1406 42 4
350 5.00 1794 374 882 264
5.00 6.50 149.7 329 541 18.8
6.50 8.00 497 153 126 10.0
90 120 0.50 1.50 2682 649 | 1976 575
1.50 250 3320 653 | 1073 346
250 350 2374 474 | 2223 551
3.50 5.00 1531 345 358 155
5.00 6 .50 602 189 344 152
6.50 8.00 230 9.7 101 70
120 150 0.50 1.50 1789 548 | 1474 578
1.50 250 2642 618 | 146.7 516
250 350 1782 46 3 883 330
3.50 5.00 730 263 543 281
5.00 6.50 3138 155 3.7 59
6.50 8.00 78 70 \
150 180 0.50 150 181.1 563 | 2138 66.6
1.50 250 165.7 536 | 1735 53.7
250 350 1362 44 0 44 0 284
350 5.00 25.7 160 95 142
5.00 6.50 213 170 38 102
6.50 8.00 45 73 |
180 210 0.50 1.50 2190 734 | 2485 761
1.50 250 77.1 356 | 1278 495
2.50 3.50 812 421 409 326
350 5.00 296 24 6 44 116
5.00 6 .50 84 138 00 03
6.50 8.00 04 30 \
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Tabl 12: HARP results for thedoubledi erential * and production cross-section in the laboratory system ,
d* =(dpd ),or € interactionsat12GeV=c.Each row referstoadi erent (o 3, P< Pmaxi min <
max) bin, where p and are the pion m om entum and polar angle, respectively. T he central value as well as

the squareroot of the diagonal elem ents of the covariance m atrix are given.

min | max | Pmin Pnax | & =@dpd) | d? =(dpd)
mrad) | mrad) | GeVv/c)| Gev/c)| mb/(GeV/csr)) | mb/(GeV/csr))
30 60 0.50 150 198.1 28.7 | 1896 28.7
1.50 250 206 .8 242 | 2849 314
250 350 1820 222 | 2638 271
3.50 5.00 1380 153 | 2420 196
5.00 6.50 98 .4 114 | 257 221
6.50 8.00 74 4 104 | 2609 174
60 90 0.50 150 2019 21.7 | 2490 266
1.50 250 1892 181 | 3024 24 5
250 350 1631 146 | 2475 188
350 5.00 946 91 | 2003 136
5.00 6.50 58.5 71| 1292 94
6.50 8.00 184 36 81.1 82
90 120 0.50 1.50 2542 261 | 3171 331
1.50 250 226 4 204 | 3255 275
2.50 3.50 1690 160 | 2639 220
3.50 5.00 88 4 100 | 1469 126
5.00 6 .50 24 4 41 701 73
6.50 8.00 30 08 290 43
120 150 0.50 150 1952 216 | 2678 299
1.50 250 1774 190 | 2353 221
250 350 97.1 119 | 1599 166
3.50 5.00 562 7.7 87.1 103
5.00 6.50 101 238 296 50
6.50 8.00 11 05 8.7 23
150 180 0.50 150 1989 232 | 2678 30.7
1.50 250 1731 193 | 2331 23.7
250 350 826 1138 894 120
350 5.00 190 46 48 9 74
5.00 6.50 15 10 11.8 29
6.50 8.00 | 36 13
180 210 0.50 1.50 1751 220 | 2469 296
1.50 250 1126 155 | 1061 143
2.50 3.50 437 9.0 514 8.7
350 5.00 91 33 172 38
5.00 6 .50 12 11 74 24
6.50 8.00 | 24 10
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