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A bstract

A measuram ent of the W boson m ass and w idth has been perform ed by the
D elphicollaboration using the data collected during the full LEP 2 program m €
(1996-2000). The data sam ple has an integrated lum inosity of 660 pb * and
was collected over a range of centre-offm ass energies from 161 to 209 G&V .

Results are obtained by applying the m ethod of direct reconstruction of the

mass of the W from its decay products in both the W *W ! ~.qq° and
W W ! gg'gq® channels. TheW m ass result or the combined data set is
My = 80336 0:055(Stat:) 0:028(Syst:) 0:025(FSI) O0L009(LEP)Ge&V =c?;

where F'ST represents the uncertainty due to nal state interaction e ects in
the qg%qq” channel, and LEP represents that arising from the know ledge of the
collision energy of the accelerator. T he com bined value for the W w idth is

w = 2404 0:140(Stat:) 0:077(Systy) 0:065(FSI) G ev=c’:

T hese results supersade all values previously published by the D ELPH I collab-
oration.

T his paper is dedicated t© the m em ory of Carlo Caso.

(A ccepted by Eur. Phys. J.C)


http://arxiv.org/abs/0803.2534v1

i

JAbdallah?®,P Abreu?®,W Adam°°,P Adzic'?,T A brecht'®,R A lem any-Fermandez’ , T A lm endinger'®, P P A lport??,
UAmald#?, NAm apane48 , SAmato®?, E Anashkin®’, A Andreazza??, S .Z-\ndrjnga23 , N Anj)s23 , P .Z-\n‘c.ﬂogn,ls26 ,
W D .Z-\pel18 , Y Amoud®, SsAs’, BAaman?’, JE .Augustjn26 , A .Al,lgl,lstjm,ls9 , PBaillbn’, A Ballestrero??,
P Bambade’!’, R Barbier’®, D Bardin!’, G JBarker’’, A Baroncelli*’, M Battaglia®, M Baubillier’®, K-H Becks’®,
M Begall’, A Behmann®®, E Ben-Haim?', N Benekos’®, A Benvenutf, C Berat'®, M Berggren?®, D Bertrand?,
M Besancon?! , N Besson?? , D B loch!? , M Blom 32 , M .B]uj56 , M Bonesiniz? , M Boonekam p41 , PSL BoothY?4 ,
G B orisov?? , O Botner®? , B .Bouquet2l , TJV B ow cock?4 , 1IB oykol7 , M B racko*? , R B renner®? , E B rodet3° ,
P B ruckm an'? , JM B runet® , B B uschbeck®? , P Buschm ann®® , M C alvi? , T Cam poresi9 , VC anale®? , FC arena’ ,
N Castro?®, F Cavalb®, M C hapkjn43 , PhC harpen‘cjerg , PChecchia®’’, R Chierici’, PC h]japm'kov43 , JChudoba’®,
SU Chung’, K Cieslik’®, P Collins’, R Contri’?, G Cosme?!l, F Cossutt??, M JCosta®®, D Crennel’®, JCuevas®®,
JD ’Hondt2, T da Sjlva52, W Da Sﬂya26, G .De]JaRicca5°, A .DeAnge]js51, W .DeBoeflS, C DeC]emq2, B DeLotto5l,
NDeMaria®, A DeM in?®’, LdePaulk’, LDiCiaccio’®, A DiSimone?®, K Doroba®®, JDrees’®®, A D uperrjn28 ,
G Eigen®, T Ekelof?, M Ellert"?, M Elsing’, M C E spirito Santo??, G Fanourakis'?, D Fassouliotis'??, M Feindt'®,
J Fernandez*? , A Ferrer’? , F Ferro!* , U Flagm eyer58 , H Foeth? , E Fokitis®3 , F Fulda-Q uenzer?t , J Fuster’? ,
M Gandelm an®?, C Garcia®®, Ph G avillet?, E G azis®®, R G okieli?°°, B G olbb*?/4° , G G om ez-C eballbs?? , P G oncalves??,
E G raziani?, G G rosdidier’!, K G rzelak®®, JGuy®®, C Haag'®, A Hallgren®?, K Ham acher’® , K Ham ilton3®, S Haug>*,
F.Haulerm, v .Hedberg27, M Hennecke!® , JHo man56, S-0 .Ho]mgren‘”, P.J.Holtg, M A .Hou]den”, JN .Jackson24,
G Jar]skog27 , P Jan:y41 , D Jeans®® , EK Johansson®’ , P Jonsson?® , C Joram 9 , L Jungem ann'® , FK apusta26 ,
S K atsanevas’®, E Katsou s, G Kemel’*, B P Kersevan?*#®, U Kerzel'®, BT K J'ng24 , NJK jaer9 , PXwmit??,
P K okkinias'?, C K ourkoum elis’, O K ouznetsov!’, Z K rum stein'’, M K ucha]:czyk19 , JLam sa', G Leder’®, F Ledroit'®,
L Leinonen?’, R Leitner’', JLem onne?, V Lepeltier’!, T Lesiak!®, W Liebig®®, D Liko>>, A Lipniacka®’, JH Lopes’?,
JM _Lopez35 , D ILoukast? , P Lutz??! , L .Lyorls36 , JM acN aughton55 , A M alek®® , SM altezos®? , FM and°® , JM arco?? ,
R M arco*?, B M arechal’?, M M aJ:goni37 , JCMarin®, C M ariotti, A M arkou'?, C M artinezR ivero*?, JM asik!?,
N M astroyiannopoulost?, F M atorras??, C M atteuzz?®, F M azzucato®’, M M azzucato®’, R M ¢ Nulty??, C M eroni?,
EM iq]jore48, W M itaro °°, UM Joernm ark?’, T Moa*’, M Moch'®, KM oenig9"11 , RM onge14 , JM onteneqro32 ,
D M oraes®®, S M oreno??,P M orettini’®, U M ueller’® ,K M uenich®® ,M M ulders®?,L M undin /', W M urray>®,B M uryn??,
G Myatt®®, T Myklebust®®, M Nassiakou'’, F Navarria®, K Nawrock?®, R Nicoladou*!, M N ikolenko'’#?,
A O blakow ska-M ucha?? , VO braztsov?? , A O lshevsk i’ , ADO nofre?? , RO raval® , KO sterbergl6 , A O uraou?? ,
A O yanquren54 , M .‘E’aganoni30 , SPaiano®, JP Palcibs??, H Paka'®, ThD .F’apadopou]ou33 , L JE’ape9 , C Parkes?®,
F Parodi?, U Parzeall’, A Passeri’’, O Passon®®, L Peralta®®, Vv Perepe]ji:sa54 , A Perrotta®, A Petrolini'*, J P iedra?,
L Pieri!?, F Pierre?!, M Pimenta??, E Piotto’, T Podobnik?*41®, v Poireau®, M E Pol, G Polbk!®, V Pozdniakov!’,
N Pukhaeval’, A Pullia®’, D Radojicic®®, JRames'?, A Read??, P Rebecchi’, JRehn'®, D Reid®?, R Reinhardt®®,
P Renton®®, F Richard?!, SR dky'3, M R ivero®?, D Rodriguez*?, A Rom ero*®, P Ronchese®’ , P R oudeau?’, T Rovell?®,
V RuhIn annX leider?! , D .Ryabtchjkov43 , A .Sadovsky17 , LSam e , J Salt°? , C Sander!® , A Savoy-N avarro?® ,
U Schw ickerath?, R Sekulin®®, M SiebelP®, L .Simard?', A Sisakian'’, G Sm adja28 , O Sm imova?’, A Sokolov?3,
A Sopczak??, R Sosnowski?®, T Spassov’, M Stanitzki'®, A Stocch?!, JStrauss®®, B Stugu?, M .Szczekow ski®,
M Szeptycka®®, T Szum lak?®, T Tabarelli’’, F Tegenfeldt®®, J.T hom as’®, J.T inm em ans®?, L T katchev!’, M Tobin??,
S Todorovoval? , B.Tom 23 , A Tonazzo®° , P Tortosa®? , P Travnicek!? , D Treille’ , G .Tristram 8 , M Trochin czuk®® ,
C Troncon??, M -L Turluer?!, IA T yapkjnl7 , P.T yapkjn17 , S.Tzamarias'?, V Uvarov®?, G Valnti®, PVan Dam 32,
JVan EMik®, N wvan Remortel'®, IVan Vulpen®, G Vegni®®, F Veloso??, W Venus’®, PVerdier®, V vVerzi??,
D Vilanova®!, L V itak®®, v Vrba'®, H W ahlen®®, A J W ashbrook?*, C W eiser'®, D W icke’, JW ickens®, G W ikinson®®,
M W inter'®, M W itek!?, O Yushchenko®3, A Zalewska'®, Pzalewski®, D zavrtank?®, V Zhuravlovl’, N IZim in'7,
A Zintchenko!’ , M .Zupan12



1D epartm ent of Physics and A stronom y, Iowa State U niversity, Am es TA 500113160, U SA
2IHE ,ULB-VUB,Pleinlaan 2,B-1050 B russels, B elgium
3Physics Laboratory, University of A thens, Solonos Str. 104, GR -10680 A thens, G reece
4D epartm ent of P hysics, U niversity of Bergen, A llegaten 55, N O -5007 B ergen, N orw ay
5D jpartin ento diF isica, U niversita diBologna and INFN , V ia Trnerio 46, IT -40126 Bologna, Ttaly
6C entro B rasileiro de Pesquisas F sicas, rua X avier Sigaud 150, BR 22290 R io de Janeiro, B razil
TInst. de F sica, Univ. Estadualdo R io de Janeiro, rua Sao Francisco X avier 524, R o de Janeiro, B razil
8C ollege de France, Lab. de Physique C orpusculaire, IN 2P 3-CNR S, FR 75231 Paris C edex 05, France
CERN,CH-1211 G eneva 23, Sw itzerland
10 mstitut de R echerches Subatom igques, IN2P3 ~CNRS/ULP -BP 20, FR 67037 Strasboury C edex, France
1IN ow at DESY Zeuthen, P latanenallee 6, D -15735 Zeuthen, G em any
12 mstitute of N uclear Physics, N C SR .D em okritos, PO . Box 60228, G R -15310 A thens, G reece
13FZU, Inst. of Phys. of the C A .S.H igh Energy Physics D ivision, N a Slovance 2,C %-182 21, Praha 8, C zech R epublic
14D fpartin ento diF isica, Universita diG enova and INFN , V ia D odecaneso 33, IT -16146 G enova, Italy
15 mstitut des Sciences N ucleaires, IN 2P 3-CNR S, U niversite de G renoble 1, FR -38026 G renoble C edex, France
18H elsinki Institute of Physics and D epartm ent of Physical Sciences, PO . Box 64, FIN-00014 U niversity of H elsinki,
Finland
17Joint Institute for N uclear R esearch, D ubna, Head Post O ce,P.O .Box 79,RU -101 000 M oscow , R ussian Federation
18 Institut fur E xperin entelle K emphysik, U niversitat K arlsruhe, Postfach 6980, D E-76128 K arlsruhe, G em any
19 Institute of N uclear Physics PAN U L R adzikow skiego 152, PL-31142 K rakow , Poland
20paculty of Physics and Nuclear Techniques, U niversity of M ining and M etallurgy, PL-30055 K rakow , Poland
21y niversite de Paris-Sud, Lab. de 1A ccelerateur Lineaire, IN2P3-CNR S, Bat. 200, FR 91405 O rsay Cedex, France
225chool of Physics and C hem istry, U niversity of Lancaster, Lancaster LA1 4Y B, UK
23L,1P, IST ,FCUL -Av. Elias G arcia, 14-1°, PT <1000 Lisboa C odex, Portugal
24p epartm ent of Physics, U niversity of L iverpool, PO .Box 147, LiverpoolL69 3BX ,UK
25D ept. of Physics and A stronom y, K elvin Building, U niversity of G lasgow , G lasgow G 12 8Q0Q ,UK
2SLPNHE, IN2P3-CNRS,Univ.ParisVIetV II, Tour 33 (RAC ), 4 place Jussieu, FR -75252 Paris C edex 05, France
27D epartm ent of Physics, U niversity of Lund, Solvegatan 14, SE-223 63 Lund, Sweden
287 niversite C laude B ernard de Lyon,IPNL, IN2P3-CNR S, FR 69622 V illeurbanne C edex, France
29D jpartin ento diF isica, U niversita diM ilano and INFN-M ILANO ,V ia C eloria 16, IT 20133 M ilan, Ttaly
30D fpartin ento diF isica, Univ. diM ilano-Bicocca and INFN-M ILANO , P iazza della Scienza 3, IT 20126 M ilan, Ttaly
SLIPNP ofM FF,Charles Univ.,ArealM FF,V Holesovickach 2, C%-180 00, Praha 8, C zech R epublic
32NIKHEF ,Postbus 41882, NL-1009 DB Am sterdam , T he N etherlands
33N ational TechnicalU niversity, P hysics D epartm ent, Zografou C am pus, GR -15773 A thens, G reece
34p hysics D epartm ent, U niversity of O slo, B lindermn, N0 0316 O slo, N orw ay
35D pto. Fisica, Univ. O viedo, Avda. Calvo Sotelo s/n, ES-33007 O viedo, Spain
36p epartm ent of Physics, University of O xford, K eble Road, O xford 0X 1 3RH ,UK
37p Jpartim ento diF isica, U niversita diPadova and INFN ,Via M arzolo 8, IT 35131 Padua, Italy
38R utherford A ppleton Laboratory, Chilton, D idcot 0X11 0OQX ,UK
39D ipartim ento diF isica, Universita diRom a ITand INFN , Tor Vergata, IT -00173 Rom e, Italy
40D fpartin ento diF isica, Universita diRom a III and INFN ,V ia della Vasca N avale 84, IT 00146 Rom e, Ttaly
4IDAPN IA /Service de Physique des Particules, C EA -Saclay, FR 91191 G if-sur-Y vette C edex, France
42 mstituto de Fisica de C antabria (CSIC-UC ), Avda. los C astros s/n, ES-39006 Santander, Spain
S mst. orH igh Energy Physics, Serpukov PO .Box 35, Protvino, (M oscow R egion), R ussian Federation
447, Stefan Institute, Jam ova 39, SI-1000 L jublgna, Slovenia
451, aboratory for A stroparticle P hysics, U niversity of N ova G orica, K ostan fviska 16a, SI-5000 N ova G orica, Slovenia
46D epartm ent of P hysics, U niversity of L jublfna, SI-1000 L jubljna, Slovenia
47F ysikum , StockhoIn U niversity, Box 6730, SE-113 85 Stockholm , Sweden
48D jpartin ento diF isica Sperin entale, U niversita di Torino and INFN ,Via P.G iuria 1, IT 10125 Turin, Ttaly
49INFN ,Sezione diTorino and D Jpartim ento diF isica Teorica, Universita diTorino,V ia G uria 1, IT -10125 Turin, Ttaly
50D fpartin ento diF isica, Universita diTrieste and INFN ,V ia A . Valerio 2, IT -34127 Trieste, Ttaly
51 Istituto diFisica, U niversita diUdine and INFN , IT 33100 Udine, Traly
52U niv. Federaldo R io de Janeiro, C P. 68528 C idade Univ., Iha do Fundao BR 21945970 R io de Janeiro, B razil
53p epartm ent of R adiation Sciences, U niversity of Uppsala, P.O .Box 535, SE-751 21 Uppsala, Sweden
S4FIC,Valncia€SIC,and D FA M N .,U.deValncia,Avda. D r. M oliner 50, ES-46100 Burhssot (Valencia), Spain
55 Institut fur H ochenergiephysik, O sterr. Akad. d. W issensch., N kolsdorfergasse 18, AT -1050 V ienna, A ustria
56 mst. Nuclear Studies and U niversity of W arsaw ,U L. Hoza 69,PL-00681 W arsaw , Poland
5"TNow at University of W arw ick, C oventry CV 4 7AL, UK
S8Fachbereich Physik, University of W uppertal, Postfach 100 127, D E-42097 W uppertal, G em any
Y deceased



1 Introduction

Them easuram ent of the W boson m ass can be used, In com bination w ith other elec—
troweak data, to test the valdity of the Standard M odel and obtain estim ates of its
fundam ental param eters. In particular the m easuram ent is sensitive, through loop cor-
rections, to the m asses of the top quark and the H iggs boson.

TheW Dboson m ass and w idth results presented in this paper are obtained from data
recorded by the D elphiexperim ent during the 19962000 operation of the Lep Collider,
known as the Lep2 period. T his corresponds to a totalof 660 pb ' collected over a range
of centre-ofm ass energies: s = 161 209 Ge&V.

Tnitially, data were recorded close to the W *W  pair production threshold. At this
energy the W *W  crosssection is sensitive to the W boson mass, My . Subssquently,
Lep operated at higher centre-ofim ass energies, where thee'e ! W "W  cross-section
has little sensitivity toM . Forthesedata,which constitute thebulk oftheD elphidata
sam ple, My and theW boson width, y ,arem easured through the direct reconstruction
of the W boson’s invariant m ass from the obsarved Fts and leptons. The analysis is
perform ed on the nal states in which both W bosons in the event decay hadronically
W *Ww ! gg¥yq’ or fully-hadronic) and in which oneW boson decays hadronically while
the other decays kptonically (W "W ! “.gq® or sem ieptonic).

TheMy analyses of the relatively am allquantity ofdata ( 20 pb ! ) collected during
1996 at centreofm ass energies of 161 and 172 G &V were published in [1,2]. These data
are not reanalysed in thispaperbut are discussed In sections 7.1 .1 and 7.1 2 and included
In the nalMy combination.

T he data recorded during 1997 and 1998 at = 183 and 189 G &V have also been
the sub fct of previous D elphi publications [34]. These data have been reprocessed
and are reanalysed in this paper; the results given here supersede those In the previous
publications. Results on the data collected during the nal two years of Lep operation
are published here for the rst time. The data quality, sin ulation sam ples and analysis
techniques have allbeen In proved w ith respect to those used in previousD elphipublica-
tions. TheW m assand w idth have also been determ ined by the other L ep collaborations
[5]and at hadron collders [6].

The results on the W mass,My , and width, y , presented below corresoond to a
de nition based on a BreitW igner denom natorw ith an sdependentw dth, js My %)+
is w My I

A fter these Introductory rem arks, the paper starts in section 2 by describing the
Lep accelerator and the determm ination of its collison energy. A brief description of the
D elphidetector is provided as section 3. This is followed by section 4 which presents
the properties of the data sam ple and of the M onte C arlo sim ulation sam ples used in the
analysis.

T he analysism ethod is presented in section 5, rstforW *W ! “.qq° events, then
orw "W ! gqlgg®events. The text describbes how the events are selected and them ass
and width estin ated from My —and y -dependent lkelhood functions. The potential
sources of system atic uncertainty are considered in section 6. T hese include: naccuracies
In the m odelling of the detector; uncertainties on the background; uncertainties on the
e ects of radiative corrections; understanding of the hadronisation of the W boson gts;
possible crosstalk between two hadronically decaying W bosons, the e ects of which
the qg’aqq® M y analysis has been speci cally designed to m inin ise; and uncertainty on
the Lep centreofmm ass energy determ ination. T he paper concludes in section 7 with a
presentation of the results and their com bination.

P
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2 LEP Characteristics

2.1 A ccelerator O peration

The Lep2 programm e began in 1996 when the collision energy of the beam swas rst
ramped to theW *W  production threshold of 161 G &V and approxin ately 10 pb ' of
Integrated Ium nosity was collected by each experim ent. Later in that year Lep was run
at 172 G &V and a dataset of sin ilar size was accum ulated. ITn each of the four subsequent
years of operation the collision energy was raised to successively higher values, and the
accelerator perform ance In proved such that alnm ost half the integrated lum inosity was
delivered at nom inal collision energies of 200 G &V and above. The m ain m otivation for
this programm e was to In prove the sensitivity of the search for the H iggs boson and
other new particles. T he step-by-step nature of the energy increase was dictated by the
evolring capabilities of the radio frequency (RF ) accelerating systam .

D uring nom al operation the m achine would be lled with 4 electron and 4 positron
bunches at Epean 22 G&V , and the beam s then ram ped to physics energy, at which
point they would be steered Into collision and experin ental data taking begun. The

Il would last until the beam currents fell below a usefill level, or an RF cavity trip
precipitated loss ofbeam . Themean 11 lengths ranged from 5 hours in 1996 to 2 hours
in 1999. A fter de6G aussing the m agnets the cycle would be repeated.

In 2000, the operation wasm odi ed in order to optin ise still further the high energy
reach of Lep. Fills were started at a beam energy safely within the capabilities of the
RF system . W hen the beam currents had decayed signi cantly, typically after an hour,
the dipoles were ram ped and lum inosity delivered at a higher energy. T his procedure was
repeated until the energy was at the Iin it of the RF , and data taken until the beam was
Jost through a klystron trip. T hese m inizam ps lasted less than a m inute, and varied in
step size w ith a m ean value of 600 M €V . The lum inosity in 2000 therefore was delivered
through a nearcontinuum of collision energies between 201 and 209 G &V .

In addition to the high energy running, a num ber of 1ls each year were perform ed at
the 7 resonance. T hiswas to provide callbration data for the experim ents. F inally, several
1ls were devoted to energy calibbration activities, m ost notably resonant depolarisation

(RDP), spectrom eter and Q ¢ m easurem ents (see below for further details).

Them achine optics which were used for physics operation and for RD P m easurem ents
evolved throughout the programm e In order to optin ise the Jum nosity at each energy
point. Certain optics enhanced the build-up of polarisation, and thus were favoured for
RDP measuram ents. The optics In uence Eyean I several ways, and are accounted for
in the energy m odel, fulldetails of which are available In [7].

2.2 The LEP Energy M odel

A precisem easurem ent of the Lep beam energy, and thus the centre-ofm ass energy, is
a crucial ingredient in the determ ination of theW m ass as it sets the overall energy scale.
T he absolute energy scale of Lep is set by the technique of RDP, which is accurate to
better than 1 M €V . This technigque allowed very precise m easuram ents of the m ass and
w idth of the Z boson to bem ade at Lepl. However, this technigque is only possible for
beam energiesbetween about 4l and 61 G &V . The Lep2 energy scale is setm ainly by the
nuclearm agnetic resonance (NM R )m odel. Thism akesuse of 16 NM R probes, positioned
In selected dipoles, which were used to obtain localm easuram ents of the bending ed.
T hese probes thus sam ple the total bending eld, which is the prin ary com ponent in
determ Ining the beam energy. Onto this must be added tin edependent corrections



com ing from other sources. T hese include e ects from earth tides,beam orbit corrections,
changes in the RF frequency, and other an aller e ects. D etails of all these can be found
n [7]. Using this Lep Energy M odel, the Lep Energy group provided D elphiw ith an
estin ate of the centre-ofm ass energy at the start of each 1l and thereafter in Intervals
of 15 m inutes. For the year 2000 the values before and after the m inixam ps were also
supplied. No data are used which are taken during the m inixam ps, as the energy is not
accurately known during these periods.

Them ain assum ption which ism ade in the Lep Energy M odel is that the beam energy
scales linearly w ith the readings of the NM R probes. This assum ption of linearity has
been tested by three di erent m ethods:

1) Flux Loop. Each dipole m agnet of Lep is equipped with a singletum ux loop.
M easurem ents are m ade for a series of dipole m agnet currents, which correspond
roughly to the operating beam energies of Lep2. This allow s the change In  ux
over aln ost the entire LEP dipole eld to bem easured as them achine is ram ped in
dedicated experin ents. T his change In  ux can be com pared w ith the localbending

eld m easurem ents of the NM R probes. The Flux Loop is calbrated against the
Lep energy m odel in the range 4161 G €V , using the NM R coe cients determ ined
from RDP.The measuram ents from the Flux Loop in the high energy regin e (up
to 106 G &V beam energy) are then com pared to those from the Lep Energy M odel.
T he F lux Loop m easurem ents were m ade in all years of Lep2 running.

2) Spectrom eter M agnet. Tn 1999 a special steel Spectrom eter M agnet, equipped w ith
three beam position m onitors to m easure the beam position both on entry and
exit from the m agnet, was installed in the Lep ring. The magnetic el of this
m agnet was carefully m apped before and after installation in the Lep ring. A 1lthese
m easuram ents w ere very com patible. The beam energy is determ ined by m easuring
the bending angle of the beam In passing through the dipole m agnet. T he device
was calibrated against RDP in the 4161 G &V region and the Spectrom eter results
were com pared to the Lep Energy M odel at beam energies of 70 and 92 G &V .

3) Qg versus Vyr . The synchrotron tune Q¢ can be expressed as a function of the
beam energy and the totalRF voltage, Vyr , plis som e additional an all corrections.
By measuring Q¢ as a function of the total RF voltage the beam energy can be
determm Ined. These m easuram ents were perform ed in 19982000, at beam energies
from 80 to 91 G &V . Again the m easuram ents were nom alised against RDP in the
region 4161 G &V , and com pared to the Lep Energy M odel at L ep2 energies.

T he three m ethods are in good agreem ent, both w ith each other and the Lep Energy
M odel. Basad on these com parisons a sn all energy o set com pared to the Lep Energy
M odelwas supplied for each of the 10 beam energiesused in Lep2. Thiso set isalways
an aller than 2 M €V . T he estinm ated centre-ofm ass energy uncertainties range betw een
20 and 40 M &V and are discussed further in section 6.8 .

The Lep centre-ofm ass energy has also been determ ined by the Lep collaborations
using Lep2 events containing on-shell Z bosons and photons (radiative retum to the 7
events) [8,9]. The D elphianalysis m easured the average di erence between the centre-
ofm ass energy from radiative retum events in the efe ! 7 ()and € e ! gg( )
channels and the energy reported by the Lep Energy working group,

Ewm = +0073 0:094(Stat:) 0:065(Syst:)Gev:



Thus the D elphi result, relying on sim ilar reconstruction procedures to those de-
scribed in thispaper, is In agreem ent w ith the values reported by the L ep Energy working
group.

3 D etector D escription

The D elphidetector [10] was upgraded for Lep2. Changes were m ade to the sub-
detectors, the trigger systam , the run control and the algorithm s used in the o ine
reconstruction of tracks, which in proved the perform ance com pared to the earlier Lepl
period.

The m apr change was the inclusion of the Very Forward Tracker (VFT ) [11], which
extended the coverage of the innem ost silicon tracker out to 11 < < 169'. Together
w ith im proved tracking algorithm s and alignm ent and calibration procedures optin ised
for Lep2, these changes led to an In proved track reconstruction e ciency in the forward
regions of D elphi.

Changeswerem ade to the electronics of the trigger and tin ing system which in proved
the stability of the running during data taking. T he trigger conditions were optin ised for
Lep2 running, to give high e ciency for Standard M odel tw o—and four-ferm ion processes
and also to give sensitivity foreventswhich m ay be signatures ofnew physics. Tn addition,
In provem ents werem ade to the operation of the detector during the L ep cycle, to prepare
the detector for data taking at the very start of stable collisions of the €" e beam s, and
to respond to adverse background from Lep were they to arise. These changes led to
an overall In provem ent of 10% in the e ciency for collecting the delivered Tum inosity
from 85% 1n 1995, before the start of Lep2,to  95% at the end in 2000.

D uring the operation of the D elphi detector in 2000 one of the 12 sectors of the
central tracking chamber, the TPC, failed. A fter the 15° Septamber 2000 it was not
possble to detect the tracks left by charged particles inside the broken sector. T he data
a ected correspond to 1=4 of the total dataset of the year 2000. N evertheless, the
redundancy of the tracking system of D elphim eant that tracks passing through the
sector could still be reconstructed from signals in any of the other tracking detectors.
A modi ed track reconstruction algorithm was used in this sector, which included space
points reconstructed in the BarrelR ICH detector. A s a result, the track reconstruction
e ciency was only slightly reduced in the region covered by the broken sector, but the
track param eter resolutions were degraded com pared w ith the data taken prior to the
failure of this sector.

4 D ata and Sim ulation Sam ples

41 Data

TheW mass and width are m easured in this paper w ith the data sam ples collected
during the 19962000 operation of the Lep Collider. A summ ary of the available data
sam ples is reported in table 1, where the um inosity-weighted centre-ofm ass energies and
the am ount of data collected at each energy are shown. The lum inosity is determ ined
from Bhabha scattering m easurem ents m aking use of the very forward electrom agnetic
calorin etry [12]. The total Integrated lum inosity for the Lep2 period corresponds to

IThe D elphicoordinate system is right-handed w ith the z-axis collinear w ith the incom ing electron beam , and the x
axis pointing to the centre of the Lep accelerator. T he radius in the xy plane isdenoted R and is used to represent the
polar angle to the z axis.




approxin ately 660 pb ! . The integrated lum inosities used for the di erent selections
correspond to those data for which all elem ents of the detector essential to each speci ¢
analysis were fully finctional. T he additional requirem ents on, for exam ple, the status
of the calorim etry and the m uon cham bers m ean that the Integrated lum inosity of the
sem Heptonic analysis is slightly less that that of the hadronic dataset.

A llthedata taken from the year 1997 onw ards have been reprocessed w ith an In proved
reconstruction code, and the analyses on these data are updated with respect to the
previously published ones and supersede them . The data taken in 1996 have not been
reanalysed; the results from this year are taken from the previous publicationsw ith m inor
revisions as reported in section 7.

In addition to these data taken above theW *W —pairproduction threshold,data were
also recorded during this period at the Z peak. T hese sam ples, containing a total of over
0.5 m illion collected Z decays, were taken each year typically at the start and end of the
data taking periods. These 7 peak sam ples were used extensively in the alignm ent and
calbration of the detector and are usaed in m any of the system atic uncertainty studies
reported in section 6.

ﬁ_
L-weighted = s (G&V)

Year Hadronic Int. L (pb ! )|Leptonic Int. L (pb ')
1996 16131 101 101
17214 101 101
1997 18265 525 518
1998 18863 154 4 1525
1999 191 .58 252 244
19551 76 .1 74 6
19951 828 816
20164 403 402
2000 205.86 2184 2159

Table 1: Lum inosity-weighted centre-ofm ass energies and integrated lum inosities in
the Lep2 data taking period. The hadronic integrated lum inosity is used for the ful-
Iy-hadronic channel, the leptonic one is used for the sam iHeptonic channels.

4.2 Simulation

T he response of the detector to various physical processes was described using the
sim ulation program DELSIM [10], which inclides m odelling of the resolition, granular-
ity and e ciency of the detector com ponents. In addition, detector correction factors,
described in section 6, were Included to In prove the description of Fts, electrons and
muons. To allow use of the data taken after the 15 Septem ber in 2000, sam ples of events
were sim ulated dropping inform ation from the broken sector of the TPC . A variety of
event generators were used to describe all the physics processes relevant for the analy—
sis. W *W  events and all other four-farm ion processes were sin ulated w ith the program
described In [13], based on the WPHACT 2.0 generator [14] interfaced w ith PYTHIA 6.156
[15] to describe quark hadronisation and TAUOLA 2.6 [16]tomodel Ileptonsdecays. The
m ost recent O ( ) electrow eak radiative corrections in the so-called D ouble Pole A pprox—
In ation (DPA ) were Included in the generation of the signal via weights com puted by
YESWW 3.1.16 [17], and the treatm ent of Initial state radiation (ISR ) of this calculation was



adopted. The photon radiation from nal state leptons was com puted w ith PHOTOS 2.5
[18]. For systam atic studies the altemative hadronisation descriptions in plem ented in
ARIADNE 4.08 [19]and HERWIG 6 .2 [20 ]were also usad. A 11 the hadronisation m odels were
tuned on the D elphiZ peak data [21].

The background process e'e | gg( ) was sinulated with KK 4.14 [22] nterfaced
w ith PYTHIA 6.156 for the hadronisation description. T he two-photon events giving rise
to those € e gqg nalstates not described in the four-ferm ion generation above w ere pro—
duced w ith PYTHIA 6.143 asdiscussed in [13]. T he contribution from all other background
processes was negligible.

The simulated integrated Jum inosity used for the analysis was about a factor 350
higher than for the real data collected for 4-ferm ion processes, about a factor 60 higher
for 2-ferm ion nal states and about 3.5 tin es greater for e e gg two-photon nal states
(those not already included in the 4-ferm ion sim ulation).

5 AnalysisM ethod

Themeasurement of My and of ; are perform ed on sam ples of W "W bomad
and W*W ! ggqq’ events; these two channels are discussed in tum below. The
reconstruction of events where both W sdecay leptonically has very lim ited sensitivity to
theW massand width, as they contain at least two undetected neutrinos, and hence are
not used In this analysis.

The st stage in the analysis is to select events from these decay channels, using
either a neural network or a sequential cutdbased approach. In som e channels, after
prelin inary cuts, the probability is assessed for each event ofhow W *W ke it is and
a corresponding weight is applied in the analysis.

T he resolution of the kinem atic inform ation extracted from the obsarved particles in
the event can be in proved by applying energy and m om entum conservation constraints to
the event; this is discussed in section 5.1. In the fully-hadronic channel the gt directions
usad as the input to the kinem atic t are also assessed excluding particles from the inter—
£t regions. T his altemative approach reduces the sensitivity of the W m ass analysis to

nal state interaction system atics and is discussed in section 5.3 2.

T he next stage in the analysis is to produce a likelihood function expressing the relative
probability of observing an event as a function ofM y and . T he lkelihood functions
used below depend not only on the reconstructed W m ass of the event but m ake use
of other event characteristics to assess the relative weight and resolution of each event.
T hese lkelhood functions are then calibrated against sin ulated events.

The W mass and width are then extracted by m axin ising the com bined likelihood
function of the filll observed dataset.

5.1 A pplication ofK inem atic C onstraints to Event R econstruc-
tion

T he event-by-event uncertainty on the centre-ofm ass energy, ie. the energy spread, at
Lep istypically 0.1% ,while the overallm om entum and energy resolution of the obsarved
nalstate isabout 10% . H ence, the precise know ledge of the kinem atics in the nitialstate
can be usad to signi cantly in prove the reconstructed kinem atic inform ation obtained
from the clustered Fts and obsarved leptons in the nal state. This is accom plished by



meansofa ?

mom entum .

T he reconstructed gtsand leptons of the event m ay be associated w ith one of the two
hypothesised W bosons in the event. A fth constraint m ay then be applied to the event
by assigning equalm asses to these W boson candidates. A s the decay w idth of the W
bosons is nite, this constraint is non-physical. However, as the event m ass resolution
and 2Ge&V=c? W width are of com parablem agnitude in practice this constraint provides
a useful approxin ation. Tt is of particular use in the sem iHeptonic decay channels w here,
after applying the fourconstraints, the event m ass resolution is still larger than the W
w dth and, due to the unseen neutrino, the two tted m asses are strongly anticorrelated.
H owever, in the fully-hadronic decay channel them ass resolution after the fourconstraint

t is better and the correlation is less; hence m ore Informm ation is availbble in the two
fourconstraint m asses than the com bined ve-constraint event m ass.

t basad on the four constraints from the conservation law s of energy and

P aram eterisation of Jets and Leptons

FEach tted ob fct, tor lepton, isdescribed by three param eters. M uons are described
by theirm easured m om enta and their polar and azin uthal angles. T he uncertainties on
these param eters are obtained directly from the track t. Electrons are characterized
by their m easured energies and their detected angular position in the electrom agnetic
calorin eters. The energy uncertainties are obtained from param eterisations of the re—
sponses of the electrom agnetic calorim eters, which were tuned to the responses found
In Bhabha and C om pton scattering events. T he angular uncertainties were determ ined
from the detector granularity and were signi cant only for the forward electrom agnetic
calorin eter. Tn sam i-leptonic events, the neutrino m om entum vector is considered as un-—
known, which leads to a reduction by three in the num ber of e ective constraints in the
kinem atic t.

g
pfit 3 bpb

Figure 1: Param eterisation used for ts in the constrained t, as explained in the text
and equation 1.



FEach tted #t m om entum pjf is profcted onto a set of axes w ith one com ponent
parallel to the m easured Ftm om entum pjm and two transverse com ponents, pjb and pjc,

each nom alized In m agnitude to 1 G €V =c. In this coordinate system pjf can be described
by three param eters a4, by and c;:

p = &p/ + bp”+ cp’; (1)
where each com ponent is shown In gure 1. The measured Ft energy E ;" is rescaled
w ith the sam e factor €9 as the Bt m om entum . T he exponential param eterisation €' of
the factor in front of p;" makes the tmore stablke and results in uncertainties which
have a m ore G aussian distribution. The values of the param eters are determ ined by
perform ing a constrained t, whilke the transverse directions are given by the eigenvectors
of them om entum tensor described below .

Form of ?

The algorithm m inin izesa 2, de ned for fully-hadronic events as:

by
w hile forcing the tted event to obey the constraints. T he appropriate tem s are Included
in the ? for events with a leptonic W decay. The expected energy loss param eter ag
and the energy spread parameter .., together with the parameters ,, and ;, are
param eterised as functions of the gt polar anglkes.

Jet E rror P aram eterisation

T he Et ervor param eters, ag, a;r b and o were obtained from a study ofhadronic Z
events. H adronic 2 eventsw ith a two—fgt topology w ere selected from the Z calibration run
data or from the corresponding M onte Carlo sinulation. T he reconstructed gt energies
were com pared with the beam energy. In general an energy loss of around 10% was
observed for gts in the barrel region of the detector while this ncreased to 15% in the
forward regions. A good agreem ent between the data and simulation was found. The
energy loss increases if the event £t topology becom es less tw o—gt Iike, resulting in energy
Josses of around 15% for the barrel region and up to 35% in the forwards regions.

T he uncertainties on the gt param eters for the rst stage of the t were determm ined
from this study as a function of the polar angle of the t. However, a dependence of
these param eters on the properties of the Individual fts has also been obsarved.

Jet B readth

T he dependence of the uncertainties on the individual £t properties is included in a
second stage of the t, where the param eterisation of the transverse m om entum uncer-
tainties depends upon the breadth of the gt. This breadth is calculated by pro fgcting
the m om enta of all particles in the gt on to the plane transverse to the gt axis. From
these pro fctions a two din ensionalm om entum tensor T is created:

X
T = PP (3)

k
where p° and p* are the two com ponents of the profction of the m om entum of particle
k In the transverse plane. T he nom alized eigenvectors of the tensor, pjb and py°, re ect
the directions w here the £t is broadest and slin m est. T he corresponding eigenvalues are



By and B.. By com paring the resulting ft energies from the rst stage of the twith
the m easured ones, an estin ate ism ade of how m uch energy rem ained undetected in the
Pt, referred to as E 4, iss - T he uncertainties on the #t breadths were then param etrised
as a function of the elgenvalues, the m easured Pt energy and them issing energy E 4 igs -

Use of ?

The ? of the resulting t is a function of the collection of Ft param eters (a;;b;;c;)
and Jepton param eters. The Fts and leptons are paired appropriately to each W boson
decay and constraints applied. The total 2 is then m inin ized by an iterative procedure
using Lagrange m ultipliers for the constraints.

Events forwhich the 2 ofthe tislarger tha&l the num ber ofdegrees of freedom forthe

t,NDF ,had their errors scaled by a factor of 2=N D F in order to take non-G aussian
resolution e ects into account.

In the sam iHeptonic analysis described in section 523 the value of the best tm ass
from the ? minimum and the error on thism ass is used for each event. In the fully—
hadronic analysis described in section 5.3.3 each event uses the 2 distrdbution as a
function of them asses of the two W bosons in the event.

5.2 Sem iLeptonic D ecay C hannel

TheW "W ! “.qq°events constitute 44% ofallW "W decays. TheW "W event
candidates are classi ed according to their legptons and their selection is perform ed using
a naural network. An event W mass is reconstructed in a kinem atic t, by in posing
m om entum conservation, them easured centre-ofm ass energy and equality of the leptonic
and hadronicdecay W m asses. An estin ate ofthem ass resolution in each individualevent
is also obtained from the kinem atic t and an estin ate of the event purity is obtained
from the neuralnetw ork output; these quantities are both used in producing the likelihood
function from which My and  aredetemm ined.

5.2.1 Event Selection

Events are selected from the recorded data sam ple requiring that alldetectors essential
for this m easurem ent were fully e cient: these com prise the central tracking detectors
and the electrom agnetic calorim eters. T he data recorded during the period w ith a dam —
aged sector of the TPC are also usad w ith m atching sin ulation sam ples produced. T he
corresponding integrated lum inosities, at each centre-ofm ass energy, are given in table 1.

Events containing at least three charged particle tracks and w ith a visibble m ass greater
than 20 G eV =c? are considered foranalysis. Events containing Jepton candidates are then
denti ed in this sam ple, either by direct lepton denti cation (electronsand m uons), orby
clustering the events Into a three—t con guration and selecting the gt with the lowest
charged multiplicity as the tau candidate. At this stage, events can be considered as
candidates in m ultiple channels.

E lectron and M uon Identi cation

Charged particles are denti ed asm uons if they are associated w ith a hit in them uon
cham bers, or have an energy deposit in the hadron calorin eter that is consistent w ith
aminimum Jonising particle. M uon denti cation is perform ed in the polar angle range
between 10 and 170 . M uons with an unam biguous association [10] with the hits in
the muon chambers, or with a loose association in addition to a good pattem in the
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hadron calorin eter are classi ed as good candidates, w ith the rem ainder being classi ed
as possible candidates.

E lectron denti cation is perform ed in the polar angle range between 15 and 165 by
selecting charged particles w ith a characteristic energy deposition in the electrom agnetic
calorim eters. In the central region of the detector, covered by the HPC electrom agnetic
calorim eter, the electron selection followed the criteria described in [10] for candidates
below 30 G&V . This selection is based on a neural network using the electron energy
to mom entum ratio (E/p), the gpatial m atching between the extrapolated track and
the shower, the shower shape and the track energy loss per unit path length in the
TPC (dE/dx) as the discrim inating variables. Above 30 Ge&V, a simpli ed selection
is adopted, the m ain deposit associated w ith a charged particle track is denti ed and
the surrounding electrom agnetic show ers are clustered into this electron candidate. O nly
candidatesw ith E /p greater than 05 areused. In the polar angle region corresponding to
the forward electrom agnetic calorin eter acceptance, below 36 and above 144 , electron
candidates are selected from am ong the calorim etric shower clusters. O nly clusters w ith
an energy above 8 G&V and which could be geom etrically associated to extrapolated
charged particle tracks are used. T he electron candidates are separated into categories
of good and possible candidates based on the quality of the track associated with the
electron. T he association of vertex detector hits to the track is a prim ary criterion used
In assessing the track quality.

Tau reconstruction

A sm entioned above, tau candidate events are clustered into a three—gt con guration
using the LUCLUS [23]algorithm . Tracks at Jarge angle (m ore than 40 from the nearest
Et axis) or which contribute a large m ass to the gt they belong to ( M bigger than
35 Gev=c?) are removed from the tau candidate. As the tau lepton predom inantly
decays Into a nalstate w ith one or three charged particles, w ith few neutrals, a pseudo-
m ultiplicity de ned as the sum of the charged m ultiplicity and one quarter of the neutral
m ultiplicity is used and the Pt with the lowest pseudo-m ultiplicity is chosen as the tau
candidate. Then a further cleaning is applied on this tau candidate : tracks atm ore than
20 from the tau axis, orwhich contributea argemass ( M biggerthan 2.5 G &V =c ?) are
ram oved from the tau candidate. O nly tau candidates containing between one and four
charged particle tracks after this cleaning, and w ith a polar angle between 15 and 165
are kept. Two classes of events are then de ned, those w ith only one charged particle
track, and all others.

Event R econstruction and P re-selection

A fter the Jepton denti cation is perform ed, the events are reconstructed as the lepton
and a two or three gt systam . Preselection cuts are then applied.

A lltracks not associated to the lepton are clustered using the LUCLUS algorithm . T hese
Bt tracks In sam iHeptonic electron and muon decay channel events are clustered w ith
dym = 75GeV=cmwheredyy, isam easure of the clusterisation scale used inside LUCLUS.
If m ore than three gts are obtained the tracks are forced into a three—gt con guration.
T his procedure correctly treats events w ith hard gluon radiation (the proportion of three—
Bt events is about 20% ). In sam Heptonic tau decay events the tracks not associated to
the tau candidate are forced into a two—gt con guration.

A set of pre—selection cuts is then applied. First, a comm on set of criteria is applied
to the system of fts:

visible m ass greater than 30 G eV =¢;
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at least wve charged particle tracks, w ith at least two w ith m om entum transverse to

the beam greater than 1.5 G &V =c and com patible w ith the prin ary vertex (in pact
parameter nR < 0d5am and inz < 04 an);

no electrom agnetic cluster w ith an energy bigger than 50 G &V .

Then, for electron and m uon sem Heptonic decay channel events, the follow Ing addi-
tional cuts are usad:

energy of the lepton bigger than 20 G &V ;
if there is another isolated lepton of the same avour and opposite charge, the
event acollinearity should be bigger than 25 . The acollinearity used here is that

between the two “gts’ when forcing the event Into a two—fgt (including the lepton)
con guration.

Further cuts are m ade for electron decay channel events:

m issing transverse m om entum should be greater than 8 G eV =c;

the cut on m issing transverse m om entum is increased to 12 G &V=c for electron
candidates in the ‘possible’ class;

angle between the lepton and the nearest gt greater than 15.

T he cuts speci ¢ to themuon decay channel events are:

angle betw een the Jepton and the nearest t greater than 15 in the case of possible’
classmuons;

angle between them issing m om entum and the beam axis greater than 10 formuon
candidates in the Yossble’ class.

W hile for tau decay channel events, the cuts applied are:

visble hadronic m ass an aller than 130 G eV=¢;

energy of the tau greater than 5 G &V ;

fraction of energy of the tau associated to charged tracks greater than 5% ;

at Jeast one of the charged particle tracks from the tau m ust have a vertex detector
hit;

angle between the tau and the nearest gt greater than 15;

angle between the tau and the nearest charged particle greater than 10 ;

m issing transverse m om entum greater than 8 G &V =c;

the cut on m issing transverse m om entum is increased to 12 G &V=c in the case of
tau candidates w ith several charged particles.

T he sam iHeptonic electron and m uon events are then reconstructed using a constrained

£ In posing conservation of fourm om entim and equality of the two W m asses in the

event. A s the energy of the tau lpton is unknown, due to the em ission of at least one

neutrino in its decay, the mass in the ~ gq° channel is entirely determ ined by the ft
system and no im provem ent can be m ade from applying a constrained t.

Selection

T he event selection is based upon a m ulti-layer perceptron neural network [24]. The
network has been optim ised separately for the six classes of events (good and possible
e .a9’, good and possble ~ gg’, and ~ gg’ candidates containing either only one or
several charged particles).

The choice of the variables used In the neural networks is a com prom ise between
their independence from the W mass and their discrin lnant power. The number of
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Figure 2: The output of the neural network used for the selection of the sam iHeptonic
channels for the data sam ple recorded at~ s = 183 209 G &V . The data are indicated
by the data points w ith error bars. The histogram s show the signal and background
sim ulation contributions nom alised to the Integrated lum inosity of the data sam ple.
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Inputhidden-output nodes were 12-8-1, 11-7-1 and 174121 for thee, and channels
respectively. T he detailed list of variables is given below . T he network has been tuned
on sam ples of signal and background sin ulation events, and exam ples of the distrdbution
of the neural network output value are shown In gure 2. The applied selection cut isat
040,050 and 035 forthee, and channels respectively, independent of the centre-
ofm ass energy. A ny discrepancy in the background rate between data and sim ulation is
accounted for in the system atic uncertainty applied.

T he event selection procedure ensures that the events are only selected in one of the
channels: events that pass the chosen cut in them uon channel are selected, the rem aining
events are considered as electron channel candidates and, if they are again refected, are
then analysed under the tau channel hypothesis. T his ordering follow s the hierarchy of
purities In these channels (and is not dependent on the good or possible lepton classes).
A fter applying the cut on the network output the selection perform ance is as shown in
table 2. A san exam ple, the globale ciencies for CCO3 eventsare 79.8% , 8% 8% and 59.3%
respectively forthee .gq’, ~ gg’and ~ gg’eventsin thedatatakenat™ s = 189G&V.
T hese num bers are integrated over all event selections as there is a non-negligible cross-
contam ination of events in the event selections (e.g. € .qq’ event selected by the ~— g’
selection) which still add useful Inform ation In the W mass and width ts. Here CCO03
refers to the three charged current processes producing the W *W  state for which this
analysis is intended : schannel photon or 2 production and tchannel . exchange.

Sin ulation
1998,189 G &V | (Prim ary-1)".qq’| (O therd) .qq’| ag’aa’| ga( )| O ther 44 Total|Data
e g’ 2575 105 07 93 6:5 2845 | 256
— o’ 3212 102 0:4 11 22 335:1 | 320
— qd 1982 566 35 | 186 109 | 2879 | 294
aqqq® { 340 10299 3416 | 50:8 |1456:3|1506
2000, 206 G eV
e g’ 3739 169 10 | 13% 11:4 | 4168 | 395
o 4570 148 0% 17 4:1 4782 | 467
— g’ 2902 876 57 | 223 214 | 4272 | 426
aq’aq’® { 406 1514:5| 4609 | 107:8 |2123:8| 2134
1997-2000
183-206 G eV
e qq’ 10915 4777 29 | 399 307 |1212:7|1182
ek 13567 433 17 | 152 110 |1417:8|1402
— qq 8493 2486 160 | 722 556 |1241%6|1270
aq’aq’® { 1316 44210(1399:5| 2698 |6222:0| 6446

Table 2: Num ber of selected events In the decay channel event selections from the 1998
and 2000 data sam ples and the com bined 19972000 data sam ple, and the corresponding
num ber of expected events from the sinulation. The tabl is split into row s giving the
results of each of the event selection routines. T he prin ary-1 and other1~.qq” colim ns
relate to the nature of the sam ieptonic event selections e g. for the € .qq° selection the
results are orthe e .gq’and ( ~ gg’+ — gq’) channels respectively.

For each of the six classes of events, the fraction of sam HeptonicW "W events In the
sam ple has been extracted from simulation as a function of the neural network output:
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this is referred to below as the event purity P.. T his feature is particularly useful for the
tau selection, w here the proportion of background events is highest.

5.2.2 Variables used in the Selection N euralN etw orks
Comm on Variables for all Leptonic C hannels

Polar angle of the leptonic W (after applying the constrained t);

angle of the charged lepton w ith respect to the direction of the leptonic W (in the
W rest fram e, and after the constrained t);

polar angle of the lepton;

polar angle of the m issing m om entum vector;

angle between the lepton and the nearest gt;

angle between the lepton and the nearest charged hadron track (of energy greater
than 1 G&V);

m issing transverse m om entum ; D_

the nvariant m ass of the m easured system of particles s° [25] — this is m easured
using planar kinem atics, by forcing the event into 2 gts (using all particles in the
event iIncluding the Jepton) and assum ing a photon is em itted down the beam pipe;
aplanarity (cosine of the angle between the lepton and the nomn al to the plane
orm ed by the £ts?);

acollinearity (com plem ent of the angle betw een the two \ £ts" when forcing the event
nto a two—gt con guration);

them Ininum d;;, distance in the LUCLUS Jt clusterisation algorithm between two
gts in the nalocon guration,where the whole event (hadronic and leptonic system )
is forced into three gts. This is known asdgan.

A dditionalVariable for the E lectron C hannel O nly
Angle between them issing m om entum and the nearest gt.
A dditionalVariables for the Tau ChannelOnly

Angle between them issing m om entum and the nearest gt;

fraction of the tau energy com ing from charged particle tracks;

m issing energy;

reconstructed tau energy;

reconstructed tau m ass;

Qyan,asdyan (see above) but w ith the nalevent con guration forced Into four gts.

5.2.3 Likelihood Function

A lkelhood function, LMy ; w ), 1S evaluated for each selected event w ith a recon-
structed m ass in a de ned range. T he range was 67-91 G &V =c? for the data collected in
1997, 67-93 G eV=c? for 1998, 67-95 G &V =c? for 1999, and 67-97 G &V =c® for 2000. The
Increase In range w ith rising centre-ofm ass energy is to account for the increasing ISR
tail. T he lkelihood function is de ned as follow s:

LeMy jow)=Pe S@™; “5My; )+ (1 Po) B@™);

where P, is the event purity, discussed above, S? is the signal fiinction that describes the
reconstructed m ass distribution of the sam iHleptonic W decays, and B is used to describe

2 for three—pts events in the electron and m uon channels, the ftsplane is the plane form ed by the m ost energetic &t
and the sum of the two others.
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background processes. T he reconstructed event m ass m ¥ and its estin ated error £
are both obtained from the constrained t. The distrdbution of background events is
extracted from sinulation as a fiinction ofm £,

T he signalfiinction S?isde ned in term sof S and S ®asdiscussed below . T he function
S relies on the convolution of three com ponents, using x and m as thedum m y integration

variables:
S My ;g )= (4)
REBEAM fit . fit Rl . .
0 dn G m m; lgdxPSm (1 x))BW Mm@ x)My; w IRk (X):
BW isa relativistic BreitW igner distrdbution representing the W m ass distribution,
W m ?

1
BW (m ; = —
m My w) v

5 (5)

M2 My P2+ m2-
My

and P S is a phase—space correction factor
S
4m 2
PSm)= 1 —:
S

T he convolution w ith the G aussian function G describes the detector resolution. T he
w idth of the G aussian depends upon the reconstructed m ass error obtained in the con—
strained t for that event.

The ISR spectrum is param eterised as

1
Rsg (x )= x' 7

where x isthe ratio of the photon energy to the centre-ofm assenergy and  iscalculated
from the electrom agnetic coupling constant ( ), the centre-ofm ass energy squared (s)
and the elecron mass (m.):

2 2
= —[(s=m ) 1l

Due to the constrained t,a W produced atmassm w ill be reconstructed to a good
approxin ation asm =(1 x ) in the presence of an undetected ISR photon, giving a tail
at high m ass in the m easured gpectrum . T his tail is well described by the integration on
the photon spectrum in equation 4.

T he event selection contains a signi cant fraction of ~ qq° events in the electron and
muon channel sam ples, and of € .qq” events in the tau sam ple (see tablk 2). In the tau
channel the m ass of the event is determ ined from the Et system . T he behaviour of true

~ gq’ and € .qg¢® events in this tare found to be sin ilar, and S® = S in this channel.
However, In the electron and m uon channel sam ples the behaviour of the ~— g events is
som ew hat di erent to that of the e .qq®, ~ gq’events. The ~ gg’ events have a worse
m ass resolution and introduce a anm all negative o set on them ass. T he fraction of tau
events, which have been wrongly classi ed and are contained in the electron and m uon
channel sam ples, has been param eterised in bins of the lepton energy and the m easured
m issing m ass. This fraction P . is then taken into account in the likelihood function for
the electron and muon sam ples, by de ning the signal fiinction S ® as

s= @1 P. S+P. §

where S° is analogous to S, but with the width of the G aussian resolution function
Increased according to a factor determ ined from sin ulation studies. A Il rem aining biases
n the analysis due to using this approxim ate likelihhood description are corrected for in
the callbration procedure as described in section 54.
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5.3 Fully-H adronic D ecay C hannel

TheW "W ! gg’gq’ events constitute 46% ofallW *W  decays. The event m asses
can be reconstructed from the observed set of gts. The kinem atics of the Pts can be
signi cantly overconstrained in a kinem atic t, I proving the event m ass resolution, by
In posingm om entum conservation and them easured centre-ofm assenergy. The in uence
of them any am biguities in the event reconstruction, w hich dilute the statistical inform a—
tion, ism inin ised by optin ally weighting the di erent hypotheses in the lkelhood tof
My or y -

T hedom inant system atic error isdue to thepossble in uence of nalstate interference
e ects between particles from the two decaying W s. Reconstructing the gt directions
using only the particles from the core of the Pt reduces the possible e ects of these nal
state interference e ects. This technique and the m ass estim ator based on all observed
particles are both discussed in section 53 2.

5.3.1 Event Selection

A s in the sam i-eptonic analysis, appropriate criteria were in posed on the functionality
of the detector w hen selecting the data sam ple for analysis. T he corresponding integrated
Jum inosities, at each centre-ofm ass energy, are given in table 1.

T he event selection can be ssparated into three stages. First a pre-selection is per-
form ed to reduce the data sam ple to events with a high multiplicity and high visble
energy. In the second stage events with a four or ve Pt topology are retained. The
obsarvables on which the selection ism adepare chosen to be, to a good approxim ation,
Independent of the centreofm ass energy = s: the sam e selection criteria are used for
all energies for the preselection and £t topology selection. The nal stage of the event
selection is to use the inter—gt angles and Bt m om enta to estim ate the probability that
thiswasaW "W ! qggq¥qq® event.

T he pre—selection cuts applied are:

the charged particle m ultiplicity should be larger than 13 ;
the total vislbble energy of the event m ust exceed 1 15

the scaled e ective centre-ofm ass energyie— [2511is requjred to be equal to or larger
than 0.8;
refction of events tagged as likely to be containing b quarks [26].

T he last criterion rem oves 7% of the rem aining Z! gg( ) and 18% of the ram aining 27
events, w hile changing the signal selection e ciency by less than 1% . T he distrrbutions

ofdata and sim ulation events for the scaled e ective centre-ofm ass energy and com bined
b-tag variable are shown In gure 3; the cut on the com bined btag variable retains all
events below 2.

T he rem aining events are then clustered using the DURHAM [27] &t clustering algorithm
with a xed yo: 0of 0.002. The Fts obtained are required to have an invariant m ass of
greater than 1 G &V =c? and contain at least three particles. If the fts do notm eet these
criteria orm ore than wve gts are obtained, the clustering is continued to higher values
of Yeur. Events which cannot be clustered into either four or ve Jts that ful 11 these
criteria are refcted. T he initial y.,+ value of this procedure was optin ised for m axim al
sensitivity to My and results In a sam ple of approxin ately 50% four and 50% ve Pt
events.

The Fts obtained from this procedure are then used in a constrained t, described in
section 5], where m om entum conservation and the m easured centre-ofm ass energy are
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F igure 3: T hedistrdbution of tw o event selection variables for candidate qg’gq” events from

the full Lep2 data sam ple and the corresponding sin ulation sam ples. T he left hand plot
show s the scaled e ective centre-ofm ass energy, the right hand plot the com bined b-tag
variable. T he distributions are shown after the cuts on all other pre—selection variables
have been applied.

enforced. From the thted Jtsa topological observable, D o, , was form ed to discrin nate
between signaleventsand 72! gg events w ith hard glion radiation:

g -
Dpr: fit it ~fit prfit
u

fit

fit fit
where E | B -

and E7j i
fjit are the am allest and second an allest tted inter—gt angles. T he expected fraction of
agq%aq” events W "W or ZZ) in the selected sam ple, the event purity P *f, is param e~
terised as a fiinction of this variable. T his fraction of qq'gq® events, i.e. doubly—resonant
events rather than justW "W  events, isused in the theoretical distribution function de-
scribed below . Events w ith an estim ated purity below 25% are rejected. T he distribbution
of the D o, Observable is shown In gure 4 for both the 4 and 5 Jt topology events, and
the num bers of selected events are given in table 2. An excess of data events over the
expected num ber of sim ulation events was obsarved.

are the an allest and second sm allest tted £t energies and and

5.3.2 Cone Jet R econstruction

The largest contribution to the system atic uncertainty in the fully-hadronic decay
channel arises from the hypothesis, used throughout the likelthood construction, that
the fragm entation of the partons from both W bosons happens independently. H owever,
BoseE Instein Correlations (section 6.11) and colour reconnection (section 6.12) e ects
may result in crosstalk between the two W system s. A Ft reconstruction technigue is
presented here w hich hasbeen designed to have reduced sensitivity to colour reconnection
e ects.

C onventionally, as used for the gts in the sam Heptonic analysis, the particles in the
event are clustered into Fts using a gt clustering algorithm and the energy, m agnitude
of them om entum and direction of the gt are reconstructed from the clustered particles.
The Bt m om entum and energy are then used as the input to the kinem atic t. This
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Figure 4: The left hand plots show the distrdbution of the D o, variable for four Ft
(top) and ve gt (bottom ) events from the full Lep2 data sam ple and the correspond—
Ing simnulation sam ples. T he right hand plots show the distrlbution of the fourferm ion
event purity w ith this variable at a centre-ofm ass energy of 1995 G &V extracted from

sim ulation events. The tted param eterisation of this distrrbution is given by the line.
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Figure 5: Tlustration of the iterative cone gt reconstruction algorithm used for the
fully-hadronic W m ass analysis as discussed in the text.

technique is referred to in this paper as the standard reconstruction m ethod and provides
the optim al statistical sensitivity.

In the altemative reconstruction algorithm discussed here the e ect of particles in
the inter—gt regions on the reconstructed et direction is reduced. This is achieved by
using a cone algorithm . T he initial ft direction I isde ned by the standard clustering
algorithm s (DURHAM [27], CAMBRIDGE [28] or DICLUS [29]) and a cone of opening angle
R cone de ned around thisas in gure 5. The gt direction is recalculated (direction (1)
on the gure) using those particles which lie inside the cone. This process is iterated
by constructing a cone (of the sam e opening angle R ) around this new Ft direction
and the gt direction is recalculated again. The iteration is continued until a stable
Bt direction pt. is ound. Only the Pt direction is changed in this procedure, the
m agnitude of the m om entum and the gt energy are rescaled to com pensate for the lost
energy of particles outside the stable cone. T he value of the cone opening angle R (ne 1S
set to 05 rad, a value optin ised for the m easuram ent of the colour reconnection e ect as
reported in [30].

T his cone Bt reconstruction technique reduces the sensitivity to the colour reconnec—
tion e ect (see section 6.12) at the expense of som e statistical sensitivity. T he expected
statistical uncertainty increases by approxin ately 14% . T his technigque has been applied
only to the W massand not to theW width analysis.

T his technique of ft reconstruction should not be confiised with the altemative gt
clustering algorithm s (DURHAM, CAMBRIDGE or DICLUS) used in the analysis (see below ).
The altemative gt clustering algorithm s are used as the starting point for the cone gt
reconstruction In order to im prove the statistical sensitivity of the analysis rather than
to reduce the sensitivity to colour reconnection e ects.
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5.3.3 Likelihood Function

Event Ideogram s

Each of the selected events is analysed through the use of a likelhood ratio function,
which wew ill abelhere as the event ideogram . The nalideogram for each event consists
of the weighted sum of the ideogram s produced using a range of event reconstruction hy—
pothesesh;. T hese reconstruction hypotheses, including for exam ple the possible di erent
associations of the gts to their parent W bosons, are discussed below . T he details of how
these hypotheses are com bined is then described below under the heading of ‘Ideogram
Sum ‘.

T he ideogram re ects the relative com patibility of the kinem atics of the event w ith the
pram ise that two heavy obfcts, with massesm , and m , were produced. T he deogram
is based on the least-square, 3., of the energy and mom entum constrained t of the
observed set of et kinem atics, fpyg, of the reconstructed nal state.

Thus, for each pair of test massesm = (m,;m ), we can obtain the ic (fpsg I ;hi).
A s the calculation of the 2 over the fullmassm plane is com putationally intensive we
apply the follow ing approxin ation in the analysis. The 2 is only calculated once per
hypothesis h; at them lnimum of the ic (m ) In the fullm —space. T he probability n all

other pontsm = (m,;m ) is calculated using a G aussian approxin ation for the 2(m )
given by:
fmyemy)’ L+ m o m )V i@ om Y
w ith
!
m = M=
= m,
!
t
t mx
m = ot

The masses m ., m [**, and the covariance matrix V are taken from the 4C kine-

matic t.W hen the 3. islarger than the num ber of degrees of freedom (NDF=4), the
‘my;my) isrescaled with a factor NDF/ 4. in order to com pensate for non-6 aussian
resolition e ects.

T his procedure decreases the com puting tim e taken by an order of m agnitude com —
pared w ith the full six constraint t [3], while resulting in only a m inin al reduction in
the W m ass precision obtained (2 1% ).

W e denote the deogram of the event under hypothesis h; asP (fp;gn ;h;). A ssum ing
a G aussian orm , this is caloulated from the 2 as follows:

P (fpsgm jhi) dm = exp % ic (FDsg e jhy) dme
Exam ple deogram s are shown In gure 6. These deogram s show the weighted sum of
the reconstruction hypothesis deogram temm s foran individualevent. T he reconstruction
hypotheses, which we w illdiscuss In the follow Ing sections, include a range of options for
the gt clustering algorithm s that assign particles to gts, the possible associations of gts
toW bosons, and a treatm ent for events that m ay have signi cant initial state radiation.



21

—105 «— 105 F =
o L (8] L
o® 100 o 100

9 | 90 [

85 | \ 85 |

80 I 80

NI
U

65 il e 65 bl T
65 70 75 80 85 90 95 100 105 65 70 75 80 85 90 95 100 105

m, (GeVic?) m, (GeVic?)

Figure 6: Exam ples ofa reconstruction hypothesisweighted sum oftw o-dim ensionalprob—
ability ideogram s (see text) for a four—gt (left) and wve—=gt (right) hadronic event. The
deogram s include term s from each potential Etypairing, three £t clustering algorithm s
and possible ISR am ission. The 1,2,3 and 4-sigm a contours are shown.

Jet Pairings

A s discussed in section 5.3., the reconstructed particles in the event were clustered
Into four or ve gts. These pts can then be associated to their parent W bosons. For
events clustered into four ( ve) fgts there are three (ten) com binatorial possibilities for
the gt pairing nto W bosons. T he relative probability of each of these &t pairings to be
the correct gt association is estin ated.

This t to W boson association weight, wy , is estim ated as a function of the recon-
structed polar angle ofthe W boson and the estim ated charge di erence between the two
reconstructed W bosons in the event. For the ve gt events the transverse m om entum
of the gluon Ft is also used.

The production angle  oftheW * (W ) boson is correlated w ith the ight direction
oftheincom nge” (e )beam . Foreach gtpairing theW boson polaranglew as calculated
and its probability P ( ) assessed from a centre-ofm ass dependent param eterisation of
correctly paired sim ulation events.

The ®t charge Q.. ©or ft i in the clustered event can be m easured as:

jet

0i _ i P
S
where ny.. are allcharged particles in gt i, whilk ¢, and g, are their charge and m om en—
tum . For each association k of the gts to their parent W bosons the charge di erence
Qx =0, Q% isobtained. Agaih, the probability of this being the correct t
assignm ent is assessed using a M onte Carlo sim ulation-derived param eterisation. The
relative weight for each F#t pairing k can be expressed as:

w! =Py ( Q) P(E)+ (I Py.( Q) P )

In ve ptevents,atwo ptand a three t system are considered. T he three £t system
is considered as com prising a gg pair and a gluon gt. The probability of em ission of a
gluon from a gg pair is approxin ately inversely proportional to the transverse m om entum
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of the gluon w ith respect to the original quarks. Hence, the m ost probable gluon Ft in
the three Pt system is the gt w ith the am allest transverse m om entum (k) w ith respect
to the two other fts in the candidate W boson rest fram e. Each of the ten possbl £t
associations, in this ve Jt event, is then given a relative weight from itsm ost probable
glion gt of w = 1=k; .

T he com bined relative gt pairing weight of each com bination is given by m ultipling
the $t pairing weightsw? and, or ve Ft events, also m ultiplying by the w 7" weight.
T he relative weights are then nom alised so that the sum of the weights for all the gt
paring com binations of the event is 1, giving com bination weights wy . The use of all the
Bt pairings, rather than sin ply picking the best one, in proves the statistical precision of
this analysis by 4% .

Jet C lustering A Igorithm s

Several standard et clustering algorithm s are used in this analysis. W hilst the overall
perform ances of the algorithm s are sin ilar, the reconstruction of an indiridual event can
di er signi cantly. Tn this analysis, the event ideogram s were reconstructed w ith three
clustering algorithm s DURHAM, CAMBRIDGE and DICLUS. T he deogram s resulting from each
clustering algorithm are summ ed with xed optim ised relative weights, w ., determ ined
from simulation events. The sum of the three Pt clustering weights for one event is
nom alised to 1.

T he use of a range of gt clustering algorithm s, rather than taking only one, in proves
the statistical precision of this analysis by 5% .

Initial State R adiation H ypotheses

A kinem atic t (see section 5.1) is perform ed w ith m odi ed constraints and an extra
free param eter p,* to account for the possible an ission of an ISR photon of m om entum
p, Inside the beam pipe. Them odi ed constraints are:

nokjects P_
(Eipipyip)i= (s B,7350;0;p,%):
=1

T he probability that the m issing m om entum in the z direction is indeed due to an

unseen ISR photon was extracted from the sinulation as a function of p,"F ,, , where
o, is the estim ated error on the thed z m om entum com ponent; only events w ith this
ratio greater than 1.5 are treated w ith the m echanian described below .

A dditional deogram s are then calculated for these events, w ith a relative w eight factor
dertved from the ISR hypothesis probability. The ideogram obtained w ithout the ISR
hypothesis is given a relative weight 1, while the other deogram s obtained from this
procedure are given relative w eight factors according to the distribution shown in gure 7.
T he weights are then nom alised such that the sum of the ISR and no ISR hypotheses
for an event sum to 1, giving ISR weights w g, .

T his treatm ent is applied to 15% of the events and results in an I provem ent of the
expected W m ass error for these events of 15% .

Ideogram Sum

An deogram is produced for each event under each of the possible reconstruction
hypotheses. For four gt events there are three gt association hypotheses to be perform ed
w ith three clustering algorithm s and m axin ally two ISR hypotheses, giving a total of
eighteen ideogram s. For ve Et events there are sixty possible ideogram s. The nal
deogram for each event is produced as a weighted sum of these:
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Figure 7: Param eterised weight given to the ISR solution of the kinam atic t, relative
to the unity weight of the no ISR solution, as a function of the p,*F ,, value of the
event for di erent centre-ofm ass energies. T he period w ith a dam aged TPC sector (S6)
is Indicated w ith a dashed line.

3 Rr 10 XZ X3
P (fpygiv ;fhig) = Wi Wer WP (fpgd jhyisee);
k=1 isr=1 c=1

w here the sum over k takes Into account the three or ten possible £t pairings in the event,
the sum over isr the two di erent initial state radiation hypotheses used in the kinem atic

t and the sum over c the three gt clustering algorithm s. The sum of all weights for
each event is xed to unity, so that while possible reconstruction hypotheses w ithin an
Individual event have di erent weights the overall weight for each event is the sam e.

Likelihood
To obtain inform ation about My and  a theoretical probability distribution func-
tion,P m My ; w ), Is required predicting the population density In the m folane of the
event ideogram . The deogram in m -Space can then be transform ed into a likelihood,
LMy ; w), In the My , w )Space by convoluting it with this expected distribution
PmMy; wt
Mmax Mmax

LeMy ; w)= P (fpjg ;fhig) P ¥ ; w ) dm; (6)

My in My in
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w here the two-din ensional integral is over the relevant kinem atic region in the m —space.
T his region istaken tobem pm = 60 G eV=c? andm ,.x = 110 G eV =c?, and the com bined
deogram is nom alized to unity in the sam e region:
Z Mmax Mmax
P (fpygir ;jfhig) dm = 1:

My in My in

T heoretical D istribution Function

T he theoretical probability distribbution function, P (m My ; w ), predicts the popula-—
tion density in the mt plane of the event deogram fora given My and y . To provide
an accurate description of the data the form assumed forP (m My ; w ) must take into
account not only the expected distrbution for the W *W ! qgqaq® signal events but
also that of the background events in the selected sam ple. T he two principal com ponents
of the background, Z ! qg( )and 22 ! qgdaq’, are considered.

T he background process 2 ! gg( ) does not have a doubly resonant structure and
a uniform popultion of these events is expected in the m —space independent of the
values of the param eters My , w ). T herefore, the probability density function from this
background source is assum ed to be a constant denoted B . The probability (P *f) that
a given event is a qqgq® event was calculated from the event topology as described in
section 53 1.

ThewW "W ! gg%aq’ and Z7 ! qgglgq® events both have a doubly resonant B reit-
W igner structure in them plane, m odulated by aphgse—spa@e correction factorP S (m J s)
due to the nearby kinematic Iimitmy + + my s. T he probability density function
com ponent used to m odel four-ferm jon events is given by:

St $wiw)= PS(mjpé)

W

1
~ZZ
~';‘7WS+~§Z BWNW(mMW;W)"' ~vgwaJFNZZ BWZz(mMz/' Z);

s

where ~I' " and ~2? re ect the accepted cross-sections, calculated from sinulation, of
regpectively theW *W  and the ZZ nalstates. T hese crosssections are centre-ofim ass
energy dependent but are Independent of the reconstructed event topology.

T he two-din ensional BreitW igner distribution is approxin ated as the product of two
one-din ensional B reitW igners:

BWyw MMy ; w)=BWy my+My; w) BW my My w)

with BW y given by the expression in equation 5 of section 52.3. An expression of the
sam e form is assum ed for the 27 com ponent.

A dependence on the centreofm ass energy is also Introduced Into S My ; w )
through the phase space correction factorP S (m j s):

P - 14 2 2 2 2
PSmJj s)=—- (s my., m; ) 4m:.m,
s
T he com bined density function is then constructed from the signal and background
term s: D_ p_
P@mMuyiw; s)=P* Sm¥;w; s)+ @ P¥) B:
U tilising this probability density function, and the event ideogram , equation 6 m ay
be usad to calculate the event lkelihood function. T he extraction of the param eters of
Interest, My and  , from the event likellhood fiinctions are discussed below .
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54 M assand W idth E xtraction

Themass and width of theW boson are extracted from maxinum lkelihhood ts to
data sam ples. This section describes this procedure, the calbration applied and the
crosschecks of thism ethod that have been performm &d.

T he distbution of the reconstructed invariant m asses of the selected events after
applying a kinem atic t, In posing fourm om entum consarvation and the equality of the
two di-ptm asses, are shown in gure 8. This gure is provided for illustrative purposes
only, them ass and width tting procedure is described below .

T he com bined lkelihhood of the data can be ocbtained from the product of the event
likelihoods described above. In practice this is achieved by perform ing the sum of the
logarithm s of the Individual event likelihoods. The tted data sam ples are divided by
data taking year and applied event selection. For themass t the data from the fully-
hadronic event selection and the electron, m uon and tau sem iHleptonic selections are all

tted separately. In the detem ination of the W width, where the relative precision is
much worse, the data are divided only into fully-hadronic and sem iHeptonic selection
sam ples. T he procedure for com bining the results from each of these ts isdiscussed in
Section 7.

TheW massand width are extracted from m aximum lkellhhood ts. TheW mass t
is perform ed assum ing the Standard M odel value for the W width (211 G eV=c?). The
W width was obtained assum ing a mass of 804 G &V =c?. The correlation between M y
and y was found to have a negligible in pact on the extracted m ass and w idth value:
the current uncertainty of 44 M éV=c? on  [32]gives rise to a 06 M &V =c? uncertainty
In the extracted M .

T he term susad in the likelhood and described above are functions w hich approxim ate
a description of the underlying physics and detector response. Hence, this approach
necessitates a calibration of the analysis procedure. T he calibration is perform ed using
signal and background sim ulation events for which the true m ass and w dth values are
known. Rather than regenerating the events at a range of m ass and w idth values, the
calibbration of the analysis uses rew eighted events. T he rew eighting was perform ed using
the extracted m atrix elam ent of the WPHACT and YFSWW generators. The reweighting
procedure is cross<checked using independent sim ulation events generated at three W
m ass and w idth values. In the fully-hadronic channel where both the standard m ethod
and the cone—gt reconstruction technique are applied to theW M assm easuram ent, both
analyses are calibbrated separately: the illustrative values reported in this section are for
the standard analysis.

A high statistics sim ulation sam ple is used to calibbrate the analysis, com prised of an
approprate m ixture of signal and background events. T he result of the lkelhood tas
a fnction of the sinulated W mass is shown n gqure 9 or the ~ gq’ channel analysis
at” s= 189 GeV. The analysis has a linear behaviour in the m ass window of interest,
and the calbration curves are de ned by two param eters :

the slope of the generated m ass against thted m ass line;
the o0 set de ned at a xed reference point. This point is chosen to be the value
used n our sinulation; 804 GeV=c? for themass and 211 G eV =c® for the w dth.

T he slopes at di erent energies are found to be com patible, and their m ean values

are respectively 0984 0:013,0:993 0006 and 0963 0:013 in the e aq’, — gg’and

~ gq” analyses. In the qq'qq® analysis the slope was com patible w ith unity to w ithin 2%
at all centre-ofm ass energies and no slope calbration was applied.
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Figure 8: The distrbution of the reconstructed W masses from a kinem atic t with

ve constraints in posed in the (a) € .aq’ ) ~ g (¢) ~ gg’and (@) and (e) gg%ag®
analysis channels at all energies. (d) show s the data sam ple taken at all energies until
Septam ber 2000, the data taken after that with a dam aged TPC sector is shown in (e).
In (d) and (e) only the gt pairing w ith the highest probability is included in the gures.
T he sinulation sam ples have been nom alised to the sam e integrated lum inosity as the

data.
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Figure 9: W m ass calibbration curve n the — g’ channelatp s= 189G eV . Thedashed
line Indicates the result that would be obtained w ithout any analysis bias.

The highly linear behavior, w ith a value of the slope close to unity is an a posteriori
Jjusti cation ofthe tting functionsused in the Ikelhood tand described in section 53 3.
The ram aining e ects not taken Into account by these tting functions give rise to the
0 set. Asan exam pl, the calbration o setsat =~ s= 189 G &V are respectively 0:108
0:012, 0215 0:010, 0252 0015and 0222 0006GeV=c® inthee .gq’, ~ qd’,

~ gq’ and qg’gq’ analyses for them ass. The o sets vary slightly w ith the centre-ofm ass
energy.

T he sam e procedure is also applied for the W width analyses. In the “.qq° channel
a slope of 0:894 0:008 is obtained independent of the centre-ofm ass energy and the
o0 setat s= 189GeV was+ 0065 0:015GeV=c? .However, in the qg’qq’ analysis the
slope is found to be dependent on the centre-ofm ass energy, the sbpesat™ s= 189G eV
and 205 G &V are approxin ately 1:1 and 12 respectively and furthemm ore the relation
between the reconstructed and generated  is not perfectly linear. Hence the o set
is param eterised as a ﬁmgtjon of the generated W w idth and the centre-ofm ass energy.
The calbration o setat ™ s= 189GeV is183 13 M &V=c? at the reference w dth.

T he analyses are corrected w ith these calbration results, and the statistical error on
the o set is ncluded in the system atic error (see below ).

A fter applying the calbbration procedure, the consistency of the analyses is checked.
Sets of sin ulation events, w ith a sam ple size the sam e as the data, containing the expected
m ixture of signal and background events were used to test the analyses. Figure 10 show s
error and pull plots from analysing 20000 orm ore such sam ples, where the pull isde ned
as

pU.IL= (MW t MWgen);
t
here the subscript “ t’and gen’distinguish the result from the calbrated analysis tand
the generated param eter in the sin ulation respectively. The . is the error estim ated
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by the analysis. This error has been scaled in the analysis to obtain a G aussian w idth
of one for the pull distrbutions, as shown in the plots. These plots were produced at
all centre-ofm ass energies for both param eters. T he error distrbutions in  gure 10 also
dem onstrate that this quantity is in good agreem ent w ith the value obtained from the
data.
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Figure 10: The errors (left) and pulls (right) of the W mass ts for each sem iHeptonic
analysis channel and the fully-hadronic channel. T hese plots were obtained using sim u-
lated event sam plesw ith the sam e statistics as the data sam ple collected at 200G &V . The
errors obtained on the tsto the data sam ples were 365 M &V =c? for the € g’ analysis,
282M eV=c’ or ~ qq’, 438 M eV=c? or ~ gg’and 149 M &V =c? for the standard gg’gq’
analysis.
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6 System atic U ncertainties

T he sources of systam atic error that have been considered for the W m ass and width
determ nations are described iIn the subsections below . The results of these studies at
exam ple centre-ofm ass energies are summ arised In tables 14, 15 and 16. In the fully—
hadronic channel the standard m ethod and the cone gt reconstruction technique have
been applied asdescribed in section 5.3.2. T he system atic uncertainties are in agreem ent
between these two technigques except for the error sources from  nal state interactions
(FSTI), where separate values for the two technigues are given.

6.1 Calibration

T he analysis calbbration procedure is described above In section 54. The accuracy
with which the o set of the analyses can be determ ined is lim ited by the size of the
generated sim ulation sam ples. Su cient events were generated to lin it this error to 5%
or less of the statistical error on the m ass or w dth determ nation in any given channel.

6.2 Detector E ects —-M uons

C ontrdbutions to the systam atic erroron theW m ass and w iddth due to the reconstruc-
tion of muons are considered in this section. T hese were evaluated using thez !
events collected at the Z peak during the Lep2 period. The systam atic uncertainties
determ ined by these studies for the W m ass analysis are presented in table 3.

Inverse M om entum Scale

T he prin ary sources of systam atic error on them uon m om entum scale are the detector
alignm ent or possible reconstruction distortions (particularly in the TPC ).A sa result of
these e ects, we m ay also anticipate an opposite bias on the m easured track curvature
for positive and negative m uons.

C orrections to the nversem om entum scale, 1=p, are calculated from the selected *
sam ples. The m ean inverse m om entum , < 1=p >, is calculated separately for positive
and negative m uons in di erent bins of the polar angle, and a correction for the positive
muons isde ned as

1 1 1

(< — > < —>); (7)

2 P Pt
w ith the opposite sign correction applied to negative m uons. T hese corrections are typi-
cally oftheorder 1 to 2 10 % Ge&V ' ¢, except 1 the polar angle regions at the jinction
betw een the barreland endcaps w here the correction can reach 10 ° G eV ' ¢ in the worst
case. In the sim ulation this correction is, as expected, com patible w ith zero. A frter apply—
ng the corrections < 1=p > gata and < 1=P > gin viation are found to be in agreem ent w ithin
02% ,and this value is usad to calculate the systam atic on the m uon inverse m om entum
scale. T he system atic uncertainty on the positive and negative m uon inverse m om entum
scale di erence is estin ated by varying the correction by 50% of its value.

Inverse M om entum R esolution

Them om entum resolution (typically 0:001 G &V ' ¢ in 1=p) was found to be com m only
around 10% better in sin ulation events than in the data. T his discrepancy, determ ined
forallyears of Lep2 and polar angle regions, is corrected by an earing the sim ulation w ith
a Gaussin. An additional sm earing of 0:0003 GeV 'c 1n 1=p is used to estin ate the
system atic error resulting from this correction. This system atic does not a ect the M y
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determm nation but is a sn all com ponent of the | m easuram ent uncertainty for events
containing m uons.

6.3 Detector E ects —E lectrons

C ontributions to the system atic erroron theW m assand w idth due to the reconstruc—
tion of electrons are considered in this section. T hese were evaluated using the Bhabha
and Com pton events collected at the Z peak and high energies during the Lep?2 period.
T he systam atic uncertainties determ ined by these studies for the W m ass analysis are
presented In table 3.

Energy Scale
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Figurell: Theratio E /Epen forelectrons in the endcaps from Bhabha events recorded at
the Z peak in 1998. T he shaded histogram is the sin ulation and the points are the data.
Plot (a) show s the raw distribution, while plt (b) gives this after the brem sstrahlung
correction discussed in the text. T he resolution correction (see text) hasalso been applied.

T he reconstructed energy of electrons was com pared between data collected at the 2
peak and fully sinulated sam ples of Bhabha events. In the barrel region of the detec—
tor the data and sim ulation are in good agreem ent. However, in the forward directions
a slight di erence is obsarved between the data and sinulation (see gure 11) and at-
tributed to an under-estin ation of the quantity of m aterial in the sin ulation before the
electrom agnetic calorim eter In the D elphiendcaps. A correction is applied to the sim -
ulation by Introducing the e ect of extra bram sstrahlung em ission corresponding to an
additional 3% ofa radiation length. Follow ing [33], the probability w that an electron of
nhitialenergy F o hasan observed energy between FE and E+ dE after traversing a thickness
of t radiation lengths is

dE [n(E,=E )" *
w (Eg;E ;) dE = — : (8)
Eo (t=In2)

For each event, the corrected energy E is chosen random Iy according to the distribution
w . The optim al value of the param eter t was adjisted from the data and sim ulation
com parison.
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A frer the endcap correction was applied , good agreem ent betw een data and sin ulation
was obtained throughout the detector. The residual system atic error on this absolute
energy scale isestim ated tobe 0:3% of them easured energy and is estin ated from the
selection cut stability and statistical precision of the data and sin ulation com parison.

Energy R esolution

T he resolution on the reconstructed electron energies was also com pared between the
data and sim ulation Bhabha sam ples. T he agreem ent is In proved by applying a G aussian
an earing to the simulation with a width varying between 1 and 2% of the m easured
electron energy In the barrel, and 2 to 4% in the endcaps, depending on the year ofdata
taking. The systam atic ervor on this sn earing G aussian w idth is estim ated to be 1%
of the m easured energy. T his system atic does not a ect theM  determ ination but is a
an all com ponent of the ; m easuram ent uncertainty for events containing electrons.

Energy Linearity
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Figure 12: T he double ratio of reconstructed and true average energy values In data and
sim ulation, h E («c=F tue I9aa=hE rec=F e v ¢ , Ordata taken in 2000. T he shaded area
represents the quoted system atics due to a possible dependence of the energy calibbration
w ith the electron energy. The left hand plot is for electrons obsaerved in the barrel
electrom agnetic calorin eter and the right hand plot for electrons in the endcap. Note
that, by construction, the Bhabha point at 45 G &V is at one.

T he reconstructed electron energy was also studied as a function of the true energy.
The Z peak and high energy running provided high statistic Bhabha sam ples w ith which
to study electrons of 45 G &V and above 100 G &V energy. For these sam ples the \true"
electron energy is taken from thebeam energy. T he reconstructed electron energy wasalso
checked using low energy electrons from Com pton events at the Z peak, and high energy
electrons from radiative Bhabha scattering at high centre-ofm ass energy. In these cases
the true energy of the lepton is deduced from 3-$ody kinem atics using only the angular
Inform ation and assum ing that the unseen particle was along the beam axis. Figure 12
show s the com patibility of the reconstructed electron energy in data and sim ulation, only
statistical errors are shown. O ne of the three points m easured for radiative Bhabhas in
the Barrel show s a discrepancy but this e ect is not con m ed by the better m easured
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high energy (non—radiative) Bhabha point, w hereas physical calibration problem s such as
threshold e ects or leakage in the calorim eter would be expected to Increase In size w ith
energy. Hence, no additional corrections are applied. A system atic error is estim ated
assum Ing a deviation of the energy calbration slope Egata=F s ulation VErUS E i wiation Of
1% over the range 25 to 70 G €V . T hese values approxin ately correspond to the relevant
energy range for the observed electrons in the analysis.

6.4 DetectorE ects -Taus

The ~— gq° channel di ers from the other W *W  sem ieptonic decay channels as
these events contain two (or three for leptonic tau decays) neutrinos in the nal state.
T hus, them ass of the event can be determ ined only from the decay products of the other
W . Asa result the lepton systam atics described in the preceding sections are not relevant
to the ~ qq’ channel. The onky relevant system atic involing the tau decay products
arises from uncertainties in the assignm ent of the reconstructed tracks between the tau
product and the hadronically decaying W . Thise ect is an all com pared w ith the overall
uncertainty on the gt energy and direction, the system atic on which is considered in the
sections below .

My Lepton Correction System atic Errors M eV =c?)
Sources of System atic Error]| € .qq’ 189 G &V | & .qq” 205 G &V
E lectron Energy Scale 18 22
E lectron Energy R esolution - -

E lectron Energy L inearity 16 11
~gq°189Gev | ~ gq’205Gev

M uon 1/p Scalk 16 21

* 1/p D1 erence 1 4

M uon 1/p Resolution - -

Table 3: Contrlbutions to the system atic ervor on the W m assm easurem ent at 189 and
205 G &V related to the lepton reconstruction. T he uncertainties on each of these num bers
is typically 3 M eV =c?.

6.5 Jet D escription

Jets are com posite ob Fcts, and the detector and analysis response to them can be
dependent on their intermal structure. T herefore it is not straightforw ard to separate in a
clean way uncertainties arising from the m odelling of the detector in the sin ulation from
those due to the theoretical description of the Ft structure.

M oreover this description is not based on exact calculations, whose uncertainty can
be In principle reasonably well estim ated, but on phenom enologicalm odels tuned to best
reproduce the data at the Z peak: the Lund m odel as in plam ented in PYTHIA is the
standard choice for this analysis. In this situation the com parison of di erent m odels
may be a usefiil tool to understand which parts of the fragm entation description the
m easuram ent is sensitive to, but only a direct com parison of the chosen m odelw ith well
understood data sam ples, in particular Z hadronic decays, can give the ultin ate estin ate
of the uncertainty from the observed data—sin ulation disagreem ents.
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The Pt studies perform ed are descrlbbed in the text below and the corresponding gt
correction system atic errors are provided in table 4. T hem ost relevant gt characteristics
were calbrated on realdata control sam ples, and uncertainties on these calibrations are
propagated through the analysis.

Energy Scale

The absolute et energy scale was studied In onpeak 72 ! gg decays, by com paring
the reconstructed energies, E .o, In data and sim ulation in selected two Fts events. The
b tagging technique is used to ram ove b quark ets which are essentially not present in
W "W decays. The true gt energy in these events is assum ed to be the beam energy
E pean » Under the assum ption that the bias introduced by QED ISR is described with
negligble error in the sinulation (the KK2f generator was used for these events). The
double ratio of average values h E ;ec=Erean ddata=N E rec=Erean v ¢ Was evaluated as
a function of the #t polar angle and applied as a scale factor correction to the four-
m om entum com ponents of the £t in sim ulated events. T he correction value depends on
the year as well as the angular region, w ith the deviation from unity ranging typically
from a few perm ille up to 34% in them ost forward region.

T he system atic uncertainty on this correction is determ ined by the Iim ited on-peak Z
statistics, and it isestin ated to be 03% .

Energy R esolution

The sam e event sam ple usad to study the gt absolute energy scale was also used to
calbrate the ptenergy resolution in the sin ulation. A G aussian an earing wasdeterm ined
from the data and is applied to the sim ulated Pt energy w ith a m agnitude dependent on
the ratio of the reconstructed and true Ft energies. T his procedure takes into account
the asym m etric shape of the gt energy observable. W hen applying the correction to the
smulated W *W  events an estin ate of the true $t energy is required. W hen the event
is reconstructed w ith two Fts from each hadronically decaying W , the generated quark
energies are usad. H owever, when gluon radiation has given rise to an additional gt the
true Et energy estin ate is determ ined by applying the sam e clustering algorithm as used
In the analysis to the sim ulated partons prior to the detector sin ulation. Tn both cases
the association of the true and reconstructed Fts is perform ed according to geom etric
criteria.

T he average resolution correction ranges from 4.5% of the ®t energy in the barrel
to 6.6% In the endcaps. The correction is also dependent on the year. The system atic
uncertainty on the correction is estin ated to be 2% of the £t energy.

Energy Linearity

T he dependence of the energy calibration as a function of the gt energy was checked
usinhg low energy Pts from gg+ gluon events at the Z peak and high energy Ets from
e e ! ggdecaysat high energy.

In the rstcase, the true gt energy is determm ined using threedbody m assless kinem at—
ics. The gt energy range usad in this study is restricted to the region where the data
and sim ulation true energy distributions do not show sizeable discrepancies. T his energy
selection avoids Introducing an unnecessary sensitivity in this analysis to the m odelling
of hard gluon radiation in the simulation. p_

In the aeco_nd high-energy gt case the e ective hadronic mass = Y is required to be
such that s%s > 095. The true gt energy is then again determ ined using threebody
m assless kinem aticsbut now the third ob fct isan hypothetical ISR photon em itted along
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the beam pipe. The di erence between the estin ated Ft energy and the nom inallbeam
energy is constrained to be an aller than 10 G &V .

A Pt energy linearity slope N Egata=F sin uiation VErsSUS Egiuntion 1S then detemm ined.
T he study was perform ed separately In the barrel and endcap regions of the detector and
foreach data taking year. T he results from the di erent data taking years are com patible
w ithin statistical errors. T he study showed agreem ent in the slope at typically the 0:5%
Jevel over the range 25 to 75 G &V, and this deviation value is used to determm ine the
system atic uncertainty.

A ngular B ias

A s reported In [9], the reprocessing of data and sim ulation used for this analysishasa
noticeable excess of tracks at low polar angles (forw ard tracks) in data as com pared to the
sim ulation. The m ost lkely cause of this e ect is an underestin ation in the sim ulation
of the track reconstruction e ciency for low -m om entum particles at low polar angle.

This e ect ntroduces a an all bias in the distrrbution of the pts’ reconstructed polar
angle in the sin ulation com pared with data. In order to evaluate the e ect of such a
bias, a system atic shift of the fts’ polar angle is applied to the sinulation. T he shift as
a function of the polar angl itself has been detem ined using on-resonance 2 hadronic
decays, and is found to have the form 0:008cos ;°° where 0 < 5 < =2 is the polar
angl of the gt. The corresponding W m ass and w idth shifts have been evaluated and
sym m etric system atic errors of these values applied. TheW m assuncertainty is reported
n tabl 4.

A ngular R esolution

A study of the acollinearity of Fts in onpeak Z ! gg events was perform ed and
appropriate sm earings to the sinulation of the gt angular direction, dependent on the
polar anglke of the gt, were estim ated. The an earings on the polar angle are typically
5mrads. A system atic error is estin ated by applying an extra 5 m rad angular sm earing.

Jet M ass

T he tm ass isknown not to be exactly described In the sim ulation; both haccuracies
n the fragm entation description (related to the Pt breadth due to soft and hard gluon
radiation) and in perfections in the m odelling of the detector response (reconstruction
e ciencies and noise) are regponsible for these discrepancies. H owever, only those data—
sin ulation di erences in the £t m ass which are not com pensated by di erences In the
Inter—pt angle are relevant for the systam atic uncertainty, since these cause systam atic
biases in the reconstructed W m ass.

For this reason the fragm entation—induced di erences are only m arginally relevant for
them assm easuram ent. Furthem ore, the calibration procedure adopted, In particular for
the energy and angular an earing, corrects form ost of the e ects given by the di erences
In ft breadth. The £t breadth is relevant as broader fts are worse reconstructed : they
are detected w ith larger uncertainties on the t direction; are lkely to lose m ore energy
due to the im perfect hem eticity of the detector; and cause m ore confusion in the gt
clustering.

The £t correction procedure described above, as well as the constrained kinem atic

t,modi es all the fourm om entum com ponents of the gt but leaves unchanged the gt
boost, ie. the E=m ratio. Tt is therefore usefiill to study this observable, instead of the
sim ple Btm ass.

D etector noise is a source of data-sim ulation discrepancy which clearly biases the
reconstructed boson m ass, since it changes the m ass and boost of the gts whilke leav—
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ing, on average, the inter—gt angle unchanged. Signi cant data-sim ulation di erences
In low energy neutral clusters, both in the electrom agnetic and hadronic calorin eters,
are attributed prin arily to an in perfect noise description, w hile the discrepancies in the
charged particles of gts are considered to be alm ost entirely due to the m odelling of the
fragm entation.

The average e ect of ram oving low energy neutrals below 2 G&V on the Bt m=E
was evaluated as a function of the polar angle and of them =E of the gt itself, since the
In pact of the noise depends on the breadth of the gt. T he expected e ect on the neutrals
from fragm entation was subtracted. T he fragm entation e ect was obtained from charged
particles, suitably scaled for the relative neutral and charged particle m ultiplicity.

Thism =E e ect was then propagated in the full analysis chain to extract the relative
system atic uncertainty on the fullm ass and w idth m easurem ents.

My Jet Correction System atic Errors M eV =c?)

Sources of System atic E rror 189 Gev

€qa T ad’ T ag’jgaad’
Energy Scale 8 6 11 8
Energy R esolution 3 3 5 9
Energy Linearity 12 9 12 16
Angular Bias 3 5 5 2
Angular R esolution - - - 8
Jet M ass 9 8 8 10

205G €

€qa’ oo’ T ag’lgagy’
Energy Scale 11 9 16 8
Energy R esolution 8 5 8 10
Energy Linearity 15 11 20 8
AngularBias 9 8 7 19
Angular R esolution - - - 1
Jet M ass 13 12 17 13

Tabl 4: Contrlbutions to the system atic ervor on the W m assm easurem ent at 189 and
205 G eV related to Bt reconstruction. The uncertainties on each of these num bers is
typically 6 M eV =c?.

Fragm entation M odel

The e ect of using di erent hadronisation m odels on the analysis was studied by
replacing the standard choice, PYTHIA, w ith both the ARTADNE and HERWIG m odels, each
tuned by D elphi to best m atch experin ental data. The mass and width shifts were
evaluated at 189 G &V and 207 G €V centre-ofm ass energies and are reported in tables 5
and 6. D etailed studies perform ed at the Z peak showed that for several observables all
the m odels showed disagreem ents w ith the data and that these disagreem ents were all
n the sam e direction: the Ftm ass variable, discussed in the previous paragraph, is a
clear exam ple. H ence the results of the hadronisation m odel com parison were usaed only
to investigate the sensitivity of the analysis to speci ¢ features of the m odels, and not
usad directly as an evaluation of the system atic uncertainty due to the choice of m odel.
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& g’ qq qq’ | agad’
HERW IG -PYTHTR | 7 10| 16 9| 17 13| 9 5

ARIADNE -PYTHIA| 11 94 12 9] 10 12| 15 5

Table 5: E ect ofdi erent fragm entation m odels on the W m ass determ ination.

W M eV:CZ
.’ | ag’ad’
HERW IG —PYTHIA + 46 13 2 11
ARIADNE -PYTHIA 9 15(+1 11

Table 6: E ect ofdi erent fragm entation m odels on the W w idth detemm ination.

T he biggest di erence was found to be between PYTHIA and HERWIG, and was shown to
be largely due to the di erent production rates of heavy particles, m ainly kaons, protons
and neutrons. At parton level these di erences m odify not only the gt m asses but also
change the Ppt—ft angles accordingly, leaving the bosons invariant m asses unchanged.
However, the reconstruction and analysis procedure breaks this com pensation since in
the fully-hadronic event reconstruction all charged particle tracks are assigned the pion
m ass, and all neutrals are assum ed to be m assless (photon-like). In the sam iHeptonic
analysis, the nom inalm asses are used in the Pt reconstruction for those particles w ith a
positive denti cation, ie. for charged kaons and protons denti ed by the RICH and for
K g and Lam bdas reconstructed as secondary vertexes from their decay products [10].

T he HERWIG version used, although tuned to best reproduce the 7 peak D elphidata,
is known to describe the particle production rates poorly. T his is especially the case for
baryons, therefore using HERWIG accentuates this particle m ass assignm ent e ect. G ener—
ally the m easured particle rates are closer to those in PYTHIA and ARTADNE. R ew eighting
n the m odels the production rates of the m ost abundant heavy particles species, kaons
and protons, reduces the disagreem ent am ong the di erentm odels, bringing it to the level
of the statistical uncertainty of the t. Tables 7 and 8 show the residual discrepancies
obtained between the m odels after they have been reweighted to the PYTHIA values. T he
com ponent of the fragm entation system atic error which is not due to the heavy particle
m ultiplicity e ect is obtained from these num bers. T he largest value —either the central
value or its uncertainty —from either m odel is taken as the system atic error estin ate.

T he com ponent of the fragm entation error that is due to the heavy particle rate was
also evaluated for the W m ass analysis; this an all com ponent of the error is neglected
for the W width analysis. The W m ass shift was evaluated between the D elphi tune
of PYTHIA and the sam e events reweighting to the m easured particle rates 1 of their
uncertainty. T he average of the m odulus of the two shifts is reported in table 9 and is
taken as the estin ate of the fragm entation error due to the heavy particle m ultiplicity.

T he com bined fragm entation errorwasevaluated fortheW m assby adding the particle
rew eighting e ects and the m odel variation uncertainty in quadrature. T his fragm enta—
tion error is listed separately from the other gt description uncertainties in the system atic
uncertainty summ ary tables 14, 15 and 16.
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M y Mev=c’
ead | T ad’| T ad’ | agtad
HERW IG Rew. -PYTHIA | 2 10| 8 9| 5 13| 11 6

ARIADNE Rew.-PYTHIA| 10 9| 10 9| 10 12 1 4

Table 7: E ect of di erent fragm entation m odels on the W m ass determ ination, after
rew elghting the heavy particle species rates iIn the M onte Carlo sim ulations to the m ea—
sured rates.

w M eV=c?
.’ | ag’qq’
HERW I Rew. -PYTHIA Rew. |+29 13|+3 8

ARIADNE Rew.-PYTHIA Rew. 11 15| 1 8

Table 8: E ect of di erent fragm entation m odels on the W width determ ination, af-
ter reweighting the heavy particle species rates in the M onte Carlo simulations to the
m easured rates.

6.6 M ixed Lorentz Boosted Zs

An altemative m ethod of evaluating the Pt description systam atic is to use the tech-
nigue of m ixed Lorentz boosted Zs (M LBZ). Thism ethod attem pts to enulate W *W
events using two on-peak 7 events. The emulated W "W  events are constructed both
from simulated events and the large statistics sam ple of Z peak data events. Standard
W massand W width analyses can then be perform ed on these event sam ples. Hence,
the M LBZ m ethod provides a direct com parison between data and the sim ulation m odel
of choice. The di erence between the m easuram entsm ade from the data and sim ulation
M LBZs can be interpreted as prim arily providing a statistically sensitive cross<heck of
the fragm entation system atic assigned to the W m ass and width m easurem ents. This
m ethod would also dentify som e sources of detector m odelling error.

M 4 MevV=c’
Particle Type| € .9’ | ~a@’ | ~ af’ | ag’ad’
K 04 03|09 03|15 04|02 05
P roton 20 04|15 03|32 05|35 05

Table 9: E ect on the W m ass of reweighting the heavy particle species rates in the
M onte Carlo simnulations. The m ass shifts were evaluated between the DELPHTI tune
of PYTHIA and versions reweighted to 1 sigm a above and below the m easured particle
rates. The shift value reported is the average of the m odulus of these two shifts. The
m easured charged m ultiplicity in a Z peak event for kaons is 2242  0:063 [32], whereas
for protons the m easured m ultiplicity is 1:048 0045 [32].
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AW W ! fffevent isan ulated by selecting two Z eventsand rotating and Lorentz
boosting them <o that their superposition re ectsa trueW *W  event. The m xture of
quark gpecies will not be the same as n true W *W  events, it will however be the
sam e between the data and simulated Z sam ples that are used In the com parison. To
em ulate a qqigq’ event tw o hadronically decaying 7 eventswere used. To emultea “.qq’
event one 7Z decaying into hadrons and one 7 decaying into charged leptons was used.
One hem isphere of the Z! I' 1 decay is ram oved to represent the W ! ‘. decay. The
em ulation process is perform ed by m anipulating the reconstructed tracks and calorin eter
energy clusters.

A realistic distrdbbution of W *W  events is obtained by using event tem plates. The
four m om enta of the four prin ary ferm ions In a WPHACT W "W  event are used as the
event tem plate. The Z events are chosen such that they have a thrust axis direction
close to the polar angle of one of the W femm ions. This ensures that the distrdbution
In the detector of the tracks and energy clusters selected in the 72 event follow s that
expected M W *W  events. Each of the tam plate W s is then boosted to its rest fram e.
T he particles in a nal state of a selected 7 event are rotated to m atch the rest-fram e
direction of the ferm ions from the template W . The energy and m om entum of the Z
events are then rescaled to m atch the kinem atic properties of the W boson decay. The
two Z events are then each boosted into the b frame of the tamplhte W "W  event
and m ixed together. The sameW "W  event tem plates are used for the construction of
both the data and M onte C arlo sin ulation M LBZ events, thus increasing the correlation
between both enulated sam ples.

Tests were perform ed to con m the reliability of the M LBZ m ethod in assessing sys-
tam atic errors. M LBZs were produced using Zs w ith the PYTHIA, HERWIG and ARTADNE
m odels and the obsarved m ass shifts were com pared and found to agree w ith the sta-
tistically lin ited m ass chifts observed In W *W  smulation events. A signi cant m ass
shift (300 M eV =c?) was introduced by using the cone rejction algorithm (discussed in
section 53.2) fortheW m assm easurem ent in the qq’gq® channel. T he realand sin ulated
MLBZsand W *W  events agreed on the estin ated size of the m ass chift between the
standard and cone estin ators at the 15% level

TheM LBZ m ethod wasused to create emulated W *W  event sam ples. The Z events
were selected from data recorded during the Lep2 calbration runs of the sam e year
or from the corresponding M onte Carlo simultion sam ples. Values for the My and

w estin ators were determ ined sgparately for the data and simulation sam ples. This
m ethod has been applied on a crosscheck analysis in the sam iHeptonic channels and to
the standard fully-hadronic analysis. The results from the fillly-hadronic analysis are
shown in Table 10. T he sam iHeptonic crosscheck analysis applied the M LBZ procedure
to the W m ass determ ination separately in the electron, m uon, and tau channels w ith
uncertainties of around 8 M &V =c? being obtained and the results being com patible w ith
the systam atic uncertainties quoted in this paper. The M LBZ m ethod provides a useful
cross-check of the size of the systam atic uncertainty arising from fragm entation and other
et description errors reported In the previous section. From the values obtained from the
M LBZ m ethod we conclude that the system atic uncertainties have not been signi cantly
underestin ated.

6.7 Electroweak R adiative C orrections

The m easuram ents of the W m ass and w idth described in this paper rely upon the
accuracy of the event description provided by the simulation. Hence, the m odelling
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e}
g

E M y W
Gev M eV =c? M eV =c?
M LBZ
qqoq’Data —-PYTHIA [2065] 79 49 | 201 105

Tabl 10: Results obtained with the M LBZ m ethod (see text).

accuracy of the electrow eak radiative corrections in plam ented in the event generator is
a source of system atic uncertainty.

T he radiative corrections for 4—-ferm jon events are described in [13]and in section 4 2.
ForW "W (CCO3) events, the signal usad in this analysis, the corrections are based on
YESWW [17]and the e ect of the theoretical uncertainties in it on theW m assm easurem ent
were Initially studied in [34]at pure event generator level.

In [35] this study has been perform ed in the context of the full D elphi sin ulation
and analysis procedure; furthermm ore the m ain uncertainties due to non-CC03 4-ferm ion
badkground events have been studied. Radiative corrections uncertainties on non 4-
ferm ion background events are Included in the uncertainty estim ated on the background.

Several categories of uncertainty sources have been studied, which are considered here
n tum.

W *W Production: Initial State R adiation (ISR )

ISR plys a key role n the W m ass analysis as it is one of the m ain sources of the
bias on the tted result with respect to the true value. This bias, which is rem oved by
calbrating the ts with the simulation, is due to the energy-m om entum conservation
constraint used in the kinem atical constrained ts. The ISR is com puted In the YES
exponentiation approach, using a leading logarithm (LL) O ( °) m atrix elam ent.

The di erence between the best result, obtained from im plem enting the O ( ?) ISR
m atrix elam ent, and the O ( ?) one provides an estin ate of the e ect of m issing the
m atrix elem ent for higher orders. T he m issing higher orders lead to the use of a wrong
description for events w ith m ore than three hard photons or m ore than one photon w ith
high p:.

Thedi erence between thebest result and the O ( ) result includes the previous study,
and can be usad as an estin ate of the upper lim it of the e ect ofm issing the non-leading
logarithm (NLL) tem s at O ( 2); this e ect of m issing NLL tem s is expected to be
an aller than the e ect from the LL tem s given by thisO ( ®) to O ( ) di erence.

A Iso taking into account the study perform ed in [34], the ISR related uncertainty can
be conservatively estin ated at 1 M eV=c? for them ass and 2 M &V =c? on the w idth.

W Decay: Final State R adiation (FSR)

The FSR description and uncertainty is tightly linked to the nal state considered.
QED FSR from quarks is embedded in the parton shower describing the rst phase of
the hadronisation process. Tt is therefore essentially in possible to separate it from the
rest of the hadronisation process, and the related uncertainty is considered as included
n the gt and fragm entation related system atics.

FSR from Ieptons is described by PHOTOS. The di erence between the best result,
based on the NLL treatm ent, and the LL one can give an estin ate of the e ect of the
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m issing part of the O ( ) FSR correction. W hile the result depends on the sem Heptonic
channel, the di erence is always less than 1 M &V =c?.

In [34] the e ect of the m issing higher orders beyond O ( 2) has been fund to be
negligble at generator kevel. Sin ple perturbative Q ED considerations suggest that the
size of the e ect should not exceed the size of the e ect from the m issing part of the
O () FSR correction ; therefore conservatively the 1 M eV =c? can be doubled to take into
account both of these com ponents of the uncertainty.

N on—-factorizable Q ED Interference: NF O ( ) C orrections

Non-factorizable O ( ) QED interference between W s is e ectively im plem ented
through the socalled K hoze-Chapovsky [36] (KC ) ansatz.

The e ect of using the KC ansatz with regpect to the Bom calculation, where this
Interference is not described, can be considered as an upper lim it of the m issing part of
the fullO ( ) calculation and of the higher order term s. A dedicated study show s that
the e ect is Jess than 2 M &V =c? for all the m easurem ents.

A m biguities in Leading Pole A pproxim ation (LPA )de nition: N on Leading
(NL) O ( )Corrections

Two sources of uncertainties are considered, follow Ing the study in [34]. The e ect
of m issing higher orders can be, at least partly, evaluated by changing the electroweak
schem e used in the O ( ) calculation. This essentially m eans changing the de nition of
the QED ne structure constant used In the O ( ) matrix elanent. The e ect is very
an all, at the Iim it of the t sensitivity, both for them ass and the w dth.

T he second, m ore relevant, source of uncertainty connected to the LPA is in itspossible
de nitions, ie. the am biguity present in the way of expanding the am plitude around the
double resonant W pole. The standard YFSWW uses the so called LPA, de nition; a
com parison with the LPAy one can give an estin ate of the e ect from the intrinsic
am biguity in the LPA de nition. A dedicated study has been perform ed evaluating the
di erence:

O( JWPA , LPAp)= (BestLPA , noNL LPA,) (BestLPA 3 noNL LPAjg)

In order to evaluate only the e ect of the di erent schem e on the radiative corrections
(and not at Bom level). The size of the e ect is less than 1 M &V =c? for the m ass and
less than 4 M eV =c? for the w idth.

R adiative C orrections on 4-f B ackground D iagram s: Single W

The D oublk Pole A pproxin ation (DPA ) is known to be valid within a few W wdths
of the double resonant pole. The D PA correction is applied only to the CCO3 part of the
m atrix elem ent (and partly to the interference, see [13]); non-<C03 diagram s contribu-—
tions are not directly a ected by the D PA uncertainty (except for possible e ects in the
Interference term which is relevant for the electron channel).

Tt is clear that this procedure still leaves the problem of the approxin ated radiative
corrections treatm ent for the non-CC03 part of them atrix elem ent (and the interference).
The ISR studies previously discussed can reasonably cover the m ost relevant part of
the electrow eak radiative corrections uncertainties present also for the W "W -like 4-F
badkground diagram s, eg. the non-CC03 part. There is, however, a notable exception:
the so called single W diagram s for the gg’e  nal state.

Thebuk of single W events are repcted In the W m ass and w idth analysis, since the
electron in these events is lost in the beam pipe. But the CC03 —single W interference is
sizeable, and it has a strong In pact on the W m ass result In the electron channel. The
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sttuation isdi erent in theW w idth analysis, where in e .qq” events reconstructed by the
electron analysis the e ects of non-CC03 diagram s and the CC03 —non-CC03 interference
are opposite In sign and aln ost com pletely cancel.

T he situation is m ade even m ore com plex by the crosstalk between channels, eg.
events belonging in reality to one channel but reconstructed as belonging to another one.
This crosstalk is particularly relevant between sem iHeptonic electron and tau decays,
and thisexplainswhy the channel analysis is also sensitive to this uncertainty source.

The e ect of this uncertainty has been studied in two ways. F irstly, since the uncer—
tainty on the single W rate associated to radiative corrections is known in literature to
be about 4% , the non-CC03 part of the m atrix elem ent, assum ed to be dom inated by the
single W contribution, has been varied by 4% for gg%  nal states. A nother possble
source of uncertainty related to 4 background is estin ated by partly applying the D PA
correction to the interference term (see the discussion In [13]). The e ect of this way
of com puting the corrections can be considered as another estin ate of the uncertainty
related to the 4-f background presence.

The m axin al size of these e ects is about 6 M &V =c? (for themass n gge and the
width mgg ).

TotalU ncertainty

T he results of all the studies presented are com bined in a single uncertainty for each
channel. Tables11 and 12 present the estim ates for them assand w dth from thedi erent
sources of uncertainties discussed above.

My E lectroweak Correction Systen atic Errors (M eV =c?)
U ncertainty Source| € .qq’ aq’| ~ o qgaq’

ISR 1.0 1.0 1.0 1.0

FSR 05 05 1.0 -
NE O () 10 10 10 20
NL O () 10 10 10 10

4-f Background 55 05 10 05
Total 9 4 5 45

Table 11: Summ ary of the system atic uncertainties on the W m ass due to electrow eak
corrections. T he total is com puted adding linearly the absolute values of all the contri-
butions.

w B lectroweak Correction Systen atic Errors (M eV =c?)

Uncertainty Source| € 9’| ~— q9’| ~— a9’ agad’

ISR 2.0 2.0 2.0 2.0

FSR 1.0 10 2.0 -
NF O () 2.0 2.0 2.0 2.0
NL O () 40 40 40 40

4-f Background 2.0 1.0 6.0 1.0
Total 11 10 16 9

Table 12: Summ ary of the systam atic uncertainties on the W w idth due to electtoweak
corrections. T he total is com puted adding linearly the values of all the contributions.
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e

"s Nom nal G eV ]
161 172 183 189 192 196 200 202 205 207
Eq Ermor M eV 11254 274 203 216 216 232 23.7 23.7 369 41.7

Table 13: Uncertainties on the L ep energies for the di erent centre-ofm ass energy points.

T he total uncertainty per channel is conservatively com puted summ ing linearly the
values of the contributions. A 11 the num bers have been rounded to 0.5 M &V =c?.

R eference [13]also reports a com parison of YESWW w ith the other com pletely indepen-—
dent M onte C arlo generator RacoonWW [37]which in plem ents radiative corrections in the
DPA . This study has not been directly used in the error estim ation presented here due
to the lin itations in the treatm ent of non-collinear radiation in RacoonWW. H ow ever, this
study does provide additional con dence in the validity of the YFSWW calculation.

A scan be seen, the uncertainty on the W m ass associated w ith the electrow eak radia-
tive corrections is found to be less than 10 M eV =c?.

6.8 LEP Collision Energy

T he average L ep collision energy isevaluated at 15 m nute intervals of running or after
signi cant changes in the beam energy. The m easured centre-ofm ass energy is In posad
as a constraint in the kinem atic t, and hence the relative error on the collision energy
translates to approxin ately the sam e fractional error on the W m assdeterm ination. The
e ect of the uncertainty on the W w idth determ ination is negligible.

The beam energy is estim ated using the Lep energy m odel, discussed in section 2
based on 16 NM R probes In dipole m agnets around the Lep ring calbrated with the
RDP technigue. T he com patibility of three crosscheck m ethods w ith this determ ination
was usad to determ ine a set of sm all energy o sets. The relative size of this o sst was
energy dependent, rising to amaxinum of1®6 10 ° at 207 G eV centre-ofm ass energy.

T he Lep energy working group also assessed the uncertainties in the collision energies
and supplied these in the form ofa 10 10 correlation m atrix. T he uncertainties increase
as the collision energy increases, due to the fact that higher energies are further from the
RDP nom alisation region. T he ervors are given In table 13. At 183 G &V centre-ofm ass
energy the uncertainty on the collision energy is 203 M €V . This rises to 23.7 M &V at
202 G &V . For the energy points at values of 205 and 207 G €V , taken in the year 2000,
there is an additionaluncertainty due to the Bending F ield Spreading’ strategy, in which
the corrector m agnets were powered in a coherent m anner to increase the overalldipole

eld and thus the Lep energy [7] . This leads to a lJarger error for the year 2000. For the
energy pointsat 161 and 172 G €V , taken in the year 1996, there isalso a an all increase in
the error, com pared to 183 G €V , due to increased uncertainties in the NM R calibration
for this year.

The mean energy di erence between the electron and positron beam s is less than
4 M &V at all energies and hence the e ect on the W mass or width determ ination is
negligible. The mom entum spread of the electrons or positrons in a bunch gives rise
to a variation in the centre-ofm ass energy of the collisions and boost of the centre of
m ass fram e w ith respect to the laboratory fram e. T he soreads In centre-ofm ass collision
energies have been evaluated by the LEP energy working group [7]and range from 144 to
265M &V . The corresponding e ects for the W m ass and w idth analyses are negligible.
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6.9 A spectRatio

T he aspect ratio is de ned as the ratio of the length to the width of the detector.
A s all the sub-detectors of DELPHT are aligned w ith respect to the Vertex D etector,
the know ledge of the aspect ratio is lim ited by the precision to which the position and
din ensions of the Vertex D etector can bem easured. The e ect of a m ian easurem ent of
the aspect ratio is to introduce a bias on the m easurem ent of the polar angle, . A s the
W boson production polar angle is not isotropic but forward peaked, a m ian easurem ent
of the aspect ratio would result in a sn all bias on the average opening angle of the W
decay products, and hence Induce a an allbias on the reconstructed W m ass.

T he correspondence of hits in the overlapping silicon m odules is sensitive to a m is-
alignm ent of the Vertex Detector. In fact the study of these overlaps constitutes an
essential part of the procedure for the alignm ent of the Vertex D etector. From this study,
discussed further in [9], it is concluded that a reasonable estin ate of the aspect ratio
uncertainty is 3 10 ¢ . Such a biaswould result in a shift in W mass below 1 M &V =c?
for the sem iHeptonic channel, and of 2 M eV =c? for the fully-hadronic one. The e ect on
the W width isneglighble.

6.10 Background D escription

T he background events for the W -pair selection are from four-ferm ion or hadronic two
ferm ion processes.

T he four-ferm ion background uncertainty is studied and described in the electroweak
corrections uncertainties (section 6.7) and in the gt description studies (section 6.5) parts
of this paper.

T he dom inant source of background to W pair production, both in the sem Heptonic
and in the fully-hadronic channel, is from Z ! gg( ) events.

In the sem iHeptonic channel the 2-ferm ion background is relatively an allw ith them ain
uncertainty in its rate arising from the discrepancy between data and simulation in the
rate ofm isidenti cation of energetic photons (from radiative retum to the 7 peak events)
as electrons. This m isdenti cation is mainly due to the electronpositron conversion
of photons and the spurious associations of forward vertex detectors hits to an electro-
m agnetic cluster in the calorin eter. A data-sim ulation com parison show s that a 10%

uctuation of the background is possible w ithout signi cantly degrading the agreem ent
between the data and sim ulation. T he theory uncertainty on the 2-ferm ion cross-section
is generally an all, in the worst case at the 2% level [381].

In the fully-hadronic channel the 2-ferm ion badkground is m ore im portant, and the
m a pr contribution to the uncertainty is from the four-gt nal state production m echa-
nign . The study perform ed in [39 Jhas shown that them axin aldi erence In the estim ated
2-ferm ion background rate is 10% com ing from changing from PYTHIA to HERWIG as the
hadronisation m odel, w ith the ARTADNE m odel giving interm ediate results. The e ect on
theW massis1l3MeV=c?at” s= 189GeV,and 4 M e&V=c? at~ s= 2065 GeV,whik
thee ect on theW width is 40 M eV =c? over the whole range of centre-ofm ass energies.

In summ ary, applying a variation of 10% on the 2 ! qgg( ) event rate is usad to
provide an estin ate of the system atic uncertainty on the background level for both the
sem Heptonic and fully-hadronic channelm ass and w ddth m easurem ents. T his variation
also covers any discrepancies seen in the data and sim ulation com parison plots shown in
this paper.

T he Im portance of the background eventm ass distribution has also been investigated.
In the sam Heptonic analyses the m ass distribbution taken from the sinulation has been
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replaced w ith a constant level and half of the variation in the result has been taken asa
system atic. In the fully-hadronic channel this system atic was assessed by changing the
generator used for the background between PYTHIA, HERWIG and ARIADNE.

T he background level and background shape uncertainties were added in quadrature
and the resulting errors are reported in tables 14,15 and 16 below .

6.11 Bose-Einstein C orrelations

Correlations between nal state hadronic particles are dom inated by BoseF instein
Correlations (BEC ),a quantum m echanicale ect which enhances the production of iden—
ticalbosons close in phase gpace. The net e ect is that m ultiplets of dentical bosons are
produced w ith an aller energy-m om entum di erences than non-dentical ones.

BEC for particles produced from the ssmeW boson a ect the nom al fragm entation
and are therefore treated im plicitly in the fragm entation uncertainties which are con-
strained by the large am ount of Z-data. BEC for pairs of particles com ing from di erent
W s cannot be constrained or safely predicted by the inform ation from single hadronically
decaying vector bosons.

A dedicated and m odekindependent m easurem ent of the BEC e ect was perform ed
by the D elphi collaboration in [40] while other Lep experin ents have m ade sin ilar
m easuram ents [41]. Com paring these results with M onte Carlo m odels constitutes the
only way to estin ate potential system atic uncertainties from BEC . The LUBOEI m odel
BE;, [42]was found to give the largest shift in the m easured value of M for a given
am ount of BEC .0 therm odels give an aller shifts and som em odels predict no appreciable
BEC shifts at all. Tt was decided not to apply any corrections due to BEC and evaluate
the system atic error as the largest predicted shift consistent w ith the D elphidata. The
predicted shift plus one standard deviation of its error is used as the estin ator of the
system atic error.

The D elphi result or BEC is a 24 standard deviation evidence for BEC between
di erentW sand a correlation strength, ,which can be com pared to the BE 3, prediction
at the sam e e ective correlation length scale:

san e, = 055  020(Stat:) 041 (Systs): 9)

The predicted m ass shift, BEC insideW sonly BEC inside and between W s, using
BEs, (with m odelparam etersPARJ(92) = 1:35and PARJ(93)= 0:34) is40 10M &V =c?
for the standard m ass analysis, 33 11 M &V =c? for the cone Bt m ass reconstruction
analysisand 17 20M &V=c? fortheW w idth analysis. T he cbserved m ass shift n BE,
is Iinear In the observed correlation, 3x.,. Applying the one standard deviation upper
bound of the correlation param eter this transktes into a system atic error of 31 M eV =c?
from BEC for the standard analysis and 26 M eV =c® for the cone analysis. A system atic
error of 20 M €V =c? is applied or theW width. Them assand w idth shifts were evaluated
w ith the simulation m odel over the full range of centre-ofm ass energies and no energy
dependence was observed. The shifts reported are the average values. Conservatively,
these errors are applied as sym m etric uncertainties.

The combined D elphi BEC m easuram ents of the correlation strength and e ective
correlation length scale suggest that the betweenW BEC occur w ith an e ective corre-
lation length scale which is larger that the one predicted by BE5, . If this is the case, the
num ber of pairs e ectively a ected by the BEC is reduced and also the e ect per pair
is dim inished. Furthem ore, the other L ep experin ents have reported sm aller values of
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data' sE,, than that observed by D elphi. Hence the systam atic uncertainties applied
In this analysis are consideraed conservative.

6.12 Colour R econnection

Inthereactione’'e ! W'W ! (q@)(@g) the hadronisation m odels used for this
analysis treat the colour singlets gy and oz com ing from each W boson independently.
However, interconnection e ects between the products of the two W bosons may be
expected since the lifetine of the W bosons (y ' h= y ’ 0:d fm=c) is an order of
m agnitude an aller than the typical hadronisation tim es.

T he exchange of coloured gluonsbetw een partons from hadronic system s from di erent
W Dbosons can induce the socalled colour reconnection (CR ) e ect In the developm ent of
the parton shower. Thise ect can in principle distort the properties of the nalhadronic
system and therefore a ect the W m ass m easuram ent, if not properly accounted for in
the sinulation.

At perturbative level the e ects are expected to be an all [43], and the im pact on
the reconstructed W m ass has been evaluated to be at most 5 M eV =c?. However, CR
e ects can be large at hadronisation level, due to the Jarge num bers of soft gluons sharing
the gpacetin e region. These e ects have been studied by introducing CR e ects into
hadronisation m odels and com paring w ith D elphidata and are reported in [30].

Them ost studied m odel, and the one used for the evaluation of the system atic uncer-
tainty on the W m ass and w idth m easuram ent, is the S pstrandK hoze \Type 1" m odel
(SK-I) [44]. Thismodel of CR isbased on the Lund string fragm entation phenom enol-
ogy : the strings are considered as colour ux tubesw ith som e volum e, and reconnection
occurs when these tubes overlhp. T he probability of reconnection in an eventP e, 1S
param eterised by the value ,according to the volum e of overlap between the two strings

Voverlap:
Preco= 1 @ "overme: (10)

The param eter detem ines the reconnection probability. By com paring the data w ith
the m odel predictions evaluated at several values it is possble to detem ine the value
m ost consistent w ith the data and extract the corresponding reconnection probability.

A notherm odelhasbeen developed by the sam e authors (SK-I11’) and also in plem ented
n PYTHIA but is found to predict a an aller shift on the reconstructed W m ass than SK-I
for the sam e reconnection probability.

Further CR m odels are availble in the HERWIG and ARIADNE M onte C arlo program s.
In ARTADNE, w hich In plam ents an adapted version of the G ustafson-H akkinen m odel [45],
them odelused [46]allow s for reconnections between partons originating in the same W
boson, or from di erentW bosons if they have an energy sn aller than the w idth oftheW
boson. Them ass shift from CR is evaluated from the di erence between the shift when
the reconnections are m ade only In the ssme W boson and when the full reconnections
arem ade. In the standard D elphianalysis, the shift was found to be 11 11 M &V =c?.

In HERWIG the partons are reconnected, w ith a reconnection probability of 1/9, if the
reconnection results n a sn aller total cluster m ass. The shift in the reconstructed W
mass at 189 G &V centre-ofm ass energy was found to be 29 7 M &V =c?, the sam e shift
as obtained from a valie of 029 in the SK-I m odel.

D elphihas perform ed two analyses to com pare these sin ulation m odels w ith data
which are described In detail In [30].

The st one is based on the m easuram ent of the particle ow between the Fts in
afour BtsW W  event. On a subsam ple of strictly four—gt events two regions can
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be de ned, the region between Fts from the same W (called insideW regions) and the
region between Pts from di erent W bosons (called between-W regions). The ratio R of
the particle uxes in the insideW and betweenW regions (lin iting the analysis to the
central part of these regions) is an observable sensitive to CR e ects. T he com parison of
the ux measured in realdata with the prediction of the SK-I m odel as a function of
allow s the value to be determm ined which ism ost consistent w ith data, and its uncertainty.

The second m ethod used exploits the observation that in the direct reconstruction
analysis of the W mass, di erent W m ass estim ators have di erent sensitivities to CR
e ects. A sdiscussed In section 5.3 2 ram oving particles from the inter—gt regions reduces
the sensitivity to CR e ects and hence can be used to measure the CR e ect. The
correlation between the m easurem ent of the m ass shift (using the standard or cone ft
reconstruction techniques) and the m easurem ent of the m ass from these techniques is
only 11% .

From the combination of these two analyses and in the fram ework of the SK-I m odel,
the value of the param eter m ost com patible w ith the data is found to be [301]:

=22 15

The CR chift in the reconstructed W m ass as a function of the SK-I  param eter is
provided as gure 13, the results of the standard and cone gt reconstruction techniques
are Indicated. Figure 14 show s the CR shift for the W w idth reconstruction analysis.

The systam atic uncertainty on the W mass and width is calculated using the one
standard deviation upper bound of of 4.7. A s reported above, this system atic error
is considerably larger than that which would be evaluated from the ARTIADNE or HERWIG
CR m odels. Furthem ore, this value of is Jarger than that reported by the other Lep
experim ents [31]. TheCR W m ass shift is dependent on the centre-ofm ass energy in the
SK-I modelas shown In gures 13 and 14. However, we prefer not to rely on the centre—
ofm ass energy evolution of the SK-I CR shift (leading to a change in relative weights
when averaging the results from di erent centre-ofm ass energies) and instead choose to
quote the system atic errors at 200 G €V (close to the average centre-ofm ass energy of the
data). In light of the signi cant range of CR e ect estin ates no correction ism ade to the
W massorw idth results and for sim plicity a sym m etric system atic uncertainty is applied.
T he corresponding system atics uncertainties on the W massare 212M eV =c? (standard),
116 M eV =c? (cone Ft reconstruction) and 247 M eV =c® for the W w idth analysis.

7 Results

T he results of the analyses and the nalcom binations of these results are presented in
this section. T he results are obtained at a range of nom nal centre-ofm ass energies and
In the four event selection channels. Combined results are obtained from an average of
these results and also an average w ith the previously published D elphidata [1,2] that
have not been reanalysed in this paper.

Subdividing the results by data—+taking years and nom inal centre-offm ass energies en—
ables a proper treatm ent of the correlated system atic uncertainty from the Lep collision
energy and other dependences on the centre-ofm ass energy or data-taking period. A
detailed breakdow n of the sources of system atic uncertainty, as shown in tables 14,15 and
16, is provided for each result and the correlations speci &d.

T he com bination is perform ed and the evaliation of the com ponents of the total error
assessed using the Best Liinear Unbiased Estim ate (BLUE ) technigque [47].
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Figure 13: W mass shift causaed by the colour reconnection e ect as described In the
SK-I m odel plotted as a function of the m odel param eter which controls the fraction
of reconnected events. T he upper plot is for the standard W m ass analysis and the lower
plot when the cone gt reconstruction technique is applied.
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My Systan atic Errors (M eV =c?) at 189 G eV

Sources of Systam atic Emor |6 .a9’ — o’ — a’| ag’ad’
Statistical Exror on Calbration| 12 10 15 4
Lepton C orrections 24 16 - -
Jet C orrections 18 15 19 24
Fragm entation 10 10 13 12

E Jectrow eak C orrections 9 4 5 5

B ackground 5 1 12 17
LEP Enemy 9 9 9 9
BoseE instein C orrelations - - - 31/26
C olour R econnection - - - |212/116

Table 14: Contributions to the system atic ervror on the W m ass m easuram ent for data
taken at a nom inal centre-ofm ass energy of 189 G&V . W here two uncertainties are
reported in the qg’qq” analysis colim n the st corresponds to the standard analysis and
the second to the cone Ft reconstruction analysis.

71 W M ass

The W mass is extracted separately in the analyses designed to select the € .qd’,
~ gq® and T gq’ decay channels. The values obtained are given in table 17 for the
analysed centre-ofm ass collision energies. T he sem Heptonic channel analysis results are
com bined into a single “.qq’ value for each year of data taking. W hen perform ing these
com binations the follow ing sources of system atic uncertainty are taken as fully-correlated
between lepton channels and between years: electroweak corrections, fragm entation, gt
corrections, lepton corrections, background. The Lep energy m easurem ent correlations
are taken from them atrix supplied in [7]. T he sin ulation calbration statistics are taken
as uncorrelated.

The W mass is also obtained from the gq'gq® channel using both the standard and
cone gt reconstruction technigue. T he results obtained from these analyses are given in
table 18.

In addition to the analyses presented in thispaper, m easurem ents of the W m asshave
also been m ade using the data collected in 1996.

711 W M ass from theW "W C ross—section

The D elphi collaboration has m easured the total CCO3 W "W  cross-section, as a
function of centre-ofm ass energy, using the full data sam ple collected by the collabora—
tion during Lep2 operations [39]. A ssum Ing the validity of the cross-section dependence
predicted by the Standard M odel these m easurem ents can be translated into a m easure-
ment oftheW m ass. Only the crosssection m easuram ents close to theW *W  threshold
have signi cant sensitivity to the W m ass.

T he Standard M odel cross—section dependence on the W m ass is obtained from the
WPHACT and YFSWW generator setup, as discussed in section 4.2, and crosschecked w ith
the in proved B om approxin ation calculation. T he theoretical error on the totalW "W
cross—section near threshold was estim ated as 2% decreasing w ith Increasing collision
energy to 0:5% in the D PA wvald region [48], the corresponding error on the W m ass is
m arked below as Theor. The sources of experin ental system atic error have not been
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My Systan atic Errors (M eV =c?) at 205 G eV

Sources of System atic Error  |€ a9’ — ag® ~ af’| gg’od’
Statistical Exror on Calibration| 15 10 17 4
Lepton C orrections 25 21 - -
Jet C orrections 26 21 33 28
Fragm entation 10 10 13 12

E Jectrow eak C orrections 9 4 5 5

B ackground 4 6 19 5
LEP Energy 15 15 15 15
BoseE instein Correlations - - - 31/26
C olour R econnection - - - |212/116

Table 15: Contributions to the system atic ervror on the W m ass m easuram ent for data
taken at a nom inal centre-ofm ass energy of 205 G&V. W here two uncertainties are
reported in the qg’gq” analysis colum n the st corresponds to the standard analysis and
the second to the cone £t reconstruction analysis.

w System atic Errors (M eV =c?) at 205 G &V
Sources of Systam atic Error ~.q9°| ag%qq”
Statistical Error on Calibration| 15 9
Lepton C orrections 48 -
Jet C orrections 38 169
Fragm entation 29 8
E lectrow eak C orrections 11 9
B ackground 43 51
BoseE Instein C orrelations - 20
C olour R econnection - 247

Table 16: Contributions to the system atic ervor on the W w idth m easurem ent for data
taken at a nom inal centre-ofm ass energy of 205 G &V .

reevaluated and are as reported in [1], apart from use of the revised collision energy
uncertainty.

From a ° tofthem easured cross-sectionsat centre-ofm assenergiesof161.31,172.14
and 182.65 G &V them ass has been determ ined to be

My = 80448 0434(stat:) 0090(Syst:) 0:043(Theor:) 0:013(LEP) G eV =c*:

71.2 W M ass from D irect R econstruction at p§= 172 G&V

For com pleteness, we also report here on the relatively smalldata sam ple (10 pb 1)
recorded in 1996 at s = 172 Ge&V. This sample was analysed and W m ass results
published using the € .qq’, — g9’ and ggq%aq® decay channels in [2]. T he qg%aq® analysis
was perform ed using a standard analysis rather than a cone gt reconstruction based
analysis.

T his data sam ple has not been reprocessed, nor have W w idth results been produced
w ith this sam ple. T he estin ates of systam atic uncertainties are retained from the original
paper except for the uncertainties arising from colour reconnection and BoseE instein
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Correlations in the gqg'qg® channel, where the errors reported above for the standard
analysis are used, and the use of the nalLep collision energy uncertainty. T he revised
values are

My = 8051 0:57(Stat:)  0:05(Syst:) 001(LEP)Gev=c?;
for the com bined sam i-leptonic channels, and
My = 7990 0:59(Stat:) 0:05(Syst:) 021(FSIy) 0:01(LEP)Gev=c?;

for the fully-hadronic decay channel. T hese values have been included in tables 17 and
18.

71.3 Combined R esults

T he com binations of the results are perform ed, assum ing that the follow ing com po—
nents of the error are fully-correlated between years (and energy points) and between the
fully-hadronic and sam Heptonic channels: electroweak corrections, fragm entation and
Bt correction. The lepton—+elated detector system atic in the sem iHeptonic channel is
also assum ed to be fully correlated between years. T he colour reconnection and Bose—
Einstein e ect in the fully-hadronic channel is assum ed to be fully correlated between
years. The error arising from calibration statistics is uncorrelated between years In the
sam Heptonic analysis, as it was determ ined from independent M onte Carlo sinulation
sam ples, but this error is correlated in the fully-hadronic channel as the values were ob—
tained from an overall t to the sam ples at all centre-ofm ass energies. T his error source
is uncorrelated In the com bination of the sam iHeptonic and fully-hadronic channel. T he
badkground—+elated system atic is assum ed to be fully correlated between years in both
the fully-hadronic and sem iHeptonic analyses but uncorrelated between the two channels.
The LEP centreofm ass energy uncertainty is, of course, fully correlated between the
sam Heptonic and fully-hadronic decay channels but is only partially correlated between
years. T he interyear correlations w ere assessed by the LEP energy working group [7]and
this correlation m atrix was applied when perform ing the com binations reported here.

The results from the sam iHeptonicW m ass analyses in each year ofdata taking (1996—
2000) have been com bined. T he result for the analysis ain ed at selecting events in the
e .09’ decay channel is:

My = 80:388 0:133(Stat:) 0:036(Syst:) 0:010(LEP)Gev=c’;

the combination hasa ? probability of 25% .
T he result for the analysis ain ed at selecting events in the ~ gqg®decay channel is:

My = 80294 0098(stat:) 0:028(Syst:) 0:010(LEP) G eV =c?;

the combination hasa ? probability of 96% .

The ~ gq®selection includes signi cant cross+talk from events in otherdecay channels
(see table 2) and a result from the 1996 data is not available. T he result for the analysis
ain ed at selecting events in the — gg® decay channel (in the years 1997-2000) is:

My = 80387 0:144(Stat:) 0:033(Syst:) 0:010(LEP)GevV=c?;

the combination hasa ? probability of 56% .
T he result for the com bined sam i-eptonic W m ass analyses is:

My = 80339 0069(stat:) 0:029(Syst:) 0:009(LEP) G eV =c?;
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the com bination hasa ? probability of 16% .

Sin ilarly, the results on the W m ass extracted from the fully-hadronic event analysis
have also been combined. The value from 1996 uses the standard reconstruction tech—
nique; the results of the cone—gt reconstruction technique are used for the other data
taking years (1997-2000). T he com bined result is:

My = 80311 O0059(stat:) 0:032(Syst:) O0:Id19(FSI) 0:010(LEP) G eV =c?;

the com bination also hasa ? probability of 16% .

The mass di erence between the W boson m ass m easuram ents obtained from the
filly-hadronic and sam ideptonic channels M y (qo%q”  “.qq”), has been determ ined.
A signi cant non—zero value for M  could indicate that BoseE Instein or colour recon-—
nection e ects are biasing the valie of M y detem ined from gq'aq® events. Since M
is prin arily of interest as a crosscheck of the possible e ects of nal state interactions,
the errors from CR and BEC are set to zero in its determm ination and the results of the
standard reconstruction technigque, rather than the FSI e ectxeducing cone—gt recon-
struction technique, are used for the qg'gq® analysis. T he result provides no evidence for
FSTIe ects:

My (agaq’® “T.aq’) = 0:024 0:090 Gev=c?;

the combination hasa ? probability of 20% .

The nalDelphiresult for the W mass for the full Lep2 data sam pl is obtained
by com bining the values obtained from the direct reconstruction m ethod in the “.qq°
analysis and cone t reconstruction technique qgq¥qq® analysis in each data taking year.
T he value obtained from the threshold cross-section is also included in this average. T he
com bined result is:

My = 80336 0055(Stat:) 0:028(Syst:) 0:025(FSI) 0009(LEP)GeV=c*;

the combination hasa ? probability of 15% .

A lthough the statistical error in the “~.qq” and gg’qq® channels is sin ilar, ow ing to
the large system atic error attributed to nal state crosstalk e ects the weight of the
fully-hadronic channel results in this average is 21% . T he weight of the threshold cross—
section m easuraem ent ofthe W massisonly 2% due to the am alldata sam ple collected at
161 G &V centreofmm ass energy. T he full error breakdow n of the averages is provided in
table 19.

The D elphim easuram ent of the colour reconnection e ect is reported n [30]. This
m easuram ent places relatively loose constraintson the size of theW m assuncertainty from
CR e ects, and thus leads to the an all im pact of the fully-hadronicm ass in the D elphi
average. For com parison the value of the combined D elphiW mass as a function of
the CR uncertainty is shown in table 20. A 1l other errors, including that arising from
BoseF instein correlations, have been kept constant in these results.

7.2 W W idth

TheW width hasbeen m easured from the sam iHeptonic and the fully-hadronic decay
channel events. A s the analysis is less sensitive to the W width than the W m ass, the
w dth isextracted by perform ing a combined tofthe three sam iHeptonic channels rather
than from each channel ndividually. T he results are given in table 21. T he correlations
assum ed for the com binations are identical to those reported above for the W m ass.
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The results from the sam iHeptonic W width analyses In each year of data taking
(1997-2000) have been com bined, the result obtained is:

= 2452 0:184(Stat:) 0:073(Syst:) Ge&v=c?;

W

the combination hasa 2 probability of 9% .
Sim ilarly, the results on the W w idth extracted from the fully-hadronic event analysis
have also been com bined, the result obtained is:

w = 2237 0:137(Stat:) 0:139(Systy) 0248(FSI) G eV =c?;

the combination hasa ? probability of 62% .

The nalD elphiresult for the W width for the full Lep2 data sam ple is obtained
by com bining the values obtained from the direct reconstruction m ethod in the “.qq°
analysis and qg’gq” analysis in each data taking year. T he com bined result is:

w = 2404 0:140(Stat:) 0:077(Syst:) 0:065(FSI) G &V =c?;

the combination hasa ? probability of 27% .

A Ithough the statistical error in the “.gq® and gg’qq® channels is sin ilar, ow ing to
the large systam atic error attributed to nal state crosstalk e ects the weight of the
fully-hadronic channel results in this average is 26% . T he full error breakdown of the
averages is provided in table 22.

8 Conclusions

The mass and width of the W boson have been m easured using the reconstructed
massesine e ! W'W eventsdecaying to qg®qq® and “.qq” states. The W M ass was
alo extracted from the dependence of the W "W crosssection close to the production
threshold. The full Lep2 data sam ple of 660 pb ! collected by the D elphi experin ent
at centre-ofm ass energies from 161 to 209 G &V hasbeen used. The nalresults are:

My = 80336 0:055(Stat:) 0:028(Syst:) 0:025(FSI) 0:009(LEP)Gev=c’;

w = 2404 0:140(Stat:) 0:077(Syst:) 0:065(FSI) G eV =c’:

T hese results supersede the previously published D elphiresults [1{4].
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Year|Energy | Channel| My Gev=c’
1996172 e .9’ [80450 0.870(Stat.) 0.085(Syst.) 0.013(LEP)
1996|172 — qgq® [80560 0.760(Stat.) 0.062(Syst.) 0.013(LEP)
1996|172 ~.g9° [80510 0570(Stat.) 0.051(Syst.) 0.013(LEP)
1997/183 e .9’ [80852 0411(Stat.) 0.034(Syst.) 0.009(LEP)
~qgq® [80573 0331(Stat.) 0.024(Syst.) 0.009(LEP)
— g’ |80233 0396(Stat.)  0.025(Syst.) 0.009(LEP)
~.g9° [80548 0216(Stat.) 0.024(Syst.) 0.009(LEP)
1998|189 e.aq’ [79.848 0275(Stat.) 0.035(Syst.) 0.009(LEP)
1998 ~— qgq® [80238 0.195(Stat.) 0.026(Syst.) 0.009(LEP)
1998 — g’ |80.055 0.288(Stat.) 0.030(Syst.) 0.009(LEP)
1998 ~.g9° [80.096 0.139(Stat.) 0.026(Syst.) 0.009(LEP)
1999192 e .9’ [80.025 0.789(Stat.) 0.036(Syst.) 0.009(LEP)
— qgq® [80.604 0467(Stat.) 0.028(Syst.) 0.009(LEP)
— g’ |80.161 0.664(Stat.) 0.033(Syst.) 0.009(LEP)
196 e .99’ [80391 0.349(Stat.) 0.037(Syst.) 0.010(LEP)
~—qg¢® [80.024 0270(Stat.) 0.031(Syst.) 0.010(LEP)
g’ |80269 0417(Stat.) 0.036(Syst.) 0.010(LEP)
200 e.gq’ [80383 0365(Stat.) 0.037(Syst.) 0.010(LEP)
~—qgq® [80374 0282(Stat.) 0.032(Syst.) 0.010(LEP)
~— g’ |80.197 0438(Stat.) 0.040(Syst.) 0.010(LEP)
202 e .99’ [80.193 0453(Stat.) 0.039(Syst.) 0.010(LEP)
~— gq® [80120 0341(Stat.) 0.033(Syst.) 0.010(LEP)
— g’ |81399 0574(Stat.) 0.042(Syst.) 0.010(LEP)
192-202| “.gq’ |80296 0.113(Stat.) 0.030(Syst.) 0.009(LEP)
2000|206 e .9’ [80814 0267(Stat.) 0.040(Syst.) 0.016(LEP)
— gq® [80340 0.193(Stat.) 0.032(Syst.) 0.016(LEP)
— g’ |80.701 0272(Stat.)  0.042(Syst.) 0.016(LEP)
~.gq” |80551 0.136(Stat.) 0.034(Syst.) 0.016(LEP)

Table 17: M easured W mass (in G eV =c?) from the sam iJeptonic decay channel analyses
w ith the nom inal centre-ofm ass energies (in G €V ) of each data sam ple indicated. The
valuesm arked “~.qq” are the com bined values of the three sem iHeptonic channel analyses.
T he values obtained from the data recorded in 1996 and analysed in [2]are also included.
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Year|Energy |Analysis My GeV=c’
1996|172 std 79900 0.590(Stat.) 0.050(Syst.) 0214(FSI) 0.L013(LEP)
1997183 std 80.137 0.185(Stat.) 0.046(Syst.) 0214(FSI) O0.L009(LEP)
cone 80100 0.191(Stat.) 0.046(Syst.) 0J119(FSI) O0.L009(LEP)
1998|189 std 80519 0.107(Stat.) 0.032(Syst.) 0214(FSI) O0.009(LEP)
cone 80533 0.J19(Stat.) 0.032(Syst.) 0J119(FSI) O0.L009(LEP)
1999|192 std 80.711 0281 (Stat.) 0.032(Syst.) 0214(FSI) O0.009(LEP)
cone 81076 0294 (Stat.) 0.032(Syst.) 0J119(FSI) O0.L009(LEP)
196 std 80248 0.159(Stat.) 0.032(Syst.) 0214(FSI) O0.010(LEP)
cone 80240 0.192(Stat.) 0.032(Syst.) 0J119(FSI) O0.010(LEP)
200 std 80274 0.149(Stat.) 0.032(Syst.) 0214(FSI) 0.L010(LEP)
cone 80227 0.164(Stat.) 0.032(Syst.) 0119(FSI) 0.010(LEP)
202 std 80.537 0.199(Stat.) 0.031(Syst.) 0214(FSI) 0.L010(LEP)
cone 80.248 0231 (Stat.) 0.031(Syst.) 0119(FSI) 0.010(LEP)
192-202| std 80365 0.090(Stat.) 0.032(Syst.) 0214(FSI) 0.L010(LEP)
cone 80339 0.103(Stat.) 0.032(Syst.) 0J119(FSI) O0.010(LEP)
2000|206 std 80.318 0.092(Stat.) 0.032(Syst.) 0214(FSI) 0.L015(LEP)
cone 80.171 0104 (Stat.) 0.032(Syst.) 0119(F'SI) 0.015(LEP)

Table 18: M easured W mass (in G eV =c?) from the fully-hadronic decay channel analysis
w ith the nom inalcentre-ofm ass energies (in G €V ) ofeach data sam ple indicated. R esults
are provided for both the standard (std) and cone Ft reconstruction technigues applied.
T he value obtained from the data recorded In 1996 and analysed in [2] is also included.

0

qq’| ggag’] AT
Value 80.339|80.311|80.336
Statistical E rror 069 059 055
Statistical E rror on C alibration 003 004 002
Lepton Corrections 015 - 012
Jet C orrections 020 026 021
Fragm entation 011 012 011
B ackground 007 013 006
T hreshold System atics - - 002
E lectrow eak C orrections 006 005 006
LEP Energy 009 010 009
BoseF Instein C orrelations - 026 005
C olour R econnection - 116 024

Table19: The nalresults (in G eV =c?)oftheW m assanalysesand the breakdown of the
uncertainty into its com ponent categordes. The “.qq’ and qg%qq® results use the values
obtained in these analysis channels from the direct reconstruction m ethod. T he colum n
m arked A 1l uses the full direct reconstruction analyses and the threshold cross-section
m easurem ent. T he qqaq® results are taken from the cone et reconstruction analysis, for
alldata except 1996 where the standard analysis was used.
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CR MeV=c?| gx_1|Muy Gev=c’

0 0.00 |80.326 0.045(Stat.) 0.028(Syst.) 0.013(FsSI) O0.010(LEP)
20 040 |80326 0.045(Stat.) 0.028(Syst.) 0.016(FSI) O0.010(LEP)
40 089 |[80328 0.046(Stat.) 0.028(Syst.) 0.021(FSI) O0.010(LEP)
60 151 |80330 0.048(stat.) 0.028(Syst.) 0.024(FSI) O0.010(LEP)
80 230 |80333 0.051(stat.) 0.028(syst.) 0.026(FSI) O0.010(LEP)
100 336 80335 0.054(stat.) 0.028(Syst.) 0.026(FSI) 0.009(LEP)

Table 20: The combined D elphiW M assvalue as a function of the uncertainty ascribed
to colour reconnection e ects in the fully-hadronic decay channel. The values of the

gk_T param eter that give rise to this shift in the qg'gq’ W mass at a centre-ofm ass
energy of 200 G &V are also given.

Year| Energy | Channel w Gev=c?
1997 183 ~.qq’ [2.495 0590(Stat.) 0.069(Syst.)
aqlaq® |2572 0460(Stat.) 0.092(Syst.) 0.248(FSI)
1998| 189 ~.qq’ [3.056 0.401(Stat.) 0.071(Syst.)
aqlaq® [2337 0260(Stat.) 0.114(Syst.) 0.248(FSI)
1999 192 ~.qq® [2342 0953(Stat.) 0.071(Syst.)
aqlaq® [2390 0.756(Stat.) 0.126(Syst.) 0.248(FSI)
196 ~.gqq” |1.805 0.440(Stat.) 0.072(Syst.)
aqlaq® |2.545 0508(Stat.) 0.142(Syst.) 0.248(FSI)
200 ~.qq” |2153 0477(Stat.) 0.073(Syst.)
aglaq® 2210 0376(Stat.) 0.157(Syst.) 0.248(FSI)
202 ~.qq’ |1.707 0649(Stat.) 0.076(Syst.)
aqlaq® |1.797 0488(Stat.) 0.165(Syst.) 0.248(FSI)
192-202| ““.gq” |1950 0277(Stat.)  0.072(Syst.)
aglaq” 2210 0243(Stat.) 0.152(Syst.) 0.248(FSI)
2000 206 ~.qq’ [2.814 0364(Stat.) 0.083(Syst.)
aglqq® [1979 0225(Stat.) 0.183(Syst.) 0.248(FSI)

Tabl 21: Measured W widths (n GeV=c?) from the sem ideptonic decay and fiil-
Iy-hadronic decay channel analyses w ith the nom inal centre-ofm ass energies (in G €V ) of
each data sam ple indicated.



aq’|ag’aq’| ALl
Value 2452 2237|2404
Statistical E rror 184 137 140
Statistical Error on C albbration| 006 009 .05
Lepton C orrections 041 - 030
Jet C orrections 036 129 059
Fragm entation 029 008 .024
E lectrow eak C orrections 011} .009| 010
B ackground 037 051 031
BoseFE Instein C orrelations - 020 .005
C olour R econnection - 247 065
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Table 22: The nal results (in GeV=c?) of the W width analyses and the breakdown

of the uncertainty into its com ponent categories. The “.qgq° and qq'qq® results use the
values obtained in these analysis channels from the direct reconstruction m ethod. The

colum n m arked A 1’ provides the result from com bining the m easurem entsm ade in both

channels.



