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1 FOREWORD

The construction of the LHC and its detectors is nearing detigm, and first collisions are to be expected
in 2008. While in essence built to discover new physics phera, the proton collisions at the LHC
will provide a huge number of Standard Model events inclgdiet, W, Z and top quark processes.
These events can be used to further scrutinize the StandadgINds a theory, but are essential Handles
and Candles for the broad physics commissioning of the e@xpets. Prior to any discovery of new
phenomena a deep understanding of these background ewants be obtained. A solid knowledge
of the Standard Model is crucial is estimating the diversekgeounds in the signal regions and is a
pre-requisite for the correct interpretation of the obserphenomena.

The primary aim of the Standard Model Handles and Candle&ingrgroup, which has been
set up in the framework of the Les Houches workshop is to asdissues relevant in the programme
described above. Several topics relevant for the StandadeMprocesses considered as a background
or signal are discussed. Examples are electroweak and Q@iegses like Z and W boson production
and the high mass tail of the Drell-Yan spectrum. The premiicand understanding of the min-bias
events and the parton density distributions are other sopic



The production of jets in the proton collisions at the LHC miadant. Therefore a thorough
understanding of jet physics is primordial, including foraenple a common nomenclature or accord
when we speak about a generic jet of particles. Along this lirbecomes relevant to compare the
performance of several jet algorithms. A complete chameleivoted to this domain, resulting in a list
of recommendations for the physics analyses at the LHC.

Part |

COMPARISON OF EXISTING TOOLS FOR
THE STANDARD MODEL

2 ATUNED COMPARISON OF ELECTROWEAK PREDICTIONS FOR z BOSON OBSERV-
ABLES WITH HORACE, SANC AND ZGRAD2 f

2.1 Introduction

W andz bosons will be produced copiously at the LHC and high-precisneasurements of cross
sections and their properties will be used for detectoibeation, to understand the background to many
physics analysis, and last but not least, to explore a nestreleeak high-energy regime in tails bfand

w distributions. In view of the importance of single andz production as 'standard candles’ and for
searches of signals of new physics, it is crucial to contreltheoretical predictions for production cross
section and kinematic distributions. For a review of add#éacalculations and tools, see Refs. [1], for
instance. Good theoretical control of the predicitionsuisgs a good understanding of the residual theo-
retical uncertainties. As a first step, we perform a tunedemical comparison of the following publicly
available codes that provide precise predictionsZoobservables, including electroweak (EW)( )
corrections: HORACE [2, 3], SANC [4-6], and ZGRAD?2 [7]. Riresults of a tuned comparison of
z production cross sections can be found in Ref. [8], and ptiedis for singlew production including
QCD and electroweak corrections have been recently disdussRef. [1]. A study of combined effects
of QCD and electroweak corrections to the neutral-curreatgss in the high invariant-mass region can
be found in these procceedings.

2.2 Results of a tuned comparison oHORACE, SANC and ZGRAD?2
Setup for the tuned comparison

1Contributed by: A. Arbuzov, D. Bardin, U. Baur, S. Bondarenic.M. Carloni Calame, P. Christova, L. Kalinovskaya,
G. Montagna, O. Nicrosini, R. Sadykov, A. Vicini, D. Wack#éro



For the numerical evaluation of the cross sections at the (_]1O—|E:= 14 TeV) we chose the following set
of Standard Model input parameters:

G = 1:16637 10°Gev ?; = 1=137:03599911; 4 sM 2)= 01176
My, = 911876 G€V ; z = 24924 G &V
My = 8037399 G &V ; w = 20836 Gev
My = 115GV ;
me= 0:51099892 keV ; m = 0:105658369 Ge&V; m = 1:77699 G eV
m, = 0:06983GeV; me=12G&eV; me= 174G&V
mgq= 006984 GeV ; mg= 015GeV; mp= 46GeV
Vuad= 0975; Vusi= 0222
Veaal= 0222; Vesj= 0975
Vaod= ¥esi= Vuwd = Vwi= V=0 (1)

Thew and Higgs boson masses;; andM y , are related via loop corrections. To determing we
use a parametrization which, fab0 Gev < M 5 < 1 TeV, deviates by at most 0.2 MeV from the the-
oretical value including the full two-loop contribution8][(using Egs. (6,7,9)). Additional parametriza-
tions can also be found in [10, 11].

We work in the constant width scheme and fix the weak mixindeabgc, = M, M 5, 2 =

1 ¢&. Thez andw -boson decay widths given above are calculated includin@ @ad electroweak
corrections, and are used in both the LO and NLO evaluatibtiseacross sections. The fermion masses
only enter through loop contributions to the vector bosdhesgergies and as regulators of the collinear
singularities which arise in the calculation of the QED cilmition. The light quark masses are chosen
in such a way, that the value for the hadronic five-flavor abatron to the photon vacuum polarization,

éig M ?)= 02027572 [12], is recovered, which is derived from low-energye data with the help
of dispersion relations. The finestructure constant)), is used throughout in both the LO and NLO

calculations of thez production cross sections.

In the course of the calculation af observables the Kobayashi-Maskawa-mixing has been ne-
glected.

To compute the hadronic cross section we use the MRST2004@E®@F parton distribution func-

tions [13], and take the renormalization scale, and the QED and QCD factorization scalesz, and

gcp.tobe 2= 2. = 2. =M/ Inthe MRST2004QED structure functions, the factorizatio
of the photonic initial state quark mass singularities inaln the QED DIS scheme which we therefore
use in all calculations reported here. It is defined analslyoto the usual DIS [14] schemes used in
QCD calculations, i.e. by requiring the same expressiortifereading and next-to-leading order struc-
ture functionr', in deep inelastic scattering, which is given by the sum ofgihark distributions. Since
F, data are an important ingredient in extracting PDFs, thecefff theo ( ) QED corrections on the
PDFs should be reduced in the QED DIS scheme.

The detector acceptance is simulated by imposing the follpwansverse momentunp,) and
pseudo-rapidity () cuts:

pr > 20G eV ; j < 25; ‘=e; ; 2)

These cuts approximately model the acceptance of the ATL#ISGMS detectors at the LHC. Uncer-
tainties in the energy measurements of the charged leptdhe detector are simulated in the calculation
by Gaussian smearing of the particle four-momentum vecitir standard deviation which depends
on the particle type and the detector. The numerical reputtsented here were calculated usingalues
based on the ATLAS specifications. In addition to the sefmaratuts of Eq[R, we apply a cut on the
invariant mass of the final-state lepton painof, > 50 GeV.
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electrons muons
combineeand momentum four vectors, reject events witle > 2 GeV

if R(e; )< 041 for R( ; )< 01
reject events witlhe > 0:1 E. reject events witle > 0:1 E
forol< R(e; )< 04 for0l< R(; )< 04

Table 1: Summary of lepton identification requirements.

The granularity of the detectors and the size of the elecigmatic showers in the calorimeter
make it difficult to discriminate between electrons and phetwith a small opening angle. In such
cases we recombine the four-momentum vectors of the efeatrd photon to an effective electron four-
momentum vector. We require that the electron and photon emtum four-vectors are combined into
an effective electron momentum four-vector if their sefiarain the pseudorapidity — azimuthal angle
plane,

R(e; )= ( (& N?+ ( (e N?; (3)

IS R(e; )< 0:1.For01 < R(e; )< O4events arerejectedif > 0:1 E.. HereE (E.)isthe
energy of the photon (electron) in the laboratory frame.

Muons are identified by hits in the muon chambers and the repgint that the associated track
is consistent with a minimum ionizing particle. This limitee photon energy for small muon — photon
opening angles. For muons, we require that the energy ottbmpist < 2GeVfor R ( ; )< 01,
ande < 0:1E GeVfor0d< R( ; )< 04. Wesummarize the lepton identification requirements
in Table[1. For each observable we will provide “bare” resilie. without smearing and recombination
(only lepton separation cuts are applied) and “calo” resule. including smearing and recombination.
We will show results for kinematic distributions and totabgs sections, at LO and NLO, and the corre-
sponding relative corrections,(% )= dyLo=d 1o 1, atthe LHC. We consider the following neutral
current processesip ! z; ! 1I withl=e; .

7 boson observables

» . total inclusive cross section af boson production.
The results for ; at LO and EW NLO and the corresponding relative correctiorare provided
in Table[2.

q . : o , .
I Invariant mass distribution of the final-state leptonrpai

The relative corrections for different M (I 1 ) ranges are shown for bare and calo cuts in
Figs.[.2.
;‘T%: transverse lepton momentum distribution.
The relative corrections are shown in Fid3 for bare and calo cuts.
dd—l: pseudo rapidity distribution of the lepton.
The relative corrections are shown in Fig]4 for bare and calo cuts.
& p . forward-backward asymmetries (as a functionvof. ; ).
For pp collisions at Tevatron energies s usually is defined by [7]

F B
Arp = . 4
FB F+B ’ ( )

where 7

d d
F = dcos ; B = dcos (5)



LHC, pp! z; ! €e
bare cuts calo cuts
LO [pb] NLO [pb] [%] LO [pb] NLO [pb] [%]
HORACE | 739.34(3) 742.29(4) | 0.40(1) 737.51(3) 755.67(6) | 2.46(1)
SANC 739.3408(3)| 743.072(7)| 0.504(1) | 737.857(2) | 756.54(1) | 2.532(2)
ZGRAD?2 | 737.8(7) 743.0(7) 0.71(9) 737.8(7) 756.9(7) 2.59(9)
LHC, pp! 2Z2; ' °
bare cuts calo cuts
LO [pb] NLO [pb] [%] LO [pb] NLO [pb] [%0]
HORACE | 739.33(3) 762.20(3) | 3.09(1) 738.28(3) 702.87(5) | -4.79(1)
SANC 739.3355(3)| 762.645(3)| 3.1527(4)| 738.5331(3)| 703.078(3)| -4.8006(3)
ZGRAD?2 | 740(1) 764(1) 3.2(2) 740(1) 705(1) -4.7(2)

Table 2: Tuned comparison of LO and EW NLO predictions ferfrom HORACE, SANC, and ZGRAD2. The statistical

error of the Monte Carlo integration is given in parentheses

Here,cos is given by
2 + + + 9t
cos = = p'(l)p (') p@)p @) (6)
m(@Tl) m?@F1)+pa(Irl)
with .
p =P E R (7)

whereE is the energy ang, is the longitudinal component of the momentum vector. s thi
definition of cos , the polar axis is taken to be the bisector of the proton beamemtum and
the negative of the anti-proton beam momentum when they@wstéd into the" 1 rest frame.
In pp collisions at Tevatron energies, the flight direction of ileoming quark coincides with the
proton beam direction for a large fraction of the events. définition ofcos  in Eq. (8) has the
advantage of minimizing the effects of the QCD correctiaee(below). In the limit of vanishing
di-leptonpy,  coincides with the angle between the lepton and the incomiagpn in thel* 1
rest frame.
For the definition ofcos  given in Eq.[(6)A -z = 0 for ppcollisions. The easiest way to obtain
a non-zero forward-backward asymmetry at the LHC is to ektitee quark direction in the initial
state from the boost direction of the di-lepton system wétbpiect to the beam axis. The cosine of
the angle between the lepton and the quark inithie rest frame is then approximated by [7]
P (I"1 )] 2
cos = S
P (L) 1

m2(@T1 )+ pd(Irl)

In Fig.[H (resonance region) and Fig. 6 (tail region) we shbe difference Az between the
NLO EW and LO predictions for the forward-backward asymnestfor bare and calo cuts at the
LHC.

The predictions of HORACE, SANC and ZGRAD2 show a satisfigclevel of agreement. The effect of
the EW NLO corrections, calculated for the total cross sestiwithin the specified cuts, agrees within
the statistical uncertainties of the MC integration, d#féor the three codes at most by two per mille
and in general by few tenth of per mille. Some discrepanciegpeesent in specific observables. This
requires further investigation, which is left to a futurebtication.
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-4 0
HORACE —— HORACE ——
-6 - 9 -
-8 ”
-10
-6
. -12 =
S S
o 714 w
-10 LHC
-16
LHC pp— Z — ptu~
s 12
pp—Z —ete” bare cuts
-20 4 bare cuts -14 4
-22 T T T T T T T 1 -16 T T T T T T T
600 800 1000 1200 1400 1600 1800 2000 600 800 1000 1200 1400 1600 1800 2000
M+~ (GeV) Mysp- (GeV)
2 -15
HORACE HORACE
SANC ----eeee- SANC --reeeeee
0
20 4
2 4
] -25
=SS S
-6 4 LHC 30 4 pp— Z —ptps
pp— Z —ete”
-8 4 calo cuts calo cuts
-35 4
210 A
-12 T T T T T T T -40 T T T T T T T
600 800 1000 1200 1400 1600 ~ 1800 2000 600 800 1000 1200 1400 1600 1800 2000
M+ - (GeV) M+~ (GeV)

Fig. 2: The relative correction due to electroweak ( ) corrections to ther (1" 1 ) distribution forz production with bare
and calo cuts at the LHC.



HORACE —— il HORACE ——
SANC ----meeee- 8 4.7 St SANC ----eeeee-
10 H ZGRAD2 e ZGRAD2 e
6 4
5 4 4
0 4 21
X X 0 4 LHC
= \ Y
-5 4 LHC 2 ] o — 2 — ut e
-10 4 pp— Z —ete” -4 4 bare cuts
bare cuts 6 4
15 4
-8 4
20 T T T T T T T 10 T T T T T T T
20 25 30 35 40 45 50 55 60
Py (GeV)
5 0
HORACE HORACE
SANC ---eeeeee-
4 4
2 4
3
4 4
2
LHC
g 1 -6 pp— Z — ptu~
<
calo cuts
0 LHC
-8 4
-1 4 pp— Z —ete”
-10 4
-2 4 calo cuts
3 T T T T T T T -12 T T T T T T T
20 25 30 35 40 45 50 55 60 20 25 30 35 40 45 50 55 60
P (GeV) P4 (GeV)

Fig. 3: The relative correction due to electroweak ( ) corrections to theo: distribution forz production with bare and
calo cuts at the LHC.

Conclusions

In this report we performed a tuned comparison of the MontdoJarograms HORACE, SANC and
ZGRAD?2, taking into account realistic lepton identificaticequirements. We found good numerical
agreement of the predictions for the totalproduction cross section, the (11), pr and , distributions
and the forward-backward asymmetry at the LHC. To find ager#rnetween the available electroweak
tools is only a first, albeit important step towards coningjlthe predictions for the neutral-current Drell-
Yan process at the required precision level. More detaifediss of the residual uncertainties of predic-
tions obtained with the available tools are needed, in@adr of the impact of multiple photon radiation,
higher-order electroweak Sudakov logarithms and comb@€&d and EW effects (see contribution to
these proceedings). Moreover, such a study should incliie uhcertainties, EW input scheme and
QED/QCD scale uncertainties.
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3 THE NEUETRAL-CURRENT DRELL-YAN PROCESS IN THE HIGH INVARIA NT-MASS
REGION

3.1 Introduction

The Neutral-Current (NC) Drell-Yan (DY) process, which ggive rise to a high invariant-mass lepton
pair, is a background to searches for new phenomena. Exaropteese are new heavy resonances Z’
and G* or possible excess resulting from the exchange of raticfes such as the leptoquarks. These
searches are an important part of the LHC physics programreaugire a precise knowledge of the
Standard Model (SM) background in order to enable the obsierv of new physics signatures, which
may only give rise to small deviations from the SM cross secti

The DY process has been studied in great detail (cf. [15,d6] feview), but independently in the
strong (QCD) and electroweak (EW) sectors. In the high iavesmass region QCD effects are known
to be large and positive. These must be studied includinig fidad order results and, for some classes of
results, resummation to all orders of the contributionse EW corrections tend to increase in size with
energy, because of the virtual Sudakov EW logarithms. Irtgk invariant-mass region, these can be of
the same order of magnitude as the QCD corrections, but Ep@siie sign. In addition, multiple photon
radiation plays a non-negligible role in the determinatafrthe invariant-mass distribution and induces
negative corrections of the order of a few percent. In thbtlf this, it is a worthwhile and non-trivial
exercise to combine all of these different sets of correstiovith the ultimate objective of determining
the DY NC cross section, in the high invariant-mass regiorg precision of a few percent. The results
presented in this contribution represent the first stage loihger term project, with the objective of
systematically investigating all of the various sourcethebretical uncertainty, which can induce effects
of the order of a few percent.

3.2 Available calculations and codes

QCD corrections have been very well studied and a varietyatrfutations and Monte Carlo (MC) gen-
erators exist. These include, next-to-leading-order (INla@d next-to-next-to-leading-order (NNLO)
corrections to thev =z total production rate [17, 18], NLO calculations far;z + 1;2 fts signa-
tures [19, 20] (available in the cod&YRADand MCF| resummation of leading and next-to-leading
logarithms due to soft gluon radiation [21, 22] (impleme&hte the MC ResBos), NLO corrections
merged with QCD Parton Shower (PS) evolution (for instamciaé event generatoMC@NL[R3] and
POWHE({24]), NNLO corrections to neutral- and charged-current iD¥ully differential form [25-28]
(available in the MC progrankrEWZ, as well as leading-order multi-parton matrix elementegan
tors matched with PS, such as, for instana&PGEN[29], MADEVENT30, 31], SHERPA32] and
HELAC[33-35].

Completeo ( ) EW corrections to DY processes have been computed indeptiyndby various
authors in [3, 6, 7, 36] for NC production. The EW tools whichplement exact NLO corrections to
NC production areZGRADZ7], HORACH3] and SANC[6]. In HORACEHhe effect of multiple photon
radiation to all orders via PS is matched with the exact NL\W-&alculation.

3.3 Electroweak Sudakov logarithms

At high invariant masses > M ?Z, the EW corrections are enhanced by Sudakov logarithmseof th
form In(Q ?=M 2 ), which originate from the exchange of soft and collineatudat EW gauge bosons as
well as from the running of the EW couplings. At the LHC, theserections can reach tens of percent

at the one-loop level and several percent at the two-loog [87—39]. The EW Sudakov corrections to

2Contributed by: U. Baur, Q.-H. Cao, C.M. Carloni Calame, 8tr&g, J. Jackson, B. Jantzen, G. Montagna, S. Moretti,
D. Newbold, O. Nicrosini, A.A. Penin, F. Piccinini, S. Pozimp, C. Shepherd-Themistocleous, A. Vicini, D. Wackeroth-
P. Yuan
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the NC four-fermion scattering amplitude [40-43] can schtoally be written as
2 3
2y4 % n X7 k Q°
A = A 1 — Chaxln
s(@7)=1+ 2 X ” 5
n 1 k=0

5; (9)

wherea 5 (© ?) is the Born amplitude with running EW couplings at the scate The logarithmic
corrections are known to next-to-next-to-next-to-legdiogarithmic (NNNLL) accuracy at the two-loop
level [42,43],i.e.C,, with4 k 1 are known. Due to very strong cancellations between dorinan
and subdominant logarithmic terms, the two-loop correito thee"e |+ ande"e ! og

total cross sections are much smaller than what might nabelexpected and do not exceed a few per
mil in the TeV region.

15
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Fig. 7: Relative precision (in percent) of the Sudakov agjpnation: the one-loop predictions for tké e invariant mass at

the LHC are compared witAGRAD2 The results have been obtained with the following sepamatuts:p: (1) > 20 GeV and
3 (j< 25.

Nevertheless, for the DY process, kinematic cuts and diffeal distributions might partially de-
stroy the cancellations and thus lead to much bigger caorext It is therefore important to investigate
higher-order Sudakov EW corrections to differential DYtdisutions at the LHC. To this end we have
written aFORTRANode that implements the results of Ref. [43] in fully di#fatial form and permits
the interfacing of these to the prograld®RADZ7] andHORACIE]. The one-loop Sudakov expansion
has been validated and agrees with the weak correctioB&BAD2vith a precision at the few per mil
level or better forQ 200 G ev (see Fid.Jr). The small deviations, at low invariant mass,cdrthe
order of the mass-suppressed terms neglected in the Sudakooximation. Fig.]8 shows the Sudakov
expansion up to two loops, wherein virtual photonic conttitins are subtracted as in Ref. [43] and real
photon emission is not included. At the one-loop level, thdgkov approximation (solid curve) is in
good agreement with thd ORACHrediction (dashed-dotted curve), which was obtained lyguthe
set of input parameters appearing in Secfion 8.4.1, fromfuheEW correction by subtracting ( )
photon emission in the leading-logarithmic (LL) approxtmaﬁ The subtraction of the QED-LL cor-
rection makes the results presented in Eig. 8 independprtt terms of ordep (m 2= 2 ), of the final
state lepton flavour. The one-loop Sudakov correction gieldchegative contribution that reaches’
at 1.5 TeV. The combination of one- and two-loop Sudakovemions is shown by the dashed line.
The two-loop effects are positive, reach 1-2% in the ploittedriant-mass range and tend to reduce the
one-loop contributions.

3.4 Combining QCD and EW corrections

In the high invariant-mass region both QCD and EW effectdamge and therefore, in view of the high
accuracy needed by new physics searches, it is importardniioe both corrections consistently, at

3 Electromagnetic matching corrections will be addressea farthcoming publication, but the good agreement suggests
that they should be quite small.
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the event generator level, to perform a realistic simutatid this process. A first attempt to combine
QED and QCD corrections can be found in [44] and results ferhigh invariant-mass distribution of
charged lepton pairs are shown in Secfion 3.4.2. The cortibmaf QCD and EW effects presented in
Sectior 3.4.11 follows the approach first devised in [45-47].

3.4.1 Combined QCD and EW effects Wit @ NLEndHORACE
The formula for the combination of QCD and EW effects is gitgr{45-47]:

d d d d
— = + (10)
do

QCD EW do best QCD do best EW do bom HERW IGPS

where the differential cross-section, with respect to abgeovableo, is given by two terms: i) the
results of a code which describes at best the effect of QCEections; ii) the effects due to NLO-EW
corrections and to higher-order QED effects of multiple tomoradiation computed witHORACEIn
the EW calculation, the effect of the Born distribution idbsacted to avoid double counting since this
is included in the QCD generator. In addition, the EW corgets are convoluted with a QCD PS and
include, in the collinear approximation, the bulk of the ) corrections.

Preliminary numerical results have been obtained, foe'an final state, with the following set
of input parameters:

G = 1:16639 10°Gev ?; = 1=137:03599911; o sM 2)= 0:18;
My = 80419GeV; My, =91:188GeV; , = 24952 G &V ;
me= 051099892 M &V ; m = 0:105658369GeV; mi= 1743GeV :

The parton distribution function (PDF) s®tRST2004QED13] has been éjsed to describe the proton

partonic content. The PDF factorization scale has beengetléo » = oA ‘i M 62 . » where
M ... Is the invariant mass of the lepton pair. The following cuésér been imposed to select the
events:

ps > 25Gev; j° j<25; M > 200G &V : (12)

et e
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The percentage corrections shown in the right panels of. Bigand[I0 have been defined as=

( NLoO Born+PS )= Bornsps. 1He granularity of the detectors and the size of the elewiignetic
showers in the calorimeter make it difficult to discrimindetween electrons and photons with a small
opening angle. We adopt the following procedure to selecktlent: we recombine the four-momentum
vectors of the electron and photon into an effective electonr-momentum vector if, defining

IS
R(e; )= e )2+  (e; )?%; (12)

R (e; ) < 04 (with ; the distances of electrons and photons along the longdldind az-
imuthal directions). We do not recombine electrons and@m®if > 2:5(with  the photon pseudo-
rapidity). We apply the event selection cuts only after th@ombination procedure.

We have usedIC@NLEs the best QCD generator and have tuned it MI@FM/FEWZAt NLO.
With the same settings, the two codes, when run at LO, givesdinee results asORACEThe tuning
procedure validates the interpretation of the varioustikedeeffects as due to the radiative corrections
and not to a mismatch in the setups of the two codes. The sgadsented have been obtained using
HORACHvhere the exact NLO-EW corrections are included, but no éngitder effects due to QED
multiple emissions. Fid.]9 shows the interplay between tidQ@nd EW corrections for the di-lepton

M, NLO M, Corrections
S ‘ ‘ ‘ ‘ ‘ ;\3 25F ‘ ‘ ‘ ‘ — Qcp ‘ E
) 1, Lo <
8 11 i o 20F — EWK E
9' 10° — NLO QCD — Combined
B —— NLO EWK 15
= —— NLO Combined
=102 k 10 |k ]
g™
. sk
10° F oF ]
5E E
10* F 10F
-15F ]
200 400 600 800 1000 1200 1400 200 400 600 800 1000 1200 1400

M, (GeV) M, (GeV)

Fig. 9: QCD and EW corrections to the di-electron invariamatss
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§ Lo S 50F —oco B
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o A0° 30
5|5
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10
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10° f 10
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Fig. 10: QCD and EW corrections to the electron transverssamum.
invariant mass. The QCD corrections are quite flat and pesitiith a value of about5% over the
mass range 200-1500 GeV. The EW corrections are negativeaapmdrom about 5% to 10% and

thus partially cancel the NLO-QCD effect. The 2-loop Sudakmarithms (absent in this plot) would
give an additional positive contribution to the cross-wectIn Fig.[10 the lepton transverse-momentum
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distribution is shown. The NLO-QCD corrections rise fron%4.@ 35% in the interval considered (100—
1000 GeV). The NLO-EW corrections are negative and fall frores to  10% over the same range.

3.4.2 Combined QCD and EW effects wRbsBos

In this work we also examine the effects of the initial-stateltiple soft-gluon emission and the domi-
nant final-state EW correction (via box diagrams) on the lmgariant-mass distribution of the charged
lepton pairs produced at the LHC. We shall focus on the regfdlt0G ev < m .~ < 1500G &V, where

m .. denotes the invariant mass of the two final-state chargeadrispThe fully differential cross section
including the contributions from the initial-state mulgpsoft-gluon emission is given by the resumma-
tion formula presented in Refs. [21, 44,48, 49]. Furthemndrhas been shown that, above theole
region, the EW correction contributed from the box diagramslving z andw exchange is no longer
negligible [7]. It increases strongly with energy and cimites significantly at high invariant mass of
the lepton pair. Hence, we will also include the dominant Edfection via box diagrams in this study.

T T T T T T I T T T T ] 1;2 - T T T T T T T T T T ]

10" E (a) 3 2 (b)

= 5 ] F 7
a r i L1E RB/LB= RES/LO E
Z 107 F E E 3
O = E = E
5o f 1 < F ]
= .f 1 £of 3
2 10°F = R SN ]
B 09 F =
S 10'E = E RB/RES= LB/LO E
10'5 i 1 1 I 1 1 1 1 I 1 1 1 1 \; 0 E 1 1 I 1 1 1 1 I 1 1 1 1 E

200 500 1000 500 "800 S0 1000 1500
m+ - (GeV) m+ - (GeV)

Fig. 11: (a) Invariant-mass distributions of the charggaida pair; (b) ratios of various contributions.

For clarity, we introduce below the four shorthand notadion

LO: leading-order initial state,

LO+BOX (LB): leading-order initial state plus thez=w w box diagram contribution,

RES: initial-state QCD resummation effects,

RES+BOX (RB): initial-state QCD resummation effects plhet z=w w box-diagram contri-
bution.

For this exercise, we consider the electron lepton pairy anld adopt the CTEQ6.1M PDFs [50].
Fig.[11(a) shows the distributions of the invariant mass . for RES+BOX (RB) (black solid line),
RES only (black dashed line), LO+BOX (LB) (red dashed lineyl O only (red dotted line). It is
instructive to also examine the ratios of various contiimg, as shown in in Fig._ 11(b). We note that
the initial-state QCD resummation effect and the EW coioectia box diagrams are almost factorized
in the high invariant-mass region, e.g.

dRB dLB dRES dLO
. am..  dm. am..’ (13)
drg dres , dip d1o
dm .. dm .. am . dm .. (14)

The EW correction from the box diagrams reduces the invanaass distribution slightly around

m 200G ev and largely (9% ) aroundm.: . 1500G ev. On the other hand, the initial

4

e e
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state soft-gluon resummation effect increases the invanimss distribution by an amount 6% at
200 GeV ands% at 1500 GeV. Therefore, the QCD resummation effect domsnaver the EW correc-
tion induced by the z=w w box diagrams in the relatively low invariant-mass regiarg ¢hey become
comparable in the high invariant-mass region. The cana@tldbetween both contributions in the high
invariant-mass region causes the net contribution to keedio the leading order prediction. Finally, we
note that the final state QED correction should also be irduddr predicting precision measurements. A
detailed study including the soft-gluon resummation effew the full EW correction will be presented
elsewhere.

3.5 Outlook and conclusions

The preliminary results of this contribution show the namitl interplay between EW and QCD correc-
tions in the high invariant-mass region of the NC DY procéss. most of the observables, the NLO EW
corrections are negative and partially cancel the QCD ones.

The NC DY process has been studied in great detall in thetitez. This contribution is a first step
towards collecting these different results and augmerttieg with further studies to obtain an accurate
prediction of this process. We have shown a preliminarystigation which includes, separately, results
on the EW 2-loop Sudakov logarithms, QCD resummation, amabieation of QCD and EW NLO cor-
rections. The ongoing investigation aims to combine theot$f above in the simulation and complete
them with multiple photon emission and photon-inducedgract subprocesses. All these effects induce
corrections of the order of a few percent. In addition, theldctron and di-muon final states will be
studied separately in more detail. We also aim to includeeffect of realw andz boson emission.
This could result in the partial cancellation of virtual E\dfections, but it is dependent upon the defini-
tion of the observables and the experimental analysis. &mipteteness, we will include the systematic
uncertainties from the PDFs, energy scale, choice of catiioul scheme, higher-order contributions,
showering model and the EW-QCD combination.
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4 COMPARISON OF HORACE AND PHOTOSINTHE z ! “*“ PEAK REGION E
4.1 Introduction

Precise measurement of gauge boson production crossisedtr pp scattering will be crucial at the

LHC. w =z bosons will be produced copiously, and a careful measurewofeeir production cross-

sections will be important in testing the Standard Model §$Mbre rigorously than ever before to po-
tentially uncover signs of new physics.

Currently, no Monte Carlo (MC) event generators exist thatudeboth higher order QCD and
electroweak corrections. In what follows therefore, weleage whether it is possible to accurately
describe thez production cross-section under tiepeak with an event-level generator that includes
only Final State QED Radiation (FSR) corrections (in thedleg-log approximation) instead of the
complete electroweak corrections included in the HORACHEegator. In addition, we estimate the error
that results if one chooses to use this MC event generatenseh

4.2 Impact of Electroweak Corrections onz Production Cross-Section.

The lack of a MC event generator that incorporates beyondirgaorder corrections in both the elec-
troweak and QCD calculations, leads us to study which oftieections contribute dominantly under the
7 peak. By far the largest correction comes from inclusion bONQCD calculations. These produce a
change in the cross-section of 20% or more [51], dependint®n kinematic region considered. What
we wish to determine then is the error imposed through inolpdnly the leading-log FSR contributions
instead of the exaat ( ) corrections matched with higher-order QED radiation thastén HORACE.
(since these are currently all that can be incorporated ditiad to the NLO QCD corrections).

In order to study this error we used HORACE [52-55], a MC egarterator that includes exact
0 ( ) electroweak radiative corrections matched to a leadigg&D parton shower, and compared it
to a Born-level calculation with final-state QED correc8oadded. The latter QED corrections were
calculated by the program PHOTOS [56-58], a process-imtggeg module for adding multi-photon
emission to events created by a host generator.

In the following we compareghp ! z= | 1'1 events generated by HORACE with the full
1-loop corrections (as described above) and parton-steavweith HERWIG, to these events generated
again by HORACE, but with only the Born-level calculatiomdashowered with HERWIG+PHOTOS.
The results are shown in Figs.]12320. In addition, the tatadlpction cross-sections af | “* * with
and without a mass cut around thepeak and kinematic acceptance cuts are provided in Table 3.

The histograms of theé boson distributions (Fig§._1214) show that the HORACE Bewel
calculation and Born-level with PHOTOS FSR are the sames iBrexpected, since PHOTOS does not
modify the properties of the pareat. The higher order calculation gives a visible differencelioss-
section form , > 100 GeV/Z, as is shown in Fid.21. For the invariant mass of the leptdn (pa
Fig.[I3 we show this for muons), however, the two calculatiagree nicely. The much better agreement
(from the PHOTOS corrections) is highlighted in Hig] 22. $amty there is good shape agreement for the
other lepton kinematic quantities shown in Figsl 16 and h7etms of the acceptance, this agreement
is quantitatively demonstrated to be better than 1%, as showable[3. A reasonable agreement in
the number of FSR photons emitted, and their transverse mimmespectra, between PHOTOS and
HORACE is also shown in Figk. 118420.

We conclude that the errors due to not including the compm&tetroweak one-loop corrections
are below thel% in the region of thez peak as far as integrated cross sections are considered.

4Contributed by: N.E. Adam, C.M. Carloni Calame, V. Halyo,Shepherd-Themistocleous
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7z |+ Production Cross-Section

(No PS) (Cuts Loose (Cuts Tight)
HORACE Born 19842 290 19842 20 612:55 11
HORACE Born+PHOTOS 19842 20| 1964% 220 5976 11
HORACE EWK Caorr. 19957 290 19614 20 5953 11
Error 0.58 0.14%| 0.16 0.14% 0.38 0.26 %
Table 3: Calculation of the= | “" “ cross-section at various orders of electroweak correstiging HORACE 3.1 [52—

55]. The first column gives the generator level cross-saaiiith no QCD parton showering (No PS). This cross-sectidhés
same for the Born calculation, and the Born calculation WiHOTOS corrections, since PHOTOS does not modify the inital
cross-section. The PDF calculations are from CTEQ6.5M haddose cut region is defined ®s.. > 40 GeV/?, p; > 5
GeVlc, and5 - i< 50:0, while the tight cut region is defined @8 < M .. < 140 GeV/Z, p, > 20 GeV/g, andj . < 2.

In the first column we show the total generator-level crasstion before parton showering. The events are generatttkin
kinematic region defined by , > 40 GeV/Z, p; > 5GeVig andj < 50:0.
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5 ELECTROWEAK CORRECTIONSTO pp! W jﬁ
5.1 Introduction

At the LHC, electroweak gauge bosons can recoil against jetsdeaching very high transverse mo-
menta, up to 2 TeV or even beyond. These reactions represemipartant background for new-physics
searches. Moreover they can be used to determine the pastoibution functions or to measure; at

the TeV scale. In this kinematic region, the electroweakemtiions are strongly enhanced by Sudakov
logarithms of the formin (=4 7 ) and may amount to tens of percent at one loop and severalmperce
two Ioopsﬁ The electroweak correctionst@ ! 7 jandpp !  jwere studied in Refs. [37, 38,60, 61].
The electroweak corrections t&o | W j have been recently completed by two groups [39, 62, 63].
Besides the full set of quark- and gluon-indueed ) reactions, these two calculations include different
additional contributions that turn out to be important ajhhiransverse momenta: two-loop Sudakov
logarithms [39, 62] and photon-induced processes [63]. W @bserve that, while the calculation of
Ref. [63] is completely inclusive with respect to photon ssiwn, the definition of the 5 cross section
adopted in Refs. [39,62] is more exclusive: final states are rejected requiring that the final-state jet
has a minimum transverse momentum. However, the numegsalts indicate that this difference in
the definition of the observable has a quite small impact ersibe of the corrections. In the following
we present the results of Refs. [39,62]. In SEcil 5.2 we ddfieeexclusivepp ! W 5 cross section
and discuss the treatment of final-state collinear singigdarusing quark fragmentation functions. Com-
pact analytic formulae for the high-energy behaviour of dme- and two-loop virtual corrections are
presented in Sedt. 5.3. Real-photon bremsstrahlung iflybdiescussed in Sedi. 3.4 and the numerical
results are given in Se¢t. 5.5. For a discussion of QCD ctiorex we refer to Refs. [19, 64—67].

5.2 Observable definition

The hadronic reactiopp ! W §( ) receives contributions from various partonic subprocesgehe
typea®! W g( )gg! W g’ )andgg! w g% ). Details concerning the implementation of
PDFs and quark-mixing effects can be found in Ref. [39]. kmfilllowing we focus on the transverse
momentuml(»T)d|str|but|0|E for a generic partonic subprocess ! W k( ),

Z Z

1 | |
= — CHPE T kIol'Fo;z( )+ d g T :Ql'Fo;3( 3) {15)
dpr 28

d/\ab! W k()

Hered y andF, 5 ( y )denote the phase-space measure and the observable fundtiem -particle
final-state phase space. The soft and collinear divergeartarag from virtual and real photons need to
be extracted in analytic form and, after factorization dfiakstate collinear singularities, the singular
parts of virtual and real corrections must cancel. Since meirterested ini -boson production in
association with a hard jet, we define

Fox(n)= @ Bw) @x B (16)

requiring a minimum transverse momenttpt‘;hln for the final-state partok = g;q;g. This observable is
free from singularities associated with soft and collin@&D partons. However, for partonic channels
involving final-state quarks (or anti-quarks), the cut@n, restricts the emission of collinear photons
off quarks and gives rise to collinear singularities. Thes®ularities can be factorized into quark
fragmentation functions [68, 69]. Let us consider the gyatrkton collinear region,

a
Rg = (g P+ (q < Reepi (17)

SContributed by: A. Kulesza, S. Pozzorini, M. Schulze
®For a recent survey of the literature on electroweak Sudésgarithms and their impact at the LHC see Refs. [39, 59].
"Summing and averaging over colour and polarization is iaiji understood.
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where the rapidity and azimuthal-angle separation betybeton and quark becomes small. In practice
one can split the 3-particle phase space accordimghto( ;)= FJ5( 3) Foa( 3),wherein

FSS(3)= @ 2m) ®Rg Rep) g B+ (Rep Ry ) (18)

the pr -cut is imposed only outside the collinear region. This dbation is collinear safe and corre-
sponds to the case where collinear photon-quark pairsmith< R ., are recombined. The remainder,

Foal(3)= (& g ) Rep Ry ) jrjl g (19)

describes the effect of the: -cut inside the collinear region. This contribution can lesctibed by
means of quark fragmentation functions (z) a
yA

1 O !
— d dolW a2 p (5=
78 3 M F onl 3) 3

Z
dzDg (z); (20)

Zm in

gragl Wwog

wherez = pr; =pry andz,n =1 g jgzpr « - The collinear singularities were factorized into the
fragmentation function, and using a parametrization éerfvom measurements of isolated hard photons
in hadronicz decays [69] we obtainedl; (z) = g—é Pq (2) 1 (2R oppr sy =014G eV )+ z 1326
FOrrR ., < 0 (1) and a wide range of transverse momenig, ' © 4 2Tev, we found that the

F ¢ s-contribution [20) does not exceed two permille of the creesstion. Therefore we could safely
neglect this contribution and perform the calculation gsin 5 ( 3) * FJ7%5( 3) for final-state (anti-)
quarks. We also checked that this approximation is venylstafainst variations aof .., [39].

5.3 Virtual corrections

The electroweak couplings were renormalized in thescheme, where = pEG M2 s?= and
s =1 ¢ =1 M?2=M /7. Fortransverse momentaof(100G ev )or beyond, the virtual corrections
are dominated by logarithms of the typers=4 7 ). In addition, the virtual corrections involve divergent
logarithms of electromagnetic origin. The logarithms fasg from photons with virtuality smaller than
My have been subtracted from the virtual corrections and coetbivith real-photon emission. As a
result, the (subtracted) virtual and real corrections ege from large logarithms involving light-fermion
masses, and the bulk of the electroweak effects is isolatdtkivirtual part (see Se€t. 5.5). At one loop,
the double and single electroweak logarithms (NLL appration) can be derived from the general

results of Ref. [70]. Forthed ! W * g subprocess,
( (

lel,ld!W*gf N=LL Ml(;d!W*ng 14+ 2_ qu;j; ]n2 MZ] 3T ﬁ;
W W
) )
c . o N
2w’ ﬁ; iz 2 g B ; (21)
ZSW M W M - M -

wheres = (o, + py)% E= . ®m V0= (&g ® ) CS = Cr=si + 1=(36¢] ), Cr = 3=4,

Ca=2and#1 24" 97 =32 2 o( =52 )(2+ 02+ 24 2 §)=(fn). This result is easily extended to

all relevant partonic reactions by means of CP and crossingreetries.
The exact one-loop expression for the (subtracted) vitaedections has the general form

: T 16 2 1
1 lfd! "9f- 142Re P+ Y H gd. ey 2 ‘Re e BHYM ) (22
" ! #)
X 3 SU (2) U (1) SU (2) Xy
+ Z‘é +3\€/5c\;§ HE M Z)+ ZVZ caYmZ) BfM?) ?HE(M\f) ;
V=2AZ S

8For a detailed discussion we refer to App. A of Ref. [39].
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SU (2) U (1) SU (2) U (1) " :
where [, = ,Xa= 1,,,'=¢,,, =c,X;=1and,, = s.Explicitexpressions

for the functionst { (1 2 ) and the countertermsc®, cM can be found in Ref. [39]. Here we present
compact NNLL expressions in the high-energy limit. This @pgmation includes all terms that are not
suppressed by powers ®f ? =5. The NNLL expansion of the loop diagrams involving massieege

bosonsi v = M ; ;M ) yields

n

(
£+ a? M 2 8 8 3 t
HAMZ) = +nh —% ¥ — +3n — + - In® -
B ta o M 2 M 2 M2 2 8
# ) (
, 1 £ a 7 2 £ ¢ _, ¢t a a
+h — +h - +=h — +— 3 + n® - ¥ — +3nh —
8 IS 5] 3 2t 8 5] S
) " #
£ 5 , £ a M 2 5
3n - + 2 In +nh — +Ih - +Inh -— 2n > + 4 °;
8 8 8 8 M 2
( "
£+ a? M 2 M 2 8 t
HYM2) = 2 + In Y A o pp— I
T M) & uv Mv? Mv? \? M\f
# " #
£ @ @ £ 3 £ @
+ In? — + In? — + In? > + n? = “m? - +mn? -
M 2 ;M ( M 2 ﬁ) 2 8 8
20 2 2 £ o @ £ £ @ £
p=+4 + n? — ¥ - 2;n® - +n® — + I -
9 3 26 8 8 8 8 8
# 2
a M
+h — +2h —Y 42,
S M 7
( )
£+ 02 £ £ @ @ £
H}(M\g = ]n2 — ]l’% — ]l’% — +]n2 — +2h — H
fa M M M v a
8 £ a
HEMZ) = 22In — +h - +nh - 3 ; 23
o) % . p (23)
where yy = 1=" g+ lh(4 )+ In 224 7 . For the loop functions associated with photons we

obtaing fo1 2)= Bier 2 )+ SEER fwithk » = 2 k¥ =2 = 3 72=9,andk* =K ¥ = 0,
The functions describing the photonic and theboson contributions differ only by non-logarithmic
terms, since the logarithms from photons with virtualityadlar thanv ; have been subtracted.

At two loops , using the general results for leading- and 1testeading electroweak logarithms
in Refs. [71, 72] and subtracting logarithms from photonghwirtuality smaller thanv ; , we obtain

M5 s (T F e (A @y 3T 9F with

ot ot h .

1 c C
A = = Cq + —ZZ Cq n? —jij 6 I —jij + —Z; n* —jgzj
2s; , . M s M ZSW# M
o~ wo o1 2 s

1 Y c
+ ]n4 lzj ]n4 izj + — E ki + % CF + _A ]n3 izj ; (24)

M M 6 & 2 s? 2 M

whereb, = 41=(6¢ )andl, = 19=(6s? ).

5.4 Real photon radiation

We performed two independent calculations of real phot@misistrahlung using the dipole subtraction
method [73-75]. In the first calculation, we used the subitaanethod for massive fermions [73] reg-
ularizing soft and collinear singularities by means of drpabton and fermion masses. In the second
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Fig. 23: Electroweak correctionfgp ! W * jatp s= 14Tev: (a) relative NLO (dotted), NLL (thin solid), NNLL (squares
and NNLO (thick solid) correction wrt. the L®: -distribution; (b) NLO (dotted) and NNLO (solid) correctis to the integrated
cross section and estimated statistical error (shadedl.area

calculation we used massless fermions and we subtractesintelarities in the framework of dimen-
sional regularization [74, 75]. The initial-state collaresingularities were factorized in thes scheme.
This procedure introduces a logarithmic dependence on HEie factorization scale ; zp , which must
be compensated by the QED evolution of the PDFs. Since otmlesibn is of LO in g, for consistency
we should use LO QCD parton distributions including NLO QEf®&s. However, such a PDF set
is not availabl@ Thus we used a LO QCD PDF set without QED corrections [76], wadhose the
value of 5zp in such a way that the neglected QED effects are small. In[Ref.it was shown that
the QED corrections to the quark distribution functionsvgneith ,=p but do not exceed one percent
for ogp < 100Gev. Thus we set oxp = M . Photon-induced processes were not included in our
calculation. These contributions are parametrically segged by a factor= 5. However in Ref. [63]

it was found that, at very large: , these photon-induced effects can amount to several gercen

5.5 Numerical results

The hadronic cross section was obtained using LO MRST20MsRDB] at the factorization and renor-
malization scale J., = pi. For the jet we required a minimum transverse momenitjiti =
100G ev, and the value of the separation parametef ifh (17) was $efto= 0:4. The inlgut parameters
are specified in Ref. [39]. Here we present the electrowealections topp ! W *jat™ s= 14TeV.
The corrections toi  production are almost identical [39]. In F[g.]23a we plot thlative size of the
electroweak corrections wrt. the L® -bosonp; -distribution. The exaab ( ) correction (NLO curve)
increases significantly with; and ranges from 15% atp = 500G eV t0 43% atp = 2Tev. This
enhancement is clearly due to the Sudakov logarithms tlegbr@sent in the virtual corrections. Indeed
the one-loop NLL and NNLL approximations, which describe thrtual part of the corrections in the
Sudakov regime, are in very good agreement with the full Ne8uit. The difference between the NLO
and NNLO curves corresponds to the two-loop Sudakov Idgaust Their contribution is positive and
becomes significant at high . It amounts to+ 3% atp; = 1Tev and+ 9% atpr = 2Tev. In Fig.[23b
we consider the integrated cross sectiongder> pf"“ and, to underline the relevance of the large elec-
troweak corrections, we compare the relative NLO and NNL@emtions with the statistical accuracy
at the LHC. This latter is estimated using the integratedmasity L. = 300f * and the branching ratio
BRW ! e+ ) = 2=9. The size of the NLO corrections is clearly much bigger tHangtatistical
error. Also the two-loop logarithmic effects are signifitalm terms of the estimated statistical error they
amount to 1-3 standard deviations fgrof O (1 Tev ). The relative importance of the virtual (.0 1.+)

and real { LO ,..1) contributions is shown in Fig. 24a. The electromagnetgatlithms have been sub-
tracted from the virtual part and added to the real one asamed in Secf.5]3 As a consequence, the

® The currently available PDFs incorporating NLO QED cori@ts (MRST2004QED) include QCD effects at the NLO.
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Fig. 24: pr -distribution ofw bosons in the processo ! W " j atpE = 14Tev: (a) relative importance of the virtual
(NLO i) and real 1 LO 1) corrections; (b) precision of the NNLL (solid) and NLL (deel) one-loop approximations.

bulk of the corrections is isolated in the virtual part, whigrows withp: and amounts up to 42% at

pr = 2TeV. In contrast, the real part represents a small and nearlgtanohcorrections of about 1% .

In presence of additional cuts on hard photans0 ...; becomes more negative and can amount up to
s forg 7 1Tev [39]. Asillustrated in FigC2Kb, the NLL and NNLL one-loop @pximations

provide a very precise description of the high-energy bahenof theN 1.0 4 part. Forpr 200G &V,

the precision of the NLL and NNLL approximations is bettesiihio 2 and10 3, respectively.

Conclusions

We evaluated the electroweak corrections to large trassv@iomentum production @f bosons at the
LHC, including the contributions from virtual and real pbos. The singularities resulting from photons
with virtuality smaller tharm ; have been subtracted from the virtual contributions andlioed with
real-photon bremsstrahlung. As a result, the bulk of theteleveak effects is isolated in the virtual
contributions, which are enhanced by Sudakov logarithnasgiwe rise to corrections of tens of percent
at highpr. We presented compact analytic approximations that desthiese virtual effects with high
precision. The complete ( ) corrections range between -15% and -40%f00Gev @ 2Tev.
Considering the large event rate at the LHC, leading to §/fgood statistical precision even at transverse
momenta up to 2 TeV, we evaluated also the dominant two-lagaov logarithms. In the highr
region, these two-loop effects increase the cross sectidir 0% and thus become of importance in
precision studies.
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6 SOME INTERESTING MIN-BIAS DISTRIBUTIONS FOR EARLY LHC RUN S
6.1 Introduction

At first glance, the confined nature of both the initial andlfgtate implies that there are no perturbatively
calculable observables in inelastic hadron-hadron ¢ofiss Under ordinary circumstances, however,
two powerful tools are used to circumvent this problem, daéstation and infrared safety. The trouble
with minimum-bias and underlying-event (MB/UE) physics¢hat the applicability of both of these tools

is, at best, questionable for a wide range of interestingiofables.

To understand why the main perturbative tools are ineffectlet us begin with factorisation.
When applicable, factorisation allows us to subdivide thEuation of an observable (regardless of
whether it is infrared safe or not) into a perturbativelyccadble short-distance part and a universal
long-distance part, the latter of which may be modeled antstrtained by fits to data. However, in
the context of hadron collisions the oft made separation ‘ihard scattering” and “underlying event”
components is not necessarily equivalent to a clean séparatterms of formation/fluctuation time,
since the underlying event may contain short-distanceipgys its own. Regardless of which definition
is more correct, any breakdown of the assumed factorisatooid introduce a process-dependence of
the long-distance part, leading to an unknown systematemnainty in the procedure of measuring the
corrections in one process and applying them to another.

The second tool, infrared safety, provides us with a classhskrvables which are insensitive
to the details of the long-distance physics. This works ugdoections of order the long-distance
scale divided by the short-distance scal€, =0}, , where the powen depends on the observable in
question an@ ;v denote generic infrared and ultraviolet scales in the @noblSinced x =0 yv ! 0
for large Q v, such observables “decouple” from the infrared physicag ks all relevant scales are

0 - Infrared sensitive quantities, on the other hand, congjarithmslog™ (0 2, =0 2, ) which grow
increasingly large a9 x =Qyv ! 0. In MB/UE studies, many of the important measured distring
are not infrared safe in the perturbative sense. Take partciltiplicities, for instance; in the absence
of non-trivial infrared effects, the number of partons thetuld be mapped to hadrons in a naive local-
parton-hadron-duality [78] picture depends logarithriiycan the infrared cutoff.

We may thus classify collider observables in four categorieast intimidating are the factorisable
infrared safe quantities, such as tkeratio in " e annihilation, which are only problematic at low
scales (where the above-mentioned power corrections ckmd®. Then come the factorisable infrared
sensitive quantities, with the long-distance part paraisest by process-independent non-perturbative
functions, such as parton distributions. Somewhat naateemon-factorised infrared safe observables.
An example could here be the energy flow into one of Rick Feeltfansverse regions” [79]. The
energy flow is nominally infrared safe, but in these regioriere bremsstrahlung is suppressed there
can be large contributions from pairwise balancing misijhich are correlated to the hard scattering
and hence do not factorise according to at least one of theiiilefis outlined above (see also [80, 81]).
The nastiest beasts by all accounts are non-factorisedréufrsensitive quantities, such as the particle
multiplicity in the transverse region.

The trouble, then, is that MB/UE physics is full of distritants of the very nastiest kinds imag-
inable. Phenomenologically, the implication is that theattetical treatment of non-factorised and non-
perturbative effects becomes more important and the irgtfion of experimental distributions corre-
spondingly more involved. The problem may also be turnedraiipnoting that MB/UE offers an ideal
lab for studying these theoretically poorly understoodrmmeena; the most interesting observables and
cuts, then, are those which minimise the “backgrounds” fomtter-known physics.

As part of the effort to spur more interplay between theeratd experimentalists in this field,
we here present a collection of simple min-bias distrimgithat carry interesting and complementary
information about the underlying physics, both pertud@i@nd non-perturbative. The main point is

Contributed by: P. Z. Skands
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Showers MPb, cutoffat FS Colour  Shower Proton Tevatron
Model off MPI 196! 14TeV Correlations Ordering Lumpiness Constraints

A No 204 T334 Strong 02 More MB, UE
DW No 194 7317 Strong 02 More  MB, UE, DY
DWT No 194 P 266 Strong Q2 More  MB, UE, DY
S0 Yes 1:88 °F" 257 Strong p? Less MB, DY
SOA Yes 189 T 309 Strong o’ Less MB, DY
ATLAS  No 2:00 °F" 2175 Weak Q2 More UE

Table 4: Brief overview of models. Note that the IR cutoff ese models is not imposed as a step function, but rather as a
smooth dampening, see [88,89]. The lab&isand " refer to the pace of the scaling of the cutoff with collideesgy.

that, while each plot represents a complicated cocktailhysjcs effects, such that most models could
probably be tuned to give an acceptable description oblslervay observable, it is very difficult to
simultaneously describe the entire set. It should theeeba possible to carry out systematic physics
studies beyond simple tunings. For brevity, this text onlgludes a representative selection, with more
results available on the web [82]. Note also that we haveleéireut several important ingredients which
are touched on elsewhere in these proceedings, such asaitissrinvolving explicit jet reconstruction
and observables in leading-jet, dijet, jet + photon, andlBf@&n events. See also the underlying-event
sections in the HERA-and-the-LHC [83] and Tevatron-forC [[B4] writeups.

6.2 Models

We have chosen to consider a set of six different tunes of #ie4A event generator [85], called A,
DW, and DWT [79, 84], SO and SOA [86], and ATLAS-DC2 / Rome [8Hor min-bias, all of these
start from leading order QCD ! 2 matrix elements, augmented by initial- and final-state stew
(ISR and FSR, respectively) and perturbative multiple graiihteractions (MPI) [88, 89], folded with
CTEQSL parton distributions [90] on the initial-state saled the Lund string fragmentation model [91]
on the final-state side. In addition, the initial state isralterised by a transverse mass distribution
roughly representing the degree of lumpiness in the p@tand by correlated multi-parton densities
derived from the standard ones by imposing elementary silgs such as momentum conservation [88]
and flavour conservation [94]. The final state, likewise,ubjsct to several effects unique to hadronic
collisions, such as the treatment of beam remnants (efgctiaiy the flow of baryon number) and colour
(re-)connection effects between the MPI final states [8®8B

Although not perfectly orthogonal in “model space”, theseds are still reasonably complemen-
tary on a number of important points, as illustrated in [@bGblumn by column in tali.]4, these dif-
ferences are as follows: 1) showers off the MPI are only idetuin SO(A). 2) the MPI infrared cutoff
scale evolves faster with collision energy in tunes A, DWJ &DA than in SO and DWT. 3) all models
except the ATLAS tune have very strong final-state colouretations. 4) tunes A, DW(T), and ATLAS
useQ “-ordered showers and the old MPI framework, whereas tunés)$@e the new interleaveg, -
ordered model. 5) tunes A and DW(T) have transverse magibdisbns which are significantly more
peaked than Gaussians, with ATLAS following close behimd] 80(A) having the smoothest distribu-
tion. 6) the models were tuned to describe one or more of ra@s-/B), underlying-event (UE), and/or
Drell-Yan (DY) data at the Tevatron.

Tunes DW and DWT only differ in the energy extrapolation avrayn the Tevatron and hence are

"Note that the impact-parameter dependence is still asstmotatised from thex dependence in these modetsx ;b) =
f (x)g (b), whereb denotes impact parameter, a simplifying assumption thatdyneans should be treated as inviolate, see
e.g. [81,92,93].
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Fig. 25: Charged particle multiplicity distributions, adificial (top) and generator (bottom) levels, for the Tevatfleft) and
LHC (right). The fiducial averages range frah® < 1N ., i< 36 atthe Tevatron ta3:0 < W, 1< 19:3 at the LHC.

only shown separately at the LHC. Likewise for SO and SOA. ¥get not including a comparison to
other MB/UE Monte Carlo generators, but note that the SO(Aglets are very similar toYrHiA 8 [96],
apart from the colour (re-)connection model and some stigtleconnected with the parton shower,
and that the B8ERPA [32] model closely resembles the?-ordered models considered here, with the
addition of showers off the MPI. ThedMy add-on to HERWIG [97, 98] is currently only applicable to
underlying-event and not to min-bias.

6.3 Results

In this section we focus on the following distributions foelastic non-diffractive events at the Tevatron
and LHC: charged particle multiplicity (N 4, ), dN 4, =dp. , dN o,=d , the average» VsS.N 4, correla-
tion, the forward-backward 4, andk , correlations vs. , as well as a few plots of theoretical interest
showing the multiplicity distribution of multiple interions P (N ;). On most of the plots we include
the effects of fiducial cuts, which are represented by thegut> 0:5GeV andj j< 1:0(5 j< 25) at
the Tevatron (LHC).

The charged particle multiplicity is shown in f{g.]25, botlelinding fiducial cuts (top row) and at
generator-level (bottom row). Tevatron results are shawthé left and LHC ones to the right. Given the
amount of tuning that went into all of these models, it is nopsising that there is general agreement on
the charged track multiplicity in the fiducial region at thevatron (top left plot). In the top right plot,
however, it is clear that this near-degeneracy is brokehel HC, due to the different energy extrap-
olations, and hence even a small amount of data on the chaeggdmultiplicity will yield important
constraints. The bottom row of plots shows how things loothatgenerator-level, i.e., without fiducial
cuts. An important difference between the ATLAS tune andatifier models emerges. The ATLAS tune
has a significantly higher component of unobserved chargeltipticity. This highlights the fact that

33



Tevatron 1960 GeV - Inelastic, Non-Diffractive Pythia 6.41. LHC - Inelastic, Non-Diffractive  pythia6.413

jm} |m}
% [ Charged Particle p, Spectrum (generator-level) % [ Charged Particle p, Spectrum (generator-level)
Z 10% e A Z 107 A
H DWT EN DW
S C DWT
10 b ATLAS-DC2 10 L S0
E N\ e SOA
ATLAS-DC2
1= 1 e
E 125 E?DO
_1: 100 -1:150
10 £ 10 = /
50 =~
2 ! > 2
10 F 2 10 e
_3: 0 0 02 04 : 06 08 1Tevatr0 n _3: 0 0 02 04 06 08 1 L H C T
10 P R I O O S S R AU A E RO VO S T AAEEN AU SR 10 L L L | L L L | L L L | L L L | L L L
1 2 3 4 5 6 0 2 4 6 8 10
Py Py

Fig. 26: Charged particle. spectrum, generator-level only. Insets show the regioovibélGeV on a linear scale. The fiducial
distributions [82] are very similar, apart from an overadirmalisation and the cut @ = 0:5GeV.
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Fig. 27: Charged particle density vs. pseudorapidity, fidudistribution only. The generator-level ones can be ftbah[82].

extrapolations from the measured distribution to the gatioedevel one are model-dependent.

The cause for the difference in unobserved multiplicity bameadily identified by considering the
generator-levep, spectra of charged particles, fig]26. The small insets shewegion below 1 GeV on
a linear scale, with the cut at = 0:5GeV shown as a dashed line. Below the fiducial cut, the ATLAS
tune has a significantly larger soft peak than the other nsodéte SO model, on the other hand, has a
harder distribution in the tail, which also causes SO to hagtightly larger overall multiplicity in the
central region, as illustrated in the fiducial pseudorapidistributions, fig[2l7. Apart from the overall
normalisation, however, the pseudorapidity distributi®almost featureless except for the tapering off
towards largej jat the LHC. Nonetheless, we note that to study possible eotHfative fragmentation
differences between LEP and hadron colliders, quantities would be interesting to plot vs. this axis
would be strangeness and baryon fractions, SUCDh@gS:N s andN =N o+ N ,), as well as the the
p> spectra of these particles. With good statistics, alsoirstrilinge baryons would carry interesting
information, as has been studieddn collisions in particular by the STAR experiment [99, 100].

Before going on to correlations, let us briefly consider hdwve multiplicity is built up in the
various models. Fid. 28 shows the probability distributafrthe number of multiple interactions. This
distribution essentially represents a folding of the nplétiinteractions cross section above the infrared
cutoff with the assumed transverse matter distributiorrstlyj the ATLAS and Rick Field tunes have
almost identical infrared cutoffs and transverse masslpsoéind hence look very similar. (Since ATLAS
and DWT have the same energy extrapolation, these are thesinukar at LHC.) On the other hand,
the SO(A) models exhibit a significantly smaller tail towsutdrge numbers of interactions caused by a
combination of the smoother mass profile and the fact thamMBeare associated with ISR showers of
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Fig. 28: Probability distribution of the number of multipleteractions. The averages range fréf < N ;i < 6:1 at the
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Fig. 29: The average track transverse momentum vs. the nushbracks, counting fiducial tracks only, for events witHedst
one fiducial track.

their own, hence each takes a biggdraction.

Fig. shows the first non-trivial correlation, the averdgek momentum (counting fiducial
tracks only) vs. multiplicity for events with at least oneacfjed particle passing the fiducial cuts. The
general trend is that the tracks in high-multiplicity ev@ate harder on average than in low-multiplicity
ones. This agrees with collider data and is an interestirsgation in itself. We also see that the tunes
roughly agree for low-multiplicity events, while the ATLAS8Ne falls below at high multiplicities. In the
models here considered, this is tightly linked to the weaklfstate colour correlations in the ATLAS
tune; the naive expectation from an uncorrelated systentriofys decaying to hadrons would be that
hp, i should be independent of .,. To make the average, rise sufficiently to agree with Tevatron
data, tunes A, DW(T), and SO(A) incorporate strong coloureadations between final-state partons from
different interactions, chosen in such a way as to minimtgeréesulting string length. An alternative
possible explanation could be Cronin-effect-type rescays of the outgoing partons, a preliminary
study of which is in progress [101].

An additional important correlation, which carries infation on local vs. long-distance fluctua-
tions, is the forward-backward correlation strengthgefined as [88,102,103]
, 2
po memei Ml @)
ng hry
wherenz (nz) is the number of charged particles in a forward (backwasBudorapidity bin of fixed
size, separated by a central interval centred at zero. The UA5 study [102] used pseudorapidity
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Fig. 30: Generator-level forward-backward correlatiomsgth,b, for charged particles (top) and transverse energy (bgttom

bins one unit wide and plotted the correlation vs. the rapidifference, . For comparison, STAR,
which has a much smaller coverage, uses 0.2-unit wide bidé][1However, as shown in a recent
study [105], small bins increase the relative importancgtatistical fluctuations, washing out the genuine
correlations. For the Tevatron and LHC detectors, which ave small coverages, we therefore settle
on a compromise of 0.5-unit wide bins. We also choose to petésult vs. the pseudorapidity of the
forward bin, & =2, such that thex axis corresponds directly to a pseudorapidity in the detect
(the backward bin is then situated symmetrically on the roside of zero). Fig._30 shows the generator-
level correlations, both for charged particles (top row)l &or a measure of transverse energy (bottom
row), here defined as the, sum of all neutral and charged patrticles inside the relevapidity bins.
Note that we let thex axis extend to pseudorapidities of 5, outside the measairagjion, in order to
get a more comprehensive view of the behaviour of the digioh. The fact that the ATLAS and SO(A)
distributions have a more steeply falling tail than A and OW4gain reflects the qualitatively different
physics cocktails represented by these models. Our teatatinclusions are as follows: Rick Field’s
tunes A, DW, and DWT have a large number of multiple intemasi cf. fig[28, but due to the strong
final-state colour correlations in these tunes, the maiacefdf each additional interaction is to add
“wrinkles” and energy to already existing string topolagyid heir effects on short-distance correlations
are therefore suppressed relative to the ATLAS tune, whiblibés similar long-distance correlations but
stronger short-distance ones. SO(A) has a smaller totabeuof MPI, cf. fig[28, which leads to smaller
long-distance correlations, but it still has strong shtbstance ones. In summary, thelistributions are
clearly sensitive to the relative mix of MPI and shower atfivThey also depend on the detailed shape
of fig. 28, which in turn is partly controlled by the transvenmsatter density profile. Measurements of
these distributions, both at present and future collidensld therefore add another highly interesting
and complementary piece of information on the physics @lckt
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6.4 Conclusion and outlook

We have illustrated some elementary distributions in isteta non-diffractive events at the Tevatron
and LHC, as they look with various tunes of the two underlyavgnt models in the YrHIA event
generator. In particular, taking the charged particle iplidity distribution to set the overall level of
the MB/UE physics, the>, spectrum of charged particles and the i (N 4, ) correlations then add
important information on aspects such as final-state caouelations. Identified-particle spectra would
yield further insight on beam remnants and hadronizatioa imadron-collider environment. Finally,
correlations in multiplicity and energy vs. pseudorapidian be used to extract information on the
importance of short-distance vs. long-distance corm@ati which (very) roughly correspond to the type
of fluctuations produced by shower- and multiple-intex@ctactivity, respectively.

By comparing the multiplicity distributions with and withbfiducial cuts, we note that the ex-
trapolation from observed to generator-level distribntican be highly model-dependent. It is therefore
important to extend the measured region as far as possibletin andp; .

On the phenomenological side, several remaining issudd still be addressed without requiring
a more formal footing (see below). These include partonatsing effects (Cronin effect) [101], cor-
relations betwees- and impact-parameter-dependence in the multi-partonsH8®; 92, 93], saturation
and smallx effects [106], improved modeling of baryon production [9d7,108], possible breakdowns
of jet universality between LEP, HERA, and hadron collidensd closer studies of the correspondence
between coherent phenomena, such as diffraction andceksdttering, and inelastic non-diffractive
processes [81, 109].

Further progress would seem to require a systematic way faaing on the phenomenological
models, both on the perturbative and non-perturbativessiddnich necessitates some degree of for-
mal developments in addition to more advanced model byjldiFhe correspondence with fixed-order
QCD is already being elucidated by parton-shower / matexaent matching methods, already a well-
developed field. Though these methods are currently apptiestly to x +jet-type topologies, there
is no reason they should not be brought to bear on MB/UE phyascwell. Systematic inclusion of
higher-order effects in showers (beyond that offered bgvet choices” of ordering, renormalisation,
and kinematic variables) would also provide a more solichttation for the perturbative side of the cal-
culation, though this is a field still in its infancy [110, J1To go further, however, factorisation in the
context of hadron collisions needs to be better understparhably including by now well-established
short-distance phenomena such as multiple perturbatiegaictions on the “short-distance” side and,
correspondingly, correlated multi-parton PDFs on the ¢lalistance” side. It is also interesting to note
that current multiple-interactions models effectively amt to a resummation of scattering cross sec-
tions, in much the same way as parton showers represent amegion of emission cross sections.
However, whereas a wealth of higher-order analytical tesepist for emission-type corrections, which
can be used as useful cross-checks and tuning benchmagarfon showers, corresponding results for
multiple-interactions corrections are almost entirelgett. This is intimately linked to the absence of a
satisfactory formulation of factorisation.

On the experimental side, it should be emphasised that tkereich more than Monte Carlo
tuning to be done in MB/UE studies, and that data is vital tml@ws in both the phenomenological
and formal directions discussed above. Dedicated Tevaiuties have already had a large impact on
our understanding of hadron collisions, but much remairsertain. Results of future measurements
are likely to keep challenging that understanding and cpudide for a very fruitful interplay between
experiment and theory.
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7 PARTON DISTRIBUTIONS FOR LO GENERATORS
7.1 Introduction

It has long been known that for certain regionscdhere can be large differences between PDFs extracted
at different orders of perturbative QCD. It happens due tesimg higher order corrections both in the
parton evolution and in the MEs, which govern their exti@ttby comparison to experimental data.
In particular, use of PDFs of the wrong order can lead to wroagclusions for the smait-gluon.
Traditionally, LO PDFs are usually thought to be the bestiahfor use with LO ME, usually available

in Monte-Carlo programs, though it has been recognisedathatich results should be treated with care.
However, recently another viewpoint has appeared, namélgs been suggested that NLO PDFs may
be more appropriate [112]. The argument is that NLO comestito MEs are often small, and the main
change in the total cross-section in going from LO to NLO ie tluthe PDFs.

In this paper we present another approach, which is basedlwntages of both the LO and
NLO PDF approximations, and compare all three predicationseveral processes with theuth —
NLO PDFs combined with NLO MEES. We interpret the features of the results noting that theee a
significant faults if one uses exclusively either LO or NLO D We hence attempt to minimise this
problem, and investigate how a best set of PDFs for use witlma®@ix elements may be obtained.

7.2 Parton Distributions at Different Orders

Let us briefly explain the reasons for the origins of the ddfeces between the PDFs at different pertur-
bative orders. The LO gluon is much larger at snsahan any NLO gluon at lovp 2. The evolution of
the gluon at LO and NLO is quite similar, so at largef the relative difference is smaller, but always
remains significant. This difference in the gluon PDF is aseguence of quark evolution, rather than
gluon evolution. The smakk-gluon is determined byiF ,=d In Q 2, which is directly related to the
evolution of the quark distributions. The quark-gluon #plg functionP is finite at smallx at LO,

but develops a smalt-divergence at NLO (and furthen (1=x) enhancements at higher orders), so the
smallx gluon needs to be much bigger at LO in order to fit structuretion evolution. There are also
significant differences between the LO and NLO quark digtidmns. Most particularly the quark coeffi-
cient functions for structure functions ins scheme haven (1 x) enhancements at higher perturbative
order, and the high=quarks are smaller as the order increases. Hence, the L@ guauch bigger at
smallx, and the LO valence quarks are much bigger at higfihis is then accompanied by a significant
depletion of the quark distribution for  0:01, despite the fact this leads to a poor fit to data.

Let us examine these differences using concrete examphethelright of Fig[3lL we show the
ratio of rapidity distributions fov -boson production at the LHC for several combination of PD# a
ME to the truth In this case the quark distributions are probed. Clearlyaveegenerally nearer to the
truth with the LO ME and NLO PDF [113] than with the LO ME and LO PDF [7&lowever, this is
always too small, since the NLO correction to the ME is largd positive. The depletion of the LO
quark distributions foxx  0:006 (corresponding to the centrg) leads to the extra suppression in the
PDF[LO]-ME[LQ] calculation. However, when probing the hig quarks the increase in the LO parton
compensates for the increase in NLO matrix element, ang for2 this gives the more accurate result.
However, overall the shape as a functionydé much worse using the LO parton distributions than the
NLO distributions. The general conclusion is the NLO PDFsvte a better normalization and a better
shape.

This example suggests that the opinion in [112] is correabweler, let us consider a counter-
example, the production of charm in DIS, i.85°(x;0 ?). In this case the NLO coefficient function,

¢ 57 (x;07;m ?) has a divergence at smalhot presented at LO, in the same way that the quark-gluon

2Contributed by: A. Sherstnev, R.S. Thorne
13Since NLO matrix elements are most readily available is scheme, we will take this as the default, and henceforth NLO
is intended to mean NLO i S scheme.
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Drell-Yan Cross-section at LHC for 80 GeV with Different Orders

R R R 0.1

Q%=2 GeV
NLOP-NLOM
1 0.08 <= LOp/LOm —

LOPS-LOM ] S . ——  NLOp/LOm

R 006 [ . == NLOp/NLOm -

- LOp+/LOm

LOP-LOM

025 — —

Fig. 31: Comparison of boson production at the LHC and chaiwdyrction at HERA using combinations of different orders
of ME and PDF.

splitting function does, the latter being responsible fur targe difference between the LO and NLO
gluons at smalk. In the right of Fid.3lL we see the large effect of the NLO caeeédfit functions. When
using NLO partons the LO ME result is well below ttreth at low scales. In this case the distribution
is suppressed due to a lack of the divergence in both the NuGngand the LO coefficient function.
While the LO PDFs combined with LO coefficient functions i agerfect match to thieuth, after all
the smallx divergences are not exactly the same in matrix element dittirgpfunction, it is better. In
particular, in this case the NLO PDFs together with the LOrim@&lements fail badly.

Hence, from these two simple examples alone we can condhad®dath the NLO partons and the
LO partons can give incorrect results in some processesud gt to find someptimal set of PDFs for
use with LO matrix elements. Due to missing termsrinl  x) and In (1=x) in coefficient functions
and/or evolution the LO gluon is much bigger-ad 0 and valence quarks are much largerxas 1.
From the momentum sum rule there are then not enough padausaround, hence the depletion in the
quark distributions at moderate to smallThis depletion leads to a bad global fit at LO, particulady f
HERA structure function data, which is very sensitive to igudistributions at moderate. In practice
the lack of partons at LO is partially compensated by a LOaetion of much larger s (1 7)  0:130.
So, the first obvious modification is to usg at NLO in a LO fit to parton distributions. Indeed the NLO

coupling with s  ?)= 0:120 does a better job of fitting the low- structure function data.

However, even with this modification the LO fit is still poormpared with NLO. The problems
caused due to the depletion of partons has led to a suggdwtfﬁrﬁjbstrar@ that relaxing the momen-
tum sum rule for the input parton distributions could make ph&tons rather more like NLO partons
where they are normally too small, while allowing the reisigitpartons still to be bigger than NLO
where necessary, i.e the smallgluon and high< quarks. Relaxing the momentum sum rule at input
and using the NLO definition of the strong coupling does imprthe quality of the LO global fit. The

2 = 3066=2235 for the standard LO fit, and becomes = 2691=2235 for the modified fit with the
same data set as in [113] and using( 7 ) = 0:120 at NLO. The momentum carried by input partons
goes up tal13% . We denote the partons resulting from this fit as the LO* padustribution functions.

We can make a simple test of the potential of these LO* parbynepeating the previous com-

Yprivate comments at ATLAS Generators meeting, CERN, Deee2006.
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PDF | ME pp! Z= )| K Ppp! ©| K (pp! b)| K (pp! )| K
NLO | NLO 2.40 pb 259.4 pb 276 b 812.8 pb

LO LO 1.85pb 1.30 238.1pb | 1.09 185 b 1.49 561.4 pb | 1.45
NLO | LO 1.98 pb 1.26 270.0 pb | 0.96 156 b 1.77 531.0 pb | 1.53
LO* LO 2.19 pb 1.09 297.5pb | 0.87 263 b 1.05 699.4pb | 1.16
Table 5: The total cross sectionsfes ! to,pp! bapp! thband (pp! zZ= ! ) at the LHC. Applied cuts: fob b

(pr > 20GeV, j (b)j< 50, R (b; b)> 0:5); forz= (pr ( ) > 10GeV,j j< 5:0); no cuts fort tand single t. K-factor
is defined accordingtd = y.o= 10o.

parisons. For the W-boson production we are indeed neateetiouth with the LO ME and LO* PDF
than with either LO or NLO PDF. Moreover, the shape using t& PDF is of similar quality to that
using the NLO partons with the LO ME. So in this case LO* PDF &ih@ PDF are comparably suc-
cessful. The exercise is also repeated for the charm steuétimction at HERA. When using the LO
coefficient function the LO* PDF result is indeed nearesth®ettuth at low scales, being generally a
slight improvement on the result using LO PDF, and clearlcmbetter than that using NLO PDF.

These simple examples suggest that the LO* PDFs may well lsefaluool for use with Monte
Carlo generators at LO, combining much of the advantage iofjutie NLO PDF while avoiding the
major pitfalls. However, the examples so far are rather phsticated. In order to determine the best set
of PDFs to use it is necessary to work a little harder. We neexkémine a wide variety of contributing
parton distributions, both in type of distribution and rargf x. Also, the above examples are both fully
inclusive, they have not taken into account cuts on the dbliar have they taken account of any of
the possible effects of parton showering, which is one ofrtiwst important features of Monte Carlo
generators. Hence, before drawing any conclusions we vakera wide variety of comparisons for
different processes at the LHC, using Monte Carlo genesdtoproduce the details of the final state.

7.3 More examples at the LHC.

We consider a variety of final states fop collisions at LHC energies. In each case we compare the total
with LO MEs and full parton showering for the three cases of LO* and NLO parton distributions.

As thetruth we use the results obtained with MC@NLO [23], which combiNg$ QCD corrections

and parton showers. As the main LO generator we use CompHER, [ibterfaced to HERWIG [98],

butpp ! owas calculated by HERWIG only.

The first example is the production a= bosons, decaying to muons. In order to exclude the
dangerous regiom !0, where the ME at LO has a singularity, we apply some experiatign
reasonable cuts cutss > 10 GeV andj j< 5:0. These cuts are more or less appropriate for most
analyses in CMS/ATLAS. The process is dominated byzhgeak. The mechanism is rather similar to
that forw production, but now the initial quarks are the same flavodrtaex at zero rapidity is slightly
higher, i.e.xg = 0:0065. The similarity is confirmed in the results. Again all theaotross-sections
using the LO generators are lower than theh, as seen in Tablg 5, but that using the LO* partons is
easily closest. The distributions in terms of the final sbatson or the highestr muon are shown in the
upper and bottom plots of Fig. 132 respectively. For the bdker. O* partons gives comparable, perhaps
marginally better, quality of shapes as the NLO partonsblettier normalization. The LO partons have
the worst suppression at central rapidity, and all partans gn underestimate of the high- tail. For
the muon the LO* partons give an excellent result for thediyidistribution until§ 5> 4, better in
shape and normalization that the NLO partons whilst the Lf@opa struggle at central. Again, as in
W production, thep; distribution of the muon is better than for the boson, anddmmalization is best
described by the LO* PDFs.

Now we consider a somewhat different process, i.e. the aitgg production in the=channel.
At the partonic level the dominant processdisigb) ! gt(gt), where theb-quark has been emitted
from gluon. Since the b-quark PDF is calculated based onngRIOFs, this cross-section probes both
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Fig. 32: The comparison between the competing predictionthe differential cross-section far= -boson production at the
LHC (upper plots) and for the resulting highestmuon (bottom plots).

the gluon distribution and the quark distributions for irigat masses of above abopio GeV, i.e. at
central rapidityx, 0:05. The tchannel nature of this process makes the invariant madsedinal
state and the probedvalues less precise than the the boson production. The total cross-section for
the various methods of calculation are seen in Table 5. kidase the result using the LO ME and the
LO PDFs is suppressed, but that using the LO* PDFs is now ddtgm thetruth. This is due to the
large enhancement of the LO* gluon distribution. The NLO BRjive the closest normalization. The
distributions in terms opr and of the final state top and originated from the top are shown in the left
of Fig.[33. For the top distribution the result using the Lygeator and the LO* and NLO PDFs give a
very similar result, being better than the LO PDF result Hotthormalization and for shape due to the
suppression of the LO quarks at central rapidities. In treea# the (from the top) the distributions
calculated with the LO generator look better then for the sapce the real NLO correction (irradiation
if an extra parton ) plays lesser role for the top decay prtsdua this process there is a particular NLO
enhancement at central rapidity, so it gives a total crossmselarger tharthe truth

We now consider theb production at the LHC. At LO the process consists of thredrdmrtions:
gg=qg ! Wb (Flavour Creation, or FCR)b ! gk where the second b-quark is simulated by initial
parton showers (Flavour Excitation, or FEX), and the Q€D 2 process with massless partons, where
the b-quarks arise from parton showergGluon Splitting, or GSP). The 2nd and 3rd subprocesses have
massless partons and, thus, soft and collinear singelaritin order to exclude the dangerous regions,
we apply some reasonable cuts; (b) > 20 GeV, j (b)j< 50, R (b;b) > 0:5. At NLO we can
not separate the subprocesses, so only the FCR processaxit O [115]. Inkowe probe rather low
x 102 10 2 and the gluon-gluon initial state, so the process is seaditi the smalk divergence
in the NLO MEs, and the NLO correction is very large. The tatass-sections are shown in Table 5.
All the LO calculations are below theuth, but the reduced NLO gluon means that the NLO PDF gives
by far the worst result. The best absolute prediction isiobthusing the LO* partons. The differential
distributions in terms opr and of a singleb quark are shown on the upper plots and for the pseudo-
rapidity andp; of akbpair on the bottom plots in right of Fig. B3. The LO* PDFs do Met the single
b rapidity distribution, but underestimate a little at highpidity. The LO and NLO PDFs are similar

15For example, the total cross-section for the improved LO ®B6&m Tabldb has three termsioe = rcx + rex +
csu,where rcx = 16 b, rzx = 057 b,and ¢sp = 046 b—the total cross sections for the FCR, FEX, and GSP
processes respectively.
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in shape, but the normalisation is worse for NLO and it faistigularly at lowp:, i.e smallx. All
PDFs obtain roughly the right shape for thelp), except small underestimation at very high rapidity.
However, for all partons there is a problem with the shape fasetion of pr. Obviously, all the ratio
curves become higher as goes up. As for other processes this happens due to theedlitfbehaviour
of the additional parton generated in the NLO matrix elenmnmhpared to those generated by parton
showers. In general, we conclude the LO* PDFs give the bssttsein the comparison.

Another interesting heavy quark production process is thébk top quark production. The total
cross sections are reported in Table 5. At the LHC this peesgominated by the gluon contribution
gg ! to Forexample, y cpo) pormo] = gg! et qq w = 4869 pb+ 745 ph The LO*
PDFs appreciably enlarge the gluonic cross section, namgly 1.0 porpo = gg! £+ gt =
6221 pb+ 773 ph Again the LO* PDFs gives the best prediction.

7.4 Conclusions

We have examined the effects of varying both the order of tEss lsind the PDFs when calculating cross-
section for hadron colliders. The intention is to find thetls=t of PDFs to use in current Monte Carlo
generators. A fixed prescription of either LO or NLO PDFs with matrix elements is unsuccessful,
with each significantly wrong in some cases. For LO PDFs thisainly due to the depletion of quarks
for x 01  0:001 and the large LO gluon abowe  0:01, while for NLO partons the smallness in
some regions compared to LO PDFs is a major problem if thee|&ligO matrix element is absent. To
this end we have suggested an optimal set of partons for Moatil®s, which is essentially LO but with
modifications to make results more NLO-like, and are call€t IPDFs. The NLO coupling is used,
which is larger at low scales, and helps give a good fit to tha daed when extracting partons from a
global fit. The momentum sum rule is also relaxed for the irgarton distributions. This allows LO
PDFs to be large where it is required for them to compensatenfesing higher order corrections, but
not correspondingly depleted elsewhere.

We have compared the LO, NLO and LO* PDFs in LO calculationtheotruth, i.e. full NLO,
for a wide variety of processes which probe different typEBDF, ranges ok and QCD scales (more
examples are available in [116]). In general, the resultsvary positive. The LO* PDFs nearly always
provide the best description compared to theh, especially for the s-channel processes. This is par-
ticularly the case in terms of the normalization, but thepghs usually at least as good, and sometimes
much better, than when using NLO PDFs. It should be stressdb modification of the PDFs can
hope to successfully reproduce all the features of genul@ dbrrections. In particular we noticed the
repeating feature that the high- distributions are underestimated using the LO generaamd this can
only be corrected by the inclusion of the emission of a re¢dyi hard additional parton which occurs in
the NLO matrix element correction. A preliminary versiontbé LO* PDFs, based on fitting the same
data as in [113], is available on request. A more up-to-datsion, based on a fit to all recent data, and
with uncertainty bands for the PDFs, will be provided in th& M08 PDF set.
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Part Il
ISSUES IN JET PHYSICS

8 JET PHYSICS INTRODUCTION

This introductory section is intended to help provide thader with some background to the current

jet-related panorama at the LHC, in particular as concéradasic principles and properties of the main

jet algorithms currently in use within the Tevatron and LH®eriments and in phenomenological and

theoretical discussions. Part of what is described heraddrthe basis of discussions during the course
of the workshop and subsequent work, but for completenedisi@tal material is also included.

Several other jet-related sections are present in themeedings. Sectidd 9 outlines two propos-
als for accords reached during the workshop, one concegéngral nomenclature for jet finding, the
other about the definition of the hadronic final-state thaiusth be adopted when quoting experimental
measurements. Sectibn]10 examines how to measure themarfoe of jet algorithms at hadron level
and determine optimal choices in two physics cases, a fadtimarrowz °over a range of. *masses, and
in top production, providing examples of simple and compjerk-jet samples. Sectign]11 examines
the performance of jet algorithms at hadron level in inalaget andz +jet production, and it ! gg
decays for a range of Higgs masses, which provides examplgsan-jet samples. Sectidn112 instead
examines the performance of jet algorithms at detectod,lexsng calibrated calorimetric clusters as
input four-vectors, also examining the influence on jet nstauction of the presence of a moderate
pileup, as expected in the first years of LHC running. Othergtated work that was discussed in part
during the workshop, but was not the focus of workshop-geitivestigation includes studies of non-
perturbative effects in jets [117] and the use of jet sulostime in the discovery of new particles [118],
as well as methods for dealing with the problem of soft comaton of jets in the presence of pileup
or in heavy-ion collisions [119-122]. We note also relatestdssion of jet-finding in the context of the
Tev4LHC workshop [84], as well as the recent review [123]r &oeview of jet algorithms foep and
e" e colliders, see [124].

8.1 Jetalgorithms

As per the accord in secti@n 9.1, gt algorithmwe refer to a generic “recipe” for taking a set of particles
(or other objects with four-vector like properties) andaihing jets. That recipe will usually involve a
set of parameters (a common example being the jet-ral)usThe recipe plus specific values for the
parameters provides a fully specifigd definition

Many hadron-collider jet algorithms are currently beingalissed and used in the literature. This
section provides an overview of the basic principles uryiegl the jet algorithms for which we are
aware of experimental or theoretical use in the past couplears. There are two broad groups of jet
algorithms, those based in one form or another on cones ase that involve repeated recombination
of particles that are nearby in some distance measure. Themdature used to distinguish the flavours
of jet algorithm is currently not always uniform across thedi— that used here follows the lines set out
in [125].

8.1.1 Cone algorithms

There are many different cone algorithms in use. Most aggdttve cones” (IC). In such algorithms, a
seed particlei sets some initial direction, and one sums the momenta ofaaiictes  within a cone of

18Convenors: G.P. Salam and M. Wobisch; Contributing authé@radler, A. A. Bhatti, J. M. Butterworth, V. Buge, M. Cac-
ciari, M. Campanelli, D. D’Enterria, J. D’Hondt, J. Hustdn, Kcira, P. Loch, K. Rabbertz, J. Rojo Chacon, L. Sonnerische
G. Soyez, M. Tytgat, P. Van Mulders, M. Vazquez Acosta, llelia
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radiusr aroundiin azimuthal angle and rapidityy (or pseudorapidity ), i.e. taking all§ such that
07+ (g j)2< R%; (26)

wherey; and ; are respectively the rapidity and azimuth of partitl@he direction of the resulting sum
is then used as a new seed direction, and one iterates thedprecuntil the direction of the resulting
cone is stable.

Such a procedure, if applied to an ensemble of many partededead to multiple stable cones
that have particles in common (overlapping cones). Conaridhgns fall into two groups, depending on
how they resolve this issue.

One approach is to start iterating from the particle (or caleter tower) with the largest transverse
momentum. Once one has found the corresponding stable coaesalls it a jet and removes from the
event all particles contained in that jet. One then takesrasnaseed the hardest particle/tower among
those that remain, and uses that to find the next jet, regettm procedure until no particles are left
(above some optional threshold). A possible name for sugdrigthms is iterative cones with progressive
removal (IC-PR) of particles. Their use of the hardest pltin an event gives them the drawback that
they are collinear unsafe: the splitting of the hardestigar{sayp,) into a nearly collinear pairg .,
p1p) can have the consequence that another, less hard pagtioléth pc.1.; prap < P < pra, pointing
in a different direction suddenly becomes the hardest@atuith the event, thus leading to a different final
set of jets.

A widespread, simpler variant of IC-PR cone algorithms ig dmat does not iterate the cone
direction, but rather identifies a fixed cone (FC) around #edsdirection and calls that a jet, starting
from the hardest seed and progressively removing partetethe jets are identified (thus FC-PR). It
suffers from the same collinear unsafety issue as the ICIg&itoms. Note that IC-PR and FC-PR
algorithms are sometimes referred to as UAl-type cone idfgos, though the algorithm described in
the original UA1 reference [126] is somewhat different.

Another approach to the issue of the same particle appe@rimgny cones applies if one chooses,
as a first stage, to find the stable cones obtained by itertimg all particles or towers (or those for
example above some threshold 1 ZGeVﬂ One may then run a split-merge (SM) procedure, which
merges a pair of cones if more than a fractioof the softer cone’s transverse momentum is in common
with the harder cone; otherwise the shared particles aigrass$to the cone to which they are clor.

A possible generic name for such algorithms is IC-SM. Anraléve is to have a “split-drop” (SD)
procedure where the non-shared patrticles that belong tedfier of two overlapping cones are simply
dropped, i.e. are left out of jets altogether. The exact Wielia of SM and SD procedures depend on the
precise ordering of split and merge steps and a now standamgure is described in detail in [127]
with the resolution of some small ambiguities given in [128]

IC-SM type algorithms have the drawback that the additioarokextra soft particle, acting as a
new seed, can cause the iterative process to find a new staide ©nce passed through the split-merge
step this can lead to the modification of the final jets, thu&intathe algorithm infrared unsafe. A
solution, widely used at Run Il of the Tevatron, as recomneerid [127], was to additionally search for
new stable cones by iterating from midpoints between eaklopstable cones found in the initial seeded
iterations (IG, .-SM). While this reduces the set of configurations for whicko#t particle modifies the
final jets, it does not eliminate the problem entirely. Onk $olution instead avoids the use of seeds
and iterations, and findsll stable cones through some exact procedure. This type ofithligois often
called a seedless cone (SC, thus SC-SM with a split-mergeg@uoe). Historically, the computational
complexity of seedless-cone algorithms had made theirmpeaictical for use on events with realistic
numbers of particles, however, recently a geometricadlgdal solution was found to this problem [128].

YIn one variant, “ratcheting” is included, which means thating iteration of a cone, all particles included in pre\dou
iterations are retained even if they are no longer withingeemetrical cone.
18Commonly used values for the overlap threshold paramegef &r0.5, 0.75 (see also recommendations below).
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| Algorithm | Type | IRC status| Ref. | Notes |

inclusivek SR OK [130-132]| also has exclusive variant

flavour k¢ SR.-1 OK [133] di; and di modified
whenior jis “flavoured”

Cambridge/Aachen SR.-¢ OK [134,135]

anti-k. SR.- 1 OK [125]

SISCone SC-SM OK [128] multipass, with optiona
cut on stable cong,

CDF JetClu IC.-SM IR, 1 [136]

CDF MidPoint cone IC, ,-SM IR5, 1 [127]

CDF MidPoint searchcone | IC.. o-SM IR2. 1 [129]

DO Run Il cone IC, ,--SM IR5, 1 [127] no seed threshold, but cut
on conep:

ATLAS Cone IC-SM IR, 1

PxCone IC, ,-SD IR:, 1 no seed threshold, but cut
on conepy,

CMS lterative Cone IC-PR Colls, 4 [137,138]

PyCell/CellJet (from Pythia) FC-PR Colls, 1 | [85]

GetJet (from ISAJET) FC-PR Colls; 4

Table 6: Overview of some jet algorithms used in experimental or tegcal work in hadronic collisions in the
past couple of years. SR, = sequential recombination (with = 1;0;1 characterising the exponent of the
transverse momentum scale, €qJ(27)); SC = seedless cotedficones); IC = iterative cone (with midpoints,
ratchetingr, searchconee), using either split-merge (SM), split—drop (SD) or praggige removal (PR) in order
to address issues with overlapping stable cones; FC = finad-dn the characterisation of infrared and collinear
(IRC) safety properties (for the algorithm as applied totioles), IR, , ; indicates that givem hard particles in

a common neighbourhood, the addition of 1 extra soft partieln modify the number of final hard jets; Call;
indicates that given hard particles in a common neighbourhood, the collineatt#g of one of the particles can
modify the number of final hard jets. Where an algorithm isl&d with the name of an experiment, this does
not imply that it is the only or favoured one of the above aitlons used within that experiment. Note that certain
computer codes for jet-finding first project particles ontodalled calorimeters.

Cone algorithms with split—-merge or split—drop steps algesti to a phenomenon of “dark tow-
ers” [129], regions of hard energy flow that are not clustargd any jet. A solution to this proposed
in [129] — referred to as the “searchcone” — works around treblem by using a smaller radius to
find stable cones and then expands the cones to their fullgadithout further iteration before passing
them to the SM procedure. It was subsequently discoverddttisareintroduces IR safety issues [84],
and an alternative solution is a multi-pass algorithm, ¢raé tuns the cone algorithm again on the set of
all particles that do not make it into any of the “first-passtsj(this can be repeated over and over until
no particles are left unclustered).

8.1.2 2 1 Sequential recombination

Sequential recombination (SR) algorithms introduce distad;; between entities (particles, pseudojets)
iandjandd;; between entityand the beam (B). The (inclusive) clustering proceeds bytifyeng the
smallest of the distances and if it isig recombining entities and j, while if itis d;z calling ia jet and
removing it from the list of entities. The distances are ledated and the procedure repeated until no
entities are left.
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The distance measures for several algorithms are of the form

2

dij= m m(kff;kﬁf)R? ; (27a)
dp = kP ; (27b)

where fj was defined in(26) and.; is the transverse momentum of partidleHerer is the jet-radius
parameter, while parametrises the type of algorithm. Fer= 1 one has the inclusive. algorithm

as defined in [132], while witkb = 0 one obtains the Cambridge/Aachen algorithm as defined {13
Both are related to corresponding “exclusive” algorithmg130,131], Cambridge [134], and also [139])
with similar or identical distance measures but additigtapping conditions. A recent addition to the
SR class is the ant: algorithm, withp = 1[125]. Together with the PR cones, it has the property that
soft radiation does not affect the boundary of the jet, legqdd a high proportion of circular jets with
actual radiuR . This property does not hold for SM and SD cones, nor SR dlgos withp 0.

Other sequential recombination algorithms, used mainlg‘ie and DIS collisions, include
the JADE algorithm [140, 141] which simply has a differenstednce measure, and the ARCLUS al-
gorithm [142] which performs ! 2recombinations (the inverse of a dipole shower).

8.1.3 General remarks

A list of algorithms used in experimental or theoreticaldiés in the past couple of years is given in
table[6. Where possible references are provided, but sogwithims have not been the subject of
specific publications, while for others the descriptionhe titerature may only be partial. Thus in some
cases, to obtain the full definition of the algorithm it may dmtvisable to consult the corresponding
computer code.

A point to be noted is that as well as differing in the undentyrecipe for choosing which particles
to combine, jet algorithms can also differ in the scheme tweedcombine patrticles, for example direct
4-momentum addition (known as tle-scheme), ok ; weighted averaging of and . In the past
decade recommendations have converged on tseheme (see especially the Tevatron Run-II workshop
recommendations [127]), though this is not used by defaudilialgorithms of tabl&]6.

As discussed in sectidn_8.1.1 many of the algorithms cugréntused are either infrared or
collinear unsafe. For an algorithm labeled,IR or Coll,, 1, jet observables that are non-zero starting
with m partons in the final state (et 1 partons and on& =z boson) will be divergent in perturba-
tion theory starting from R ™ * 2LO. Given that these are usually single-logarithmic diegices, the
physics impact is that N ™ LO is then the last order that can be reliably calculated ntupleation theory
(as discussed for example in detail in [128]).

Because of the perturbative divergences and other nonrpative issues that arise with non in-
frared and collinear safe algorithms, there have been tegegacommendations and accords, dating back
to the Snowmass accord [143], to use just infrared and ealtisafe jet algorithms. This recommenda-
tion takes on particular importance at the LHC, becauseijatltonfigurations, which will be far more
widespread than at previous colliders, are particulariysgse to infrared and collinear safety issues.
Furthermore there is very significant investment by the ithtical community in multi-leg NLO com-
putations (see for example the proceedings of the NLO Medfiworking group of this workshop), and
the benefit to be had from such calculations will largely beaswlered if infrared or collinear unsafe
jet algorithms are used for analyses. The set of IRC-safaritthgns that have been the subject of some
degree of recent study includes, Cambridge/Aachen, SISCone (which can be used as a regatem
for IC-SM type algorithms) and ank: (which is a candidate for replacing IC-PR type algorithms).
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8.1.4 Jet algorithm packages

Given the many jet algorithms that are in use, and the intémdseing able to easily compare them, two
packages have emerged that provide uniform access to teukipalgorithms. FastJet [144, 145],
originally written to implement fast strategies for sedti@recombination, also has a “plugin” mecha-
nism to wrap external algorithms and it provides a numberuokecalgorithms in this manner, including
SISCone [128].SpartyJet  [146] provides a wrapper to theastJet algorithm implementations
(and through it to SISCone) as well as to a number of cone itthgos, together with specific interfaces
for the ATLAS and CDF environments. Both packages are unctareadevelopment and include various
features beyond what is described here, and so for up to @désdof what they contain, readers are
referred to the corresponding web pages.

8.2 Validation of jet-finding

During the Les Houches workshop, a validation protocol wefenéd in order to ensure that all partici-
pants were using identical jet algorithms and in the same Wwawythis purpose, a sample of 1000 events
was simulated with Pythia 6.4 [85], for the production andssquent hadronic decay of.d, z ° ! g
with M ;0 = 1000 GeV. This was run through the different participants’ jeftsare for each of the
relevant jet definitions, and it was checked that they obtaidentical sets of je

The following jet algorithms were used in the jet validation
k
Cambridge/Aachen
Anti-k (added subsequent to the workshop)
SISCone
CDF Midpoint cone

For each, one uses valuesofffomR,;, = 03t0R, . = 10insteps of R = 0:1. In the two
SM-type cone algorithms, the SM overlap threshéldvas set to0:75. This choice is recommended
more generally because smaller values (including the goitemont = 0:50) have been seen to lead to
successive merging of cones, leading to “monster-jet® ésg. [147]).

Readers who wish to carry out the validation themselves rbégio the event sample and further
details from

http://www.Ipthe.jussieu.fr/ ~salam/les-houches-07/validation.php

together with reference results files and related tools.

1%This statement holds for comparisons carried out with dexgsecision inputs; where, for data-storage efficiencgoea,
inputs were converted to single precision, slight diffeesoccasionally arose.
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9 ACCORDS RELATED TO THE HADRONIC FINAL STATE

9.1 Jet nomenclature

In this section we aim to establish a common and non-ambinomenclature to be used when dis-
cussing jet physics. Such a basis is needed for the comniiamazt experimental results, in order to
ensure that they can be reproduced exactly, or that matthéugy predictions can be made. We propose
that the following elements should always be specified iregrpental publications:

The jet definition which specifies all details of the procedure by which an eahjtset of four-
momenta from physical objects is mapped into a set of jets.j@tdefinition is composed ofjat
algorithm (e.g. the inclusive longitudinally boost-invariakt algorithm), together witlall its pa-
rameters (e.g. the jet-radius parameter, the split-merge overlap threshafd the seed-threshold
pr cut, etc.) and theecombination scheme(e.g. the four-vector recombination scheme or “E-
scheme”) according to which the four-momenta are recontbih&ing the clustering procedure.
We recommend that a reference téudl specification of the jet algorithm is given. If this is not
available, the jet algorithm should be described in detail.

The final state (“truth-level”) specification. Consistent comparisons between experimental re-
sults, or between experimental results and Monte Carlo Isitioas, are only possible if the jet
definition is supplemented with an exact specification ofsthieof the physical objects to which it
was applied, or to which a quoted jet measurement has bessttam. This could e.g. be the set of
momenta of all hadrons with a lifetime above some threshbidcussions and recommendations
of possible final state choices are given below in se¢tioh 9.2

This nomenclature proposal is summarised graphically gnE4.

What's needed for the communication of results

Jet Definition

Final-State
Jet Algorithm +  Truth-Level
Parameters e
Recombination Scheme Specification

Fig. 34: A summary of the elements needed to communicate jet obdes/aiba non-ambiguous way.

9.2 Final state truth level

Whenever experiments present “corrected” results forrgje¢ observables, the question ariSéghat
exactly have these results been corrected foo?’in other words'On which set of four-vectors are the
qguoted results of this jet measurement definedPhese questions address the “truth-level” to which
experimental results correspond to. A detailed answerisagiiestion is relevant since supposedly minor
differences can be significant, and they certainly are fecision jet measuremefs In the history of
jet physics at particle colliders, many different choicaséabeen made on how jet results were presented.
Experiments have corrected their jet results

back to the leading order matrix-elements in a Monte Carlwe jets are supposed to correspond

to the partons from the ! 2 scattering process.

2Convenors: G.P. Salam and M. Wobisch; Contributing authdré\dler, A. Bhatti, J. M. Butterworth, V. Biige, M. Cac-
ciari, D. D’Enterria, J. D’Hondt, J. Huston, D. Kcira, P. llgcH. Nilsen, K. Rabbertz, J. Rojo-Chacon, L. Sonnenschein,
G. Soyez, M. Tytgat, P. Van Mulders, M. Vazquez Acosta, Ilelia

ZINote that the ambiguity addressed here does not includestitkfinition, which is supposed to have already been agreed
upon and fully specified.
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back to the level after the parton shower in a Monte Carlo. jEtseare supposed to correspond to
the result of the purely perturbative phase of the hadragaction.

back to the level of stable particles in a Monte Carlo, bulwkiag the particles from the “under-
lying event”.

for all detector effects and, in addition, also for the eresgbserved in interactions triggered by
“minimum bias” triggers. The latter contribution is suppdsto correspond to the “underlying
event”.

for all detector effects and nothing else. The correctedgstilts correspond to jets defined on all
(stable) particles from the hadronic interaction.

It would be useful for the LHC and the Tevatron experimentsaee a common definition of what they
call the “truth” final-state particle level (specificallyrfets). While we cannot enforce any agreement,
we can provide a set of recommendations, and make the foltppiioposals:

The truth input to the jet clustering should always be phaisice. observable) final-state parti-
cles, not any kind of model-dependent partons (neither faomatrix-element nor from a parton-
shower).

For similar reasons, the final-state particles should ieleverything from the main hadronic
scatter. Therefore the underlying event (defined as ad@itipartonic interactions from the same
hadron-hadron interaction plus interactions of the hademnants) is included. This is part of
the hadronic interaction and cannot be unambiguously agggafrom the hard subprocess (see,
however, next subsection).

The contributions from pile-up due to additional hadronadlisions in the same bunch crossing,
recorded in the same event, should not be included. In otbedsythe jet observable should be
corrected for contributions from multiple hadron interans.

A standard lifetime cut on what is considered to be “finalestahould be agreed upon. A lifetime
of 10 ps is used elsewhere, and we also recommend this vailyehadrons with a shorter lifetime
will be allowed to decay in the Monte Carlo generators. Aletparticles will be considered to
be stable.

Neutrinos, muons and electrons from hadronic decays shmiidcluded as part of the final state.

However, prompt muons, electrons (and radiated photors)tirinos and photons are excluded
from the definition of the final state. The same applies to #wag products of prompt taus.

The jet algorithm should be given as input the full physicalrfvectors. How it treats them is part
of the jet definition and the recombination scheme.

We acknowledge that these recommendations may not be iisedlitircumstances. During the process
of understanding and calibrating detectors, other defimiti(e.g. including only visible energy in the
calorimeter) may be needed. But whenever a jet measuresiprésented or a jet observable is quoted,
we suggest that the jets it refers to are based on a specificqlearly stated) jet definition and the
final-state truth particle definition recommended above.

9.3 A level behind the truth: Partons

It should be noted that the above definitions about the firzé stuth level also apply to theoretical
calculations. Some theoretical calculations are impldetim Monte Carlo event generators, including
the modelling of non-perturbative processes (hadrorinadind underlying event). These can directly be
compared to experimental results that are obtained acupidithe recommendations from the previous
section.

Other calculations provide purely perturbative resultgitally at next-to-leading order in the
strong coupling constant, sometimes accompanied by restioms of leading logarithms). These re-
sults correspond to the “parton level” of the jet observabW&hen trying to compare a perturbative
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calculation to an experimental result, one needs to at &sighate the size of the non-perturbative cor-
rections (consisting of underlying event and hadronizatorrections). Typically, these are obtained
using Monte Carlo event generators. We strongly recommbeatidach experiment should determine
and publish its best estimate of non-perturbative comestitogether with the data. It should be kept in
mind that these corrections should always be quoted sebaeaid not be applied to the data, but only
to the perturbative calculations. Experiment and theogukhmeet at the level of an observable. This
seems to be an established procedure, which is used in miaatglyses at LEP, HERA, and also in
Run Il of the Tevatron.
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10 QUANTIFYING THE PERFORMANCE OF JET ALGORITHMS AT THE LHC

10.1 General strategy

The performance of a given jet algorithm depends on its patars, like the radiugr, but it also depends
on the specific process under consideration. For exampde gdggorithm that gives good results in a sim-
ple dijet environment might perform less well in a more coexpinulti-jet situation. In this contribution
we wish to quantify the extent to which this is the case in thetext of a couple of illustrative recon-
struction tasks. This is intended to help cast light on thieiong question: should the LHC experiments
devote the majority of their effort to calibrating as bestpassible just one or two jet definitions? Or
should they instead devote effort towards flexibility inithgéhoice of jet definition, so as to be able to
adapt it to each specific analysis?

One of the main issues addressed in examining this questitrai of how, simply but generally,
to quantify the relative performance of different jet algfoms. This physics analyses used as examples
will be the reconstruction of massive particles, becausé sasks are central both to Standard Model and
to discovery physics at the LHC. As quality measures we sis@lthe mass resolution, and the signal
size for fixed detector mass resolution, both defined in sughyaas to be insensitive to the exact signal
shape (which depends significantly on the jet definition)te%s$ cases we will take a hypothetical for
different values of its mass, and tiie boson and top quark in fully hadronic decaystoévents.

A point that we wish to emphasise is that we have purposefubided quality measures, used
in the past, that consider the relation between jets andalefartons produced at matrix-element level
in a parton-shower Monte Carlo. This is because the reldi@tveen those two concepts depends as
much on approximations used in the parton showering, as@jetidefinition. Indeed in modern tools
such as MC@NLO [23] or POWHEG [148] it becomes impossiblenegerogrammatically, to identify
the single parton to which one would want to relate the jetteNwwever that addressing the issue of
the performance of jet algorithms in contexts other tharkiatic reconstructions (e.g. for the inclusive
jet spectrum) would require rather different strategiemtthose we use here (see for example [117] and
sectionI1). A strategy related to ours, to assess the pegfure of jet algorithms based on the Higgs
mass reconstruction from the invariant mass of gluon jets ih gg can be found in Sedt. 1.

We note that we do not address issues of experimental rele\ike the reconstruction efficiency
of different jet algorithms after detector simulation, wihihowever are discussed in the contribution of
sectior{ 1P.

10.2 Figures of merit

We start by defining the figures of merit that quantify the gyalf the heavy object mass reconstruction
through jet clustering algorithms.

We wish to avoid assumptions on the underlying shape of thariemt mass distribution that
we are reconstructing, such as whether it is Gaussian, asymcnor has a pedestal, since in general
the reconstructed mass distributions cannot be descripeaiirple functional forms. This is illustrated
in Fig.[38, where different functions are fitted to two redonsted mass spectra from the’ ! g
samples for two different values of R. One sees that eveneimtbre symmetric situation, it is difficult
to reproduce it properly with any simple functional form.

Instead we shall use figures of merit that relate to the masdtiun of the signal over background
ratio (more preciselys= B), for the simplifying assumption that the background is #atl is not
affected by the jet clustering procedure. Specifically, wappse the following two measures:

1. 0¥__, (R ): The width of the smallest (reconstructed) mass window ¢batains a fractiort = z

2Contributed by: M. Cacciari, J. Rojo-Chacon, G. P. Salan&ez
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Fig. 35: The mass of the reconstructedboson in the1 , . = 100 case with the Cambridge/Aachen algorithm for
R = 0:7 (left) andr = 0:3 (right), together with various fits of simple probabilitystiibutions.

of the generated massive objelashat is

£ o # reconstructed m assive ob pcts in w indow ofwdthw (28)
Total# generated m assive ob Jcts ’

A jet definition that is more effective in reconstructing timajority of massive objects within a

narrow mass peak gives a lower value ff__ (R ), and is therefore a “better” definition. The

value that we will use for the fractiofi will be adjusted in order to have around 25% of the
reconstructed objects inside the windév.

2. QizxpE(R ). To compute this quality measure, first we displace over tlassrdistribution a

window of fixed width given byw = xp M , whereM is the nominal heavy object mass that
is being reconstructB8 until we find the maximum number of events of the mass digibu
contained in it. Then the figure of merit is given in terms af thtio of this number of events with
respect to the total number of generated events,

|
N 1

£ M ax # reconstructed m assive ob fcts in w indow ofwjdthw=xpM_
wex M Total# generated m assive ob Fcts

(29)
where we take the inverse so that the optimal result is a mimnof Qi_XpM_(R ), as in the
previous case. b__
The default choice that will be usedsts= 125, thatisw = 125 M (for compactness we omit
the dimensions or, which are to be understood as (Gé¥). This particular choice is motivated
by experimental considerations of the CMS and ATLAS experits, in particular the default
value corresponds to the jet resolution in CMS. This meaaisttte default values that will be used
through this contribution will ber = 125 M ,oforthez °samplesy = 125 M, 10 GeV
for the W mass distributions and= 125 M, 15 GeV for the top quark mass distributions.

In tests of a range of possible quality measures for massisgittions (including Gaussian fits,
and the width at half peak height), the above two choices baesm found to be the least sensitive to

ZNote that in general the number of generated massive olgjéfetss from the total number of events, for example if in the
tcsamples we have ., = 10°, the number of generated W bosons (and top quarks)is= 2  10.

%The approximate fraction of events that pass the eventtimecuts for each physical process can be seen in Table 7,
together with the value for the fraction ensuring that approximately one quarter of the succegsfatonstructed heavy
objects are inside the window.

ZNote that we avoid using the reconstructed mass.., obtained from the mean of the distribution for examplecsiin
general it depends strongly on the jet definition.
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Fig. 36: The quality measure ¥ _ ., (R ) in the case ofi mass reconstruction for hadronic production.

the precise shape of the reconstructed mass distribut®myedl as to any kind of binning. Another
encouraging feature, which will be seen below, is that thetveasures both lead to similar conclusions
on the optimal algorithms aril values.

As an example of the behaviour of these quality measures iaciuml mass distribution, we
show in Fig.[36 the quality measure?_, ., R ) in the case ofi mass reconstruction for hadronic
tt production. We observe that indeed in the case where the messstruction is clearly poorer (blue
dashed histogram), the value®@f_ ., R ) is sizably larger.

With the aim of better comparing the performances of diffiéet definitions, we can establish
a mapping between variations of these quality measures amations in effective luminosity needed
to achieve constant signal-over-background ratio for tressmpeak reconstruction, working with the
assumption that the background is flat and constant, andfected by the jet clustering. We define the
effective power to discriminate the signal with respecthte background € for a given jet definition
(JAR) as
signal

N
© (JAR) p—=; (30)
N pack

whereN 41,1 andN o are respectively the number of signal and background evevescan establish
the following matching between variations in quality measuand in the effective luminosity ratios
as follows. Suppose that a quality measure calculated \W&th,X ,) gives a worse (i.e. larger) result
than with (JA R 1).

In the case off_ (R ) a larger value of this quality measure (i.e. a larger windoigti) will
correspond to a larger number of background events for engifiieed number of signal events.
The jet definition(Ja | ;R 1) will then need a lower luminosity to deliver the same effestilis-
criminating power asJa ; ;R ,), since it deals with a smaller number of background everuasf S

we define .,
Qf_ ,(JAZ;Ry) N (JA,5;R )
T, f’ z 4 _ back 212 > 1; (31)
fo, JA1R1)  Npax (JA1;R1)

then at equal luminosity the discriminating power {og ; ;R ; ) will be better by a factor

(JAliRl)sz; (32)
¢ (JALR2)
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or equivalently the same discriminating power(@a , ;R ,) can be obtained with a smaller lumi-
nosityL, = [ L,, where . is given by the inverse square of the ratio €ql (32).

R (33)

Ly

In the case otg:xpr (R ) itis instead the number of signal events that varies wheiujtiadity
measure changes. Defining
L IR2R2) N a1 (JA1 R )

£
W
Te = > 1; (34)
£ p— (JA1;R1) N signa1 (JA 2R 2) ’

w

then at equal luminosity the discriminating power {oR 1 ;R ; ) will be better by a factor

° (JA1;R1)

= ; 35
e UA Rz T (35)

or equivalently the same discriminating power(@a , ;R ,) can be obtained with a smaller lumi-
nosityL, = [ L,, where ., is now given by the inverse square of the ratio £ql (35)

L= 5+ (36)

In the remainder of this study we shall see that for the psegsinder consideration, the two quality
measures indicate similar effective luminosity improveseto be gained by going frona ,;R ) to

(JA 1 ;R 1), once one takes into account the different functional ddpece indicated above (e.g. a gain
(i.e. smalley by a factor of 2 inQ vf\lfxpM_ (R ) should correspond with good approximation to a gain of

afactor of2? = 4inQ¥__(R)).

10.3 Jet algorithms

With the help of the quality measures defined in the previ@asien, we will study the performance of
the following jet algorithms:

longitudinally invariant inclusiveé, algorithm [130-132].

Cambridge/Aachen algorithm [134, 135].

Anti-k algorithm [125].

SISCone [128] with split—-merge overlap threshéle 0:75, an infinite number of passes and no
pr cut on stable cones.

5. The Midpoint cone algorithm in CDF’s implementation [12vith an area fraction of 1 and a
maximum number of iterations of 100, split—-merge overlapsholdf = 0:75 and seed threshold
of 1 GeV.

In every case, we will add four-momenta using &scheme (4-vector) recombination. Each jet algorithm
will be run with several values af varying by steps of 0.1 within a rangR ., 1, ;R . ax ] adapted to
observe a well defined preferred, ... value. Practically, we will have , 1, = 03 andR, o, = 1:3for

the z “analysis ana , ;, = 0:1 andR , ., = 10 for the tt samples.

Note that we have fixed the value of the overlap parameteeatdhe algorithms té = 0:75. This
rather large value is motivated (seg).[147]) by the fact that “monster jets” can appear for smalues
of £. For sequential recombination clustering algorithms we their inclusive longitudinally-invariant
versions, suited for hadronic collisions. The jet algarihhave been obtained via the implementations
and/or plugins in thé&astJet package [144].

The infrared-unsafe CDF midpoint algorithm is only inclddeere for legacy comparison pur-
poses.

PowbdpR
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Process | # Gen. events # Acc. events| Fraction acc. vs. gen. Fractionf in Eq.[28
z%! o 50000 23000 0:46 0.12
Hadronictt 100000 75000 0:75 0.18

Table 7: Number of generated and accepted events for each processptitesponding approximate fraction of
accepted events and the fractiorof the total number of generated events which correspond26% of the
selected events.

10.4 Physical processes

We consider the following physical processes® ! oq for various values of1 ;0 and fully hadronic

tt production, and we reconstruct the mass oftHéoson and that of the boson and the top quark
to assess the performance of the jet algorithms describ8e¢h[10.B. We should emphasise again that
the performance of a given jet definition depends on the guoader consideration, thus it is important
to study different jet algorithms for diverse processeshwdifferent mass scales, kinematics and jet
structure.

All the samples have been generated Htithia 6.410 [85] with the DWT tune [84]. For the
samples the B mesons have been kept stable to avoid the nBetkogy reconstruction for B tagg
The top quark mass used in the generation is= 175 GeV while thew massisv ; = 80:4 GeV.

Now we describe for each process the main motivations to eaihand the mass reconstruction
techniques employed, while results are discussed in thieseeiion. The fraction of events that pass the
selection cuts discussed above is to a good approximataependent of the particular jet definition,
and their values can be seen in Tdlle 7.

2 ggfor various values of1 ; o.
This process serves as a physically well-defined source abofowomatic quarks. By reconstruct-
ing the dijet invariant mass one effectively obtains a measii thep; resolution and offset for
each jet definition. The range af’masses is: 100, 150, 200, 300, 500, 700, 1000, 2000 and 4000
GeV. Many of these values are already excluded, but are luseftudy as measures of resolution
at different energies. Note also that the generatéparticles have a narrow width (o 1 GeV).
This is not very physical but useful from the point of view obpiding monochromatic jet sources.
For each event, the reconstruction procedure is the foligwi
1. Carry out the jet clustering based on the list of all firtake particles
2. Keep the two hardest jets with 10 GeV. If no such two jets exist, reject the event.
3. Check that the two hard jets have rapiditigs 5, and that the rapidity difference between
them satisfiesj y§ 1. If not, reject the event.
4. Thez Yis reconstructed by summing the two jets’ 4-momenta.
Fully hadronictdecay.
This process provides a complex environment involving mity in which one can test a jet
definition’s balance between quality of energy reconstoncand ability to separate multiple jets.
The reconstruction afl ; andM . is obtained as follows:

1. Carry out the jet clustering based on the list of all firtake particles
2. Keep the 6 hardest jets with 10GeV andyj 5. If fewer than 6 jets pass these cuts,
reject the event.

3. Among those 6 jets, identify theand thebjets. If the number ob=bjets is not two, then
reject the event.

4. Using the four remaining jets, form two pairs to reconstrine twow bosons. Among the

BThe effects of imperfect B tagging should be addressed indheext of detector simulation studies.
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3 possible pairings, choose the one that gives masses asasdgmssible to the nominal
mass.

5. Reconstruct the two top quarks by pairing thendw jets. Pairing is done by minimising
the mass difference between the two candidgéts.

10.5 Results

Now we discuss the results for the mass reconstruction optbeesses described in section 10.4 with
the jet algorithms of sectidn 10.3. We quantify the commarisetween different jet definitions using the
quality measures defined in sectfon 10.2. We note that indhiews histograms of this section, the lines
corresponding to different jet algorithms have been shgétifted in order to improve legibility.

10.6 Analysis of thez °samples
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Fig. 37: The figures of merinf_,,,R) andQ _ . r_—(®) for the z" samples corresponding to ;. =

100 GeV (upper plots) ant ;. = 2 TeV (lower plots).

The figures of merit foo?_ ., R )andQ va: P R ) are plotted in Figl 37, as a function of
the radiusr for a z °of 100 GeV and 2 TeV. Each plot includes the results for the jétealgorithms
under consideration. There are two lessons we can learn tih@figure. Firstly, even though some
algorithms give better quality results than others (we waine back on this later), the main source of
quality differences does not come from the choice of algaribut rather from the adopted value for
Secondly, the minimum of the quality measures gives, fohgeicalgorithm, a preferred valueffeit for

R.

That preferred value over the whole rangezofmasses is shoh in Fig.[38. We observe that

Zarying R continuously between :3 and 1 :3 would probably result in a smoother curve fopesas a function of1 , o.
However, there is no real interest in determiningraparameter with more than one decimal figure.
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Fig. 39: The invariant mass distribution in the” samples for two different values ©f , o.

the two quality measures roughly agree on the extracteepesf value, with the possible exception of
the largest values of ;. for which we observe small differences. Furthermore, wiennass of the °
becomes larger, the best quality is also achieved usingramues foR : R pesigoes from 0.5 for low

z 'masses, t&pest 0.9 for highz’masses.

This behaviour can be explained by the fact the1as increases, perturbative radiation (which
favours largelr ) grows larger (roughly as ) while the underlying event contribution (which favours
smallerr ) stays fixed, thus resulting in an overall larger value fer diptimalr [117]. Another relevant
point is thatz  decays are mostly dijet events, so the invariant mass r&oetien is in general not
affected by the accidental merging of hard partons thatstgace for larger values af in multi-jet
environments like hadroniccdecays.

Given our method to quantitatively analyse the performaofcget algorithms and to extract a
preferred value for , there are a few more interesting figures we want to look ag first one, Figl_39,
is simply the histogram of the reconstructedmass. The left plot shows the reconstructetheaks for
the five algorithms ak = R pestand though some slight differences exist all algorithms gjuite similar
results. In the right plot we show the reconstructethistogram for thex. and the SISCone algorithms
using either = RZJEV = 03, as extracted from the quality measures at 2 Te¥ er R }92°¢V = 05,
extracted at 100 GeV. The behaviour is again what one exfrectsFig.[37, namely that SISCone with
R = 0:38 performs a bit better than SISCone with= 0:5 andk. with R = 038, which themselves give

a better peak than the algorithm withr = 0:5.
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Let us now consider again the whole rangezof masses and discuss the initial point of in-
terest which is finding the best algorithm to be used in jetlyami® at least from the point of view
of z Y reconstruction. To that aim, we look at the quality measure gs; as a function of thez °
mass and for each jet algorithm. The results are present&igifdd foro¥_ ., R ) (left plot) and

Q i: Lo R) (right plot). Note that¥_,,, (R ) has an approximately linear increase withv o,
while @ va: Lo P R) has a similar behaviour but in the opposite direction.

The generic conclusion is that cone algorithms split-mé®&jd) steps perform better than the
recombination-type algorithms, though we again emphasiaethe difference is rather small and, in
particular, smaller than the dependence on the pararretdhis conclusion is valid for altz ° masses
and for both quality measures. In general, among the commgitims, SISCone produces results slightly
better than CDF-Midpoint while, among the recombinatigpet algorithmsk. is a bit worse than Cam-
bridge/Aachen and ank, the ordering between those two depending on the mass alityquaasure
under consideration.

This can be understood due to the fact that SISCone has aagtdeasitivity to the underlying
event (smaller effective area [147]) while stretching optta larger distanc, thus is able to merge
emitted partons even at relatively large angles. Note thiatfeature, which is advantageous in a clean
environment likez © ! g, essentially a dijet event, is on the other hand somethiagdbgrades jet
clustering with SISCone on denser environments tike

We can quantify the differences between jet algorithnts,at. using the mapping between quality
measures and effective luminosity ratios introduced int.$E&2. ForM ,0 = 100 GeV, both quality
measures coincide in that when comparing the best jet #hgoi(SISCone) with the worsk() one finds

L 0:85, while for theM ;0 = 2 TeV case, one finds that the effective luminosity ratio;is 0:8.

An important consequence that can be drawn for this anaiygtsat optimising the value af
for a given jet algorithm is crucial to optimise the potehttha physics analysis. For example, in the
M ,o = 2 TeV case, if one chooses = 05 (based e.g. on considerations for the, o = 100 GeV
process) instead of the optimal valee,.. ’ 038, it is equivalent to losing a factor;, 0:75
in luminosity (for all algorithms and both quality measyre®Ve note that the optimal value &f at
high masses is somewhat larger than what is being consiademeently in many studies by the LHC
experiments.
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Fig. 41: The figures of merip¥_, .., R ) andQ i _, ,.» 7 ® ) for the invariant mass distributions of the hadronic
ttsamples.

10.7 Analysis of the hadronically decayingtsample

Hadronicttproduction is a challenging environment since the jet allgor has to reconstruct at least
hard jets. In this process one can test a jet definition’srealdetween quality of energy reconstruction
and ability to separate multiple jets.

For each of the mass distributions that we reconstruct ig thise (that of th&r boson and

that of the top quark), we show the plots of the correspondiggres of merito?_,. ., ®) and

of p—R) in Fig.[41. Although all jet algorithms perform rather siarly atR ., there is a

slivzgh% '|2o5reference for the anki: algorithm. The resulting effective luminosity ratio comed for the top
reconstruction between the two limiting algorithms js  0:9. Note that at larger values af the cone
algorithms perform visibly worse than the sequential rebmation ones, probably because they tend to
accidentally cluster hard partons which should belong fi@int jets. In the same spirit, the preferred
radius ISR . = 0:4 for sequential recombination algorithms, while cone atyans tend to prefer a

somewhat smaller optimal valwre, ... = 0:3.

For the hadronicz- samples, we show the invariant mass distributions at;. in each case for
M andM . in Fig.[42. We observe that all algorithms lead to rather imiesults at the optimal value
of the jet radius.

Then, in Fig[4B, we compare the andtinvariant mass distributions for the hadronicsamples
for the best overall algorithm anki: and for SISCone, both with = Ry,.s, compared to their coun-
terparts forR = 0:7. We observe that, as indicated by the figures of merit, thecelw = R for
the antik. algorithm leads to a somewhat larger number of events in ¢lad than for SISCone, but in

28 |n the limiting case it can merge two equally hard partonsasated by a angular distanea .
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algorithm antikx. and SISCone compared to their counterpart®fer 0:7.

any case this difference is small compared with the diffeeelbetweerr = R andrR = 0:7. The
degradation of the mass peak at largés both due to contamination from the UE and to the fact that
hard partons are sometimes accidentally merged (more ofteone algorithms with SM steps).

As in the z ° case, one of the main results of this study is that choosingraoptimal value
of R can result in a severe degradation of the quality of the rettocted mass peaks. For example,
comparing in Fig[43 the results f&r = Ry andR = 0:7, we observe that the degradation of the
mass peak can be of the order of 40  50% , confirmed by the quality measures, for which we obtain
L 03 0. Thus our analysis confirms that the relatively small valofes currently being used by
the LHC experiments in top reconstruction are appropri@feecific care is needed with cone algorithms
with split-merge stages, for which one should make surerhiatnot larger tharo 4.

As a final remark we note that we have also examined semid@pta decays. Though there
are fewer jets there, the results are rather similar (wiigghdlly larger differences between algorithms),
mainly because the semileptonic case resembles a singlisgitesre of the fully hadronic case.

10.8 Summary

We have presented in this contribution a general techniguagantify the performance of jet algorithms
at the LHC in the case of the mass reconstruction of heavyctsbje

One result is that for simple events, as modelled by a fakeecay at a range of mass scales,
SISCone and the midpoint algorithm behave slightly bettantothers, presumably because they reach
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furthest for hard perturbative radiation, but without tadiin extra of underlying event contamination.
Quantitatively, our performance measures suggests tlgatam obtain equivalent sigral background
with afactor , * 08 09 less luminosity than for (say) thealgorithm. The Cambridge/Aachen and
anti-k. algorithms are intermediate.

An effect of sometimes greater significance is the deperelenthe results on the choice af
parameter. In particular we find that the optinralincreases significantly with mass scale, o, most
probably for the reasons outlined in [117], namely an irtrpetween perturbative effects (which scale
M ;0 and prefer a larger ) and non-perturbative effects (independentiofo and favouring smaller ).

If one takesk = 0:5, which is optimal a1 ,0 = 100 GeV, and uses it at ;o = 2 TeV, it's equivalent

to a loss of luminosity of a factor of;, * 0:75 compared to the optimal ’ 029. The need for large
R is likely to be even more significant for resonances that yéz@luons, as suggested by the study in
sectior11.

We have also examined more complex events, hadronic dedaysewents. Here the need to
resolve many different jets modifies the hierarchy betwedgoriahms, with antik. performing best.
Overall the differences between algorithms are howeveyfamall, with an effective luminosity reduc-
tion from best to worst of , * 0:29. The choice of the corre® is even more important here than in the
z Ycase, with small values ’ 0:4 being optimal.

Let us emphasise that our results should be taken with somee siace in general the jet clus-
tering procedure will affect the background as well as tlgmal, and qur measures ignore this effect.
Nevertheless, while our analysis cannot replace a progserarentals= B study, it does provides an
indication of the typical variations that might be found ifferent jet definition choices at the LHC, and
points towards the need for flexibility in jet finding at the CH

The strategy presented in this contribution can be readgipfiad to quantify the performance of
different ideas and strategies for improving jet findingret LHC. One possibility is the use of subjet ca-
pabilities of sequential clustering algorithms, similamthat was done in [118], but extended beyond that
context. This potential for future progress in jet-findingtmods is yet another reason for encouraging
flexibility in LHC jet-finding.

Finally, all the MC data samples used in this contributiagether with the results of mass recon-
struction using different jet algorithms can be found atftiiowing webpage:

http://www.Ipthe.jussieu.fr/"salam/les-houches-07/
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11 INFLUENCE OF JET ALGORITHMS AND JET SIZES ON THE RECONSTRU CTION OF
THE HARD PROCESS FROM STABLE PARTICLES AT LHC ENERGIES

11.1 Introduction

With the advent of the LHC, a new regime in center-of-massgnior hadron-hadron collisions will
be accessed and the by far dominant feature of the events ieebsured is the abundant production
of jets, i.e. collimated streams of hadrons that are sughts@riginate from a common initiator. In
theory, these initiators are usually the outgoing partdna loard interaction calculable in perturbative
QCD (pQCD). Limitations of QCD perturbation theory, howgwmake it impossible to unambiguously
assign a bunch of observed hadrons to such a hard parton. hievamevertheless the comparability
of our best theoretical knowledge with experimental resykt algorithms are employed that define a
distance measure between objects and uniquely determiiod whthem are sufficiently close to each
other to be considered to come from the same origin and hencenbine them into a jet. This same
procedure is applied equally to the partons of theory catans, the final state particles of Monte-Carlo
generators, that serve as input to experiment simulatiagsyell as measured deposits of energy in
calorimeters or tracks of charged particles. Provided #teljgorithms are well behaved, i.e. they are
especially collinear- and infrared-safe (CIS), the meagdijets can now be related to jets constructed of
the theory objects.

However, a number of residual effects of either experimentigin or of theoretical nature, the
latter comprising perturbative radiation, hadronizatenmd the underlying event (UE), still have to be
taken into account. Recent overviews showing how these baga dealt with in the past, especially
at Tevatron, can be found in e.g. Refs. [84, 123]. Since éeeimgachable at the LHC are much larger
though than everything investigated so far, the best chaifget algorithms and parameters to delimit
and/or control these residual effects have to be reevaludiethis work we contribute to this effort by
examining the influence of different jet algorithms and jees on the reconstruction of characteristics
of a hard process. More precisely, we have varied the reispget size parameters, usually labelled as
R or D and generically denoted &s further on, from0:3 to 1:0 in steps of0:1 for the following four
algorithms:

The Midpoint cone algorithm, Ref. [127] (with split-mergeenlap threshold of 0:75 and a seed
threshold of1 G ev)

The SISCone algorithm, Ref. [128] (with split-merge ovprtaresholdf of 0:75, an infinite num-
ber of passes and no transverse momentum cut on stable cones)

Thek algorithm, Refs. [131, 132, 149], in the implementation ef R144]
The Cambridge/Aachen algorithm, Refs. [134, 135]

In all cases the four-vector recombination scheme or E seheas used. We note that Midpoint cone is
not collinear and infrared-safe and is included primaridy ¢omparison.

In this first step, we restrict the analysis to examine thesiteon from leading-order (LO) pQCD
events to fully hadronized ones using Pythia version 6.4, [R8], as event generator. The parameter set
of tune DWT, Ref. [150], has been chosen to represent a pessityapolation of the underlying event to
LHC energies. On occasion we have employed the SO tune, B6f§_51] as an alternative. A more
complete study is foreseen including further models asgiyeHerwig plus JIMMY, Refs. [97,152], or
Herwig++, Ref. [153,154].

With this set-up, three primary types of reactions have marsidered representing typical anal-
ysis goals:
Inclusive jet production for comparison with higher-orgerturbative calculations and fits of par-
ton density functions,

Contributed by: V. Biige, M. Heinrich, B. Klein, K. Rabbertz
%0In addition to the settings given in table | of Ref. [86], thargmeters MSTP(88) and PARP(80) have been set to the
non-default values of and0:01 resp. as they would be set by a call to the corresponding PYH téiMtine.
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Z boson production in association with a balancing jet formailsir usage but in addition for jet
calibration purposes and

production of heavy resonances with the aim of finding nevigdas and measuring their masses.

The choice of resonance produced, ! gg, has been made so as to serve as well-defined source of
monochromatic gluons and less as a realistic analysis gsoenginally, we adopt a final state truth
definition for the jet finding taking all stalfid particles as input apart from prompt leptons or leptons
from decays of heavy resonances.

Additional requirements imposed by the experimental ge&nd e.g. the jet energy calibration or
pile-up have to be investigated in further studies.

11.2 Inclusive jets

For inclusive jet transverse momentum spectra one empisasisthe comparison of measured data with
QCD perturbation theory to higher order, see for examplesH&b65—-158]. Currently, calculations up to
NLO are at disposal in the form of JETRAD, Ref. [159], or NLA3&, Refs. [160, 161], which, like
most programs of the cross section integrator type, remtaimegparton level and do not allow to attach
perturbative parton showers with subsequent hadronizatmthat a full simulation of these events is
excluded® As a consequence, when referring calibrated experimeatal uhfolded for detector effects
to the NLO calculation, the required corrections cannot &ignined in a completely consistent way.
The theoretical "truth”, i.e. NLO in this case, lies inbesrethe LO matrix element (ME) cross section
and the LO cross section with attached parton showers. Tdrere/e present in the following ratios of
the inclusive jetor spectra of fully hadronized events with respect to a LO matlement calculation.
To focus on the hadronization step alone, the same was petbwith respect to the spectrum derived
from events including parton showers but without fragmgaia In the latter case one should note that
the parton radiation has been performed for the hard inieraas well as for the underlying event so that
this corresponds only to one part of the desired correctibost interesting would be a comparison to the
correction achievable with a NLO program with matched padioowers like MC@NLO, Refs. [23,162],
for which unfortunately the inclusive jets have not yet baeplemented. A theoretical study going into
more detail on the subject of the composition of perturteafparton showers) and non-perturbative
(underlying event, hadronization) corrections to hareéiacttions can be found in Ref. [117].

In this section, the jets have been required to have a mirti@asverse momentugs larger than
50G ev. No cut on the jet rapidity or polar angle was imposed. Fifddeshows the ratio of inclusive
jet cross sections of fully hadronized events by Pythia DWietover Pythia LO ME for jet sizes of
03 up to 10 for the investigated jet algorithms. For the latter, thepezdive parameters of the Pythia
program controlling the parton shower, initial and finatstadiation, multiple parton interactions (MPI)
and the fragmentation have been switched off. It become®mobythat the effects increasing the jet,
initial state radiation and multiple parton interactioasd the effects reducing the jpt are relatively
well balanced for around0:5 to 0:6 for Midpoint cone and SISCone as well as tgr and Cambridge-
Aachen. For smaller , the jets tend to losg; due to out-of-cone effects during the evolution from LO
ME to hadronized events, while largerresult in an increase af; due to the jets collecting particles
from other sources. Corrections to derive the LO ME jet cresstion from the hadronized final state
will have to take these effects into account.

In Figure[45 the jet: distribution of fully hadronized events has been dividedttiy spectrum
after parton showers (including the underlying event) far same range of jet sizesas above. This
shows predominantly the influence of the hadronization hddend string fragmentation in the case
of Pythia, on the jets, usually leading to a lossinespecially for cone-type algorithms and more pro-

3lparticles with lifetimes such that  10mm.
32pdditionally, it would be necessary to perform an unweightstep in order to avoid simulating huge amounts of events
with positive and negative weights.
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Fig. 44: Ratio of inclusive jet cross sections of fully hadmed events by Pythia DWT tune over Pythia LO ME for jet sizes
R of 0:3 up to1:0 for the Midpoint cone (upper left), SISCone (upper right), (lower left) and Cambridge/Aachen algorithm
(lower right).

nounced for smaller cone sizes due to out-of-cone effedte.sEquential recombination type algorithms
like kr and Cambridge/Aachen are almost unaffected for all chates

Finally, to emphasize the importance of the underlying ewenpresent in Fid. 46 the same ratios
as in Fig[44 but for the alternative tune SO employing a cetey new model for both, parton shower
and multiple parton interactions. Events produced with thhne contain a small fraction of jets with
significantly higher than it would be expected from the ingmbghase space restrictions on the event
generation. These events had to be removed manually to axefdcts in the inclusive jet cross sections
due to their high weights and the procedure to combine eampkes generated separately in bins of the
hard momentum scale. The number of discarded events is elelvione percent for all algorithms and
jet sizesk .

As can be seen, the fully hadronized tune SO events genemilgin jets with highep: than the
events produced with tune DWT, which is mainly due to an iaseel amount of energy spread into the
event by the new MPI model. This yields the somewhat surgrisonsequence that anof 0:4 delivers
a ratio that is very close to unity for all applied jet algbrits over the whole: range.

11.3 7 plusjets

At LHC energies, events witlh bosons and jets will be much more abundant than at the Tewvatro
Therefore the aspect of calibrating jet energies using dianzing transverse momentum of a recon-
structedz boson will become more important. In additian,plus jet reconstruction suffers much less
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Fig. 45: Ratio of inclusive jet cross sections as in Eig. 44divided by Pythia tune DWT after parton showers (includihg
underlying event). This shows predominantly the influerfcine hadronization model.

from backgrounds than the similarly useful photon plus jetscess, where the huge cross section for
di-jet production requires, due to misidentified jets, tgose strong isolation criteria on the photons.
Restricting the analysis to decays of théoson into two muons, as done here, has the further advantage
to decouple completely the jet energy scale from caloriimetieasurements and to relate it to the muon
track reconstruction insteEJ.

In the following, events will be selected with respect to thesst possible jet calibration. The
quantity we will be looking at is the average relative daeiatof the reconstructed jgt; from the
transverse momentum of the balancin@oson(pr ;+« @ z )=pr z . As this is only valid for events, in
which thez boson is exactly balanced by one jet of the hard process, anéolextract a clean sample
of z plus one jet events. Additional selection criteria are isgmb due to geometrical and triggering
limitations of a typical LHC detector.

A precise measurement of the muon kinematics with a trackysiem is assumed to be feasible
in the region in pseudo—rapid@ j jof up to 2:4. Due to possible trigger constraints, only events are
considered where both muons have transverse momenta taagersG v . Having identified two or
more muons in an event, the pair of muons with opposite changkan invariant mass closest to the
Z mass is chosen. The event is accepted if the invariant matsgsodi-muon system is closer to the
7 mass thare0G ev . Likewise, from the jet collection only jets in the centrabion with§ j< 1:3 are

3Neverthelessz decays into electron-positron pairs are very useful, si@ady the electromagnetic energy scale is known
more precisely than the hadronic one and also here trackniaiion can be exploited.
¥ = n(tan )
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Fig. 46: Ratio of inclusive jet cross sections as in Eig. 44fouevents with Pythia tune SO.

selected where uncalibrated but otherwise reliable jetggnmeasurements are expected. In addition,
the jets are required to have a minimal transverse momenfut®ev .

In the current implementation of the analysis, all stabltiglas are selected as input objects to the
jet algorithm, including the two muons from the decay of théoson. This leads to two fake jets in the
event which have to be removed manually from the jet colbectiThis is done by discarding jets which
lie inside a cone of R < 035 around the directions of the two muoif§.As thez -jet system is balanced
in azimuth , the muon fake jets are in the opposite hemisphere and drerdd not interfere with the
determination of the properties of the jet balancing th&oson so that the final state truth definition
given in the introduction still holds.

In order to ensure a clean sample of events in which the Z bissexactly balanced against one
jet of the hard process, the second leading jet in transves®aentum is required to have less thar
of the transverse momentum of the Z boson. In addition, taditey jet inp; is required to be opposite
in azimuthal angle by complying withj (&t;2 ) j< 0:5.

The relative deviation of the reconstructed jetfrom the transverse momentum of the balancing
z boson(pr;+« @z )=prz Is determined independently for each range in the hardexss momen-
tum scale set for the event generation. The mean and widtieaEtative difference of jet and bosen
is performed in a two step procedure employing Gaussian fiev@the first one is seeded with the mean
and root mean squared (RMS) of the corresponding histogfdma.second fit then uses the result of the
first step as input.

Br=()2+ ()2
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Fig. 47: Relative deviation between the transverse momeiatithe jet and the balancing boson from a Gaussian fit of fully
hadronized Pythia tune DWT events versusfor jet sizesr of 0:3 up to 1:0 for the Midpoint cone (upper left), SISCone
(upper right) x: (lower left) and Cambridge/Aachen algorithm (lower right)

Figure[4T presents this observable for fully hadronizechigaytine DWT events versus: for jet
sizesr of 03 up to 10 of the investigated algorithms. All four exhibit a very slaribehaviour that
small jet sizes on average under- and large jet sizes owrbalthe transverse momentum of the
Above 500G ev this difference remains well beloas . To smaller transverse momenta the balance
gets increasingly worse. No particular advantage can bifae for any of the four algorithms and it
is always possible to choose a suitable jet size to mininfigedeviations. But any such choice depends,
of course, heavily on the interplay of jet energy loss duegiitqn showers and hadronization and energy
gain because of the underlying event.

To give an estimate of the influence of the underlying evér,same quantity is shown for com-
parison in Fig[4B for the alternative Pythia tune SO for therfalgorithms. The smaller jet sizes show
nearly the same behaviour for both tunes. For the largelizess slight loss in energy for the tune SO
compared to DWT is exhibited. The effect decreases for targasverse momenta.

In order to examine the influence of the underlying event @nj¢th energy in dependence of the
jet size, the mean of the relative deviation between thestienrse momentum of the jet and the balancing
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Fig. 48: Same as Fif_ #7 but for Pythia tune SO.
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7. boson is shown in Fid. 49 for fully hadronized Pythia tune DWWents with and without multiple
interactions. Having disabled multiple interactions, tifa@msverse momentum of the jet is systematically
underestimated compared to theboson. This effect decreases for largeparameters but remains
visible which indicates that the jet algorithms do not acuolate the whole energy of the parton into the
jet. So without the MPI even the largest employed jet sizeligauffices to collect all energy to balance
the bosorp; . This feature is compensated by acquiring additional gnam the underlying event into
the jet. Enabling multiple interactions, the larger jeesinow overestimate the transverse momentum as

shown in Fig[4F.

Concluding, no particular advantage of any jet algorithm lsa derived with respect to the jet and
z boson momentum balance. Preferred jet sizes depend heavilye multiple parton interactions and
can only be selected once the underlying event has beemdeégl more precisely at the LHC.

114 #
In the last section, we evaluate the impact of the jet algor# and jet sizes on the mass reconstruction

of a heavy resonance. More specifically, we look at the pgiges  gg !

' gg

Ftsas a "monochromatic”

gluon source. In order to reduce to a large degree the effabiedinite Higgs width, on the one hand
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Fig. 49: Same as Fifg. %7 but with multiple parton interactiswitched off.

side we allow the actual Higgs mass in an event to deviate frmmmominal one only by 50G ev, on
the other hand, when comparing the mass reconstructed fretwb gluon jets, the remaining difference
to the nominal mass is compensated for. The two jets areramjtd be the leading jets in transverse
momentum with a separation in rapi of ¥+  verojsmaller tharl. To avoid potential problems
with the gg production channel for large Higgs masses we decided tdeoaly the weak boson fusion,
process numbers23 and124 in Pythia, Ref. [85].

Nevertheless it proved to be difficult to define quality obabies, since Breit-Wigner as well
as Gaussian fits or combinations thereof do not in generdl desktcribe the mass distributions for all
jet sizes. At smalrR up to 0:4 the substructure of gluon jets is resolved instead of featwf the
hard process. At intermediate resolutions a small mass gtaits to reappear leading to asymmetric
distributions which are especially awkward to deal with.e®ame problems arise in the reconstruction
of a z “mass which is investigated in more detail in chapidr 10 ofeharoceedings. For comparison
we use a similar approach here and look for the smallest miaw containing25% of all events. As
reconstructed mass value we simply chose the median, whagtienoutside the location of the smallest
window, since we primarily consider the width as quality s&& and not the obtained mass. Fidure 50

36, _ 1 E+Dpy
y= ZhE Pz
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displays as example the determined mass windows and mddiatiee SISCone algorithm with cone
sizes0:4 and 09 for the two nominal Higgs masses &0 and1000G &V .

In Figure[51 the reconstructed Higgs mass and width, defisededian and the minimal mass
window, is shown for all four jet algorithms versus the jetesfor the four nominal resonance masses of
300, 500, 700 and1000G ev. Obviously, the median systematically underestimatestiminal mass
for larger Higgs masses.

Finally, in Fig.[52 the derived minimal mass window sizes presented in dependence of the jet
sizeRr for all jet algorithms and four nominal masses of the Higgsdio Systematically, the cone type
algorithms perform somewhat better than the sequentiainémation ones in the sense that they lead
to smaller reconstructed widths.

Conclusions

As already observed previously, hadronization correstifam inclusive jets, especially at low transverse
momenta, are smaller for jet algorithms of the sequentiedmbination type ¥, Cambridge/Aachen).
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versus the jet size. For better visibility the points haverbslightly displaced im for the different jet algorithms.

For the purpose of inclusive jet spectra, however, one idgrénantly interested in the newly accessible
regime of transverse momenta above600G v or just below. In addition, in the complete correction
a partial cancellation occurs of hadronization effects emwtributions from the underlying event where
no algorithm showed a distinctly better performance thandthers. So provided the current extrapo-
lations of the underlying event, one of the largest unknqvame roughly comparable to what will be
measured, all algorithms are equally well suited. For thedyesis of thez plus jets momentum balance
no particular advantage of any jet algorithm was observdtther In the case of the characterization of
the reconstructed Higgs resonance via the median and thmalimass window containings% of the
events as proposed in chapfet 10, the cone type algorithriidpéimt cone, SISCone) exhibit smaller
widths.

Concerning jet sizes, the inclusive jets analysis andztipdus jet balance prefer medium jet sizes
R of 0:4t0 038, i.e. somewhat smaller than the habitual valug of 1 before. This is in agreement with
the expected higher jet multiplicities and larger undexdyevent contributions at LHC energies which
require a higher jet resolution power. For the reconstaicof the Higgs resonance, especially here from
two gluon jets, larger jet sizes of 0:8 or 0:9 are required. For jet sizes below 0:5 one resolves the
substructure of the gluon jets instead of recombining atbgleproducts of the resonance.
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Fig. 52: Minimal mass window sizes in dependence of the retrsifor all jet algorithms and four nominal masses of the Higgs
boson.

Concluding, the suitability of the considered four jet alfons was investigated for three types of
analyses and no decisive advantage for a particular oneouas fwithin the scope of this study. So apart
from the fact that Midpoint cone is not collinear- and in&drsafe and was merely used for comparison,
further investigations have to be performed with respeaxperimental aspects. We have shown that
especially the underlying event can be expected to havendisant impact on the presented analyses.
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12 A STUDY OF JET ALGORITHMS USING THE SPARTYJET TOOL
12.1 Introduction

Almost all LHC physics channels will contain jets in the firshte. For this reason, jet clustering
algorithms deserve a great deal of attention. Even thoudiohacollider experiments have reconstructed
jets for over 30 years, until recently the precision reacaetiadron machines was not sensitive to the
differences between the different jet algorithms. In additthe available computing power often limited
the choice of jet algorithms that were practical to use.

With the recent precision measurements from the Tevatmmhjralight of the expectations for the
LHC, it is worthwhile to re-examine the impact jet algoriterdo make at hadron colliders, especially as
new algorithms and ideas are being developed. Our aim inctmsribution is to provide a systematic
study of some characteristics of representative jet dlimgt@lgorithms and parameters, using as an input
one of the closest analogues an experiment can provide tevémiors, the ATLAS topological clusters.
These are calorimeter clusters already calibrated forctlmteneasurement effects, to effectively the
hadron level. These topoclusters are passed to the chptaligorithms by the SpartyJet [146] tool, an
interface to the major clustering algorithms that allowsyeghange and control over relevant parameters.

12.2 Algorithms considered

Jet clustering algorithms can be divided into two main @asscones and iterative recombination (as
for example thekx; algorithm). Historically, in hadron colliders, primarilgone algorithms have been
used, being the only algorithm fast enough for use at tridgeel, and for fear of large systematic
effects in busy multi-jet environments from recombinatedgorithms. Fast implementations of the
algorithm [144], as well as the first papers performing @wieei measurements with it [155,157] call for
a detailed comparison of the algorithm with cone-based ones.

Many implementations of cone algorithms have been devedlayer the years (and the exper-
iments). Many of them have been shown to suffer from infresafkty issues, i.e. the results of the
algorithm can change if very soft particles, that do notciffee overall topology of the event, are added
or subtracted. Unfortunately, algorithms that have longrbthe default for large experiments, such as
JetClu for CDF and the Atlas cone for Atlas, belong to thiggaty. Other algorithms, such as Midpoint
[127,129] are stable under infrared correction for most @bili not all) cases. But, since they start clus-
tering jets around energy depositions larger than a givarev@eed threshold), the outcome will depend
in principle on the value of this threshold. The manner inchihthis will affect clustering under real ex-
perimental conditions is one of the questions we will attetoaddress in this study. Finally, a seedless
infrared-safe cone algorithm has recently emerged [128}iding most of the desirable features a cone
algorithm needs from the theoretical point of view and a kingease of use as previous cone algorithms.
Its adoption by the experimental community has been slowtdltige lack of a comprehensive compari-
son with more traditional approaches. Most of the studiesgmted in the following sections will involve
comparisons between the algorithm (for the two different cone sizes of 0.4 and 0.6§ egacy Atlas
cone and the Midpoint cone algorithm (for a cone size of @t¥ Cambridge/Aachen algorithm (similar
to thek; algorithm, but only using the distance between clustersremidheir energy) and the seedless
infrared cone algorithm (SISCone; cone size of 0.4). Thhowg this contribution, these algorithms will
be identified by the same color, i.e. black for Kt04, red fob&tgreen for the Atlas cone(04), dark blue
for SISCone(04), pink for MidPoint(04) and light blue for @haridge/Aachen.

12.3 Datasets

To perform our studies, we have used the Monte Carlo datgsethiced in the context of the Atlas
CSC notes exercise. In particular, we are interested in #f@Wor of jet algorithms in a multi-jet

’Contributed by: M. Campanelli, K. Geerlings, J. Huston
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environment and in the endcap region where small changéastec position can result in large rapidity
differences. It was therefore natural to use samples frorjets and VBF Higgs channels. The former
were generated with ALPGEN [29], (interfaced to Herwig), floe case of ai boson decaying into a
muon and a neutrino, produced in association with a numbpadbns ranging from 0 to 5; the latter
are Herwig [163] samples, with a Higge ¢ = 120 GeV) decaying into tau pairs, with each of the taus
decaying into an electron or a muon and neutrinos.

Unless otherwise specified, the different algorithms arean the same datasets; therefore, the
results obtained are not statistically independent, amuh emall differences can be significant. Jets
reconstructed with the jet axis closer tham = 0:4 with respect to the closest lepton (either from W
decayora fromH ! ) are discarded, in to avoid biasing the jet reconstructieriggmances either
by inclusion of those leptons in the jet, or by calling jet ptta or a tau decay product altogether.

12.4 Jet Multiplicity

The first variable we examined is the jet multiplicity for e¥® with a leptonically decaying W and a
number of partons varying from 0 to 5.
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Fig. 53: Number of reconstructed jets for W + n partons Mongéel@; with the number of partons increasing (from 0 to 5) as
the plot order.

The reconstructed number of jets with > 20 GeV for the various algorithms (with color code
as in the end of the “Algorithms considered” session) is showFigure [58, where each plot represents
a different number of generated partons. To understandrémels somewhat better, Figute]54 shows
the difference between the mean number of reconstructediet the number of partons, while Figure
shows the RMS of this distribution. As expected, the ithistion of the number of reconstructed jets
broadens as the number of partons increases, both at rectdestand generator level. Since only jets
passing the 20 GeY; cut are included, it is understandable that the multiglissthigher for the Kt06
than for the Kt04 algorithm. This is true as well for largenatltiplicities, where the effect of the smaller
available phase space for the larger jet size is not reldeatihe multiplicities considered. On the other
hand, SISCone tends to reconstruct a smaller number ohetsthe other algorithms.
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12.5 Matching efficiency

One of the most important characteristics of a jet algoritkitine ability to correctly find, after detector
effects, jet directions as close as possible to the gerterates. Since a parton does not have a well-
defined physical meaning, we stress again here that all c@sopa between generated and reconstructed
guantities are done with jets reconstructed from stabléigkes at the hadron level, using the same
algorithm as at detector level. Matching efficiencies arindd as the number of hadron level jets in a
givenpr or bin that have a reconstructed jet within a given cut.

The R distribution between the generated and the closest racoted jet is shown on the left
side of Figure[ 5b for the four algorithms studied in the poex section, for a dataset of W + 2 partons
Monte Carlo. We see that the Kt06 algorithm has the largesinmalue of R, and therefore the worst
matching, probably because of fluctuations far from the obtbe jet. The same distribution for jets in
VBF Higgs events shows a smalleR for all clustering algorithms, showing that, in generagtoming
between generated and reconstructed jets is better in VBsHhan inw  + parton events. To better
understand the properties of matching, we will study itsav@bur as a function of jet kinematics. Figure
shows the efficiency for varioys bins and for a range ofk cuts for the algorithms considered in
the previous session, on a dataset of W + 2 partons Monte .(Jaotall algorithms, an efficiency higher
than 95% (in red) is reached at high jet momenta even for digiké R cuts, while small differences
among algorithms emerge at lower jet momenta. If we takelibessof this 2d plot corresponding to the
cuts R < 0:3and R < 0:4, respectively, we obtain the results in Figuré_] 58.

These plots were produced fromwa + 2 partons dataset, but all other datasets exhibit a similar
behaviour, even for large parton multiplicities (see FegH9 for W + 5 partons). SISCone does a very
good job under these difficult situations, and fears ofkhealgorithm picking up too much underlying
event seem justified only in the case of large jet size. Themivay efficiency as a function of the jet

for VBF Higgs events is shown in Figurel60. It is interestimgnbte how the endcap region, with
2 < j j< 3, equipped with a Liquid Argon calorimeter with good poirgtinapabilities, is on average
more efficient than the barrel and the very forward endcape different distribution, as well as the
harder spectrum, may explain why jets from VBF Higgs evemtgeha better matching efficiency than
those fromiw + parton events.
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12.6 Seed threshold and split/merge parameter

An obvious argument in favour of a seedless clustering alyaris that the seed threshold is in princi-
ple an arbitrary parameter, and the dependence of jet reactien on arbitrary parameters should be
avoided as much as possible. On the other hand, from theimgrgal point of view, any seed below
the calorimeter noise-suppression cut should be equilyaded no dependence on seed threshold should
be observed for reasonable values of this parameter. Tthisdtypothesis, we looked @t + 5 parton
events, with very low jeb; threshold (10 GeV). The number of jets reconstructed wighihdPoint
algorithm with seed thresholds of 0.1, 1 and 2 GeV is shownigurié [61. We see that no significant
difference is found for the different seed values, so tharcthat reasonable seed values lead to similar
results seems justified, at least for inclusive distrigiof the type examined here. This fact does not
reduce the merits of the seedless algorithm.

To address the issue of the dependence of jet clusteringeaspth/merge parameter, we clustered
W + 2 parton events using the Atlas cone and SISCone algorithithghis parameter set to 0.5, 0.625
and 0.75. Large differences are observed, as seen for egdimpthe SISCone case in Figure ] 62.
Perhaps a systematic study to fine tune this parameter ceudddul. We noticed that, out of the three
options considered here, the best value of this paramet#gasithm-dependent, and is in fact 0.5 for
the Atlas cone and 0.75 for SISCone, which are presently eéfeutt values for these algorithms.

12.7 Energy reconstruction

Even after compensation for the different calorimeter oese to electromagnetic and hadronic showers,
Atlas topological clusters currently underestimate thiltgisible energy by about 5% due to noise-
suppression thresholds, particle losses, inefficiendies Ehis effect results in a systematically higher
hadron-level energy with respect to the detector-level, @mel is visible as a function of jet; and

forw + 2 parton events in Figur€sl63 dnd 64. As expected, this biasger for low-energy jets where
the relative importance of low-energy clusters (more pranksses etc.) is higher. Also, the behavior
in regions close to the badly-instrumented parts of theatletaliffers considerably between the various
algorithms.
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12.8 Cross sections

The study ofWw + n jet cross sections, i.e. the distributions of the most energetic jet for various
jet multiplicities, allows a study of the effect of jet clesing on energy distributions as well as on jet
multiplicities. To select events with W boson decays intolamand a neutrino, we require the presence
in the event of a muon of at least 25 GeV in the acceptancemnegio< 2:4 and missing transverse
energy of at least 25 GeV. We accept jets if they have trassw@omentum larger than 15 Gey,j< 5
and R > 0:4 with respect to the muon. Events are classified accordinggmtimber of reconstructed
jets. We studied the distribution of the of the leading jet fow + n parton events. For space reasons,
we show here only those obtained with the+ 2 parton sample, but all other distribution show similar
characteristics. The reconstructed spectra of the legdingre shown in Figure§_65. We see that the
different behavior observed for the jets reconstructedhwie KT06 algorithm is mainly due to the very
soft region. Since, with this jet size, there is the tendesfcseconstructing a larger average number of
jets, there are fewer events placed inthet 1 jet category (the red histogram is always below the others
for the first plot), and more in the cases where the reconstumultiplicity is higher than the generated
one (all plots from the third on). However, looking at the spectra, we realize that this effect is mainly
present for events with a soft leading jet, while for hardraséi.e. for highero; of the leading jets) all
distributions tend to converge.

12.9 Pileup

We know that in the first phases of LHC operation, the protomsdg in the bunches will be already
high enough for the events to exhibit non-negligible pilelyo study of clustering algorithms would
be complete without an assessment on the behaviour undisticeainning conditions. Assuming that
pileup can be added linearly to the event, we overlappea thmi@imum-bias events to the + partons
and Higgs VBF events considered in the previous sectiortsggamined how the quantities considered
above are modified for the various algorithms.

The first property studied here is the jet multiplicity. We=dhat the distribution of the number
of jets for thew + partons sample (Fid._66) is modified. The behavior of th@ouaralgorithms can be
seen in the mean value and RMS of the reconstructed muitypis a function of the number of partons
(Figures[6Y an 68). A direct comparison between the natpind pileup case is made in Figlré 69,

78



X 5 . ¥
20 30 40 50 60 70 80 90 100 110 20 30 40 50 60 70 80 90 100 110 20 30 40 50 60 70 80 90 100 110

Jet pT (GeV) Jet pT (GeV) Jet pT (GeV)

©
€ go.g
©
nos
0.7
0.6

0.5}
0.4
0.3}
0.2}

0. ..
20 30 40 50 60 70 80 90 100 110 20 30 40 50 60 70 80 90 100 110 20 30 40 50 60 70 80 90 100 110

Jet pT (GeV) Jet pT (GeV) Jet pT (GeV)

Fig. 57: Matching efficiency as a function of jet and R cut forw + 2 partons.

where we show the average number of reconstructed jets GsHVBF events without and with pileup.
Kt04 and SISCone are the two algorithms that are less sengitithe presence of pileup.

In order to study the influence of pileup on the kinematicrdistions for the reconstructed jets,
Figure [Z0 shows the ratio of the: distributions with and without pileup for each reconstadtiet
multiplicity, for W + 2 parton events.

The presence of pileup, leading to a modification of the je$ arection, also influences the
matching efficiency between hadron level and detector lgtel The efficiency as a function of jgt
and , computed using the same definition as in the previous sextie shown in Figurds¥1 and]72.
Again, the scale of robustness of the various algorithmbégtesence of pileup obtained from the other
tests is confirmed.

Finally, we tested the effect of using different algoritharsa simple forward jet selection, aiming
at a discrimination of VBF Higgs events from the backgroumtie following cuts were applied to the
VBF Higgs and to ther + 2 partons and the + 3 partons Monte Carlo:

Two jets with2 > 40 GeV andp.? > 20 GeV
Both jets have R > 0:4 with respect to tau decay products
12> 44
Invariant mass between the two jets7r00 GeV
No third jet with§ j< 32andp > 30
The efficiencies obtained in the three samples for threeefahalgorithms under study here are sum-
marized in Tabl€12]9.

While the change in efficiency for the Higgs signal is quitergirzal, the same cannot be said for
the difference in background rejection. Here the algor&himat have proven to be more robust under
the influence of pileup exhibit a much better backgroundctega, and can improve the power of the
analysis.

12.10 Conclusions

In this note we have systematically explored the behavisewéral jet algorithms, Kt (with different jet
sizes, corresponding to the choice of D parameter of 0.4 a)d the Atlas Cone, SISCone, MidPoint
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Algorithm VBF Higgs | W + 2p W + 3p
Cone 04 159 04 | 0.37 0.03 1.17 0.0%
KT 04 151 0.4 | 0.17 0.02 0.85 0.0
SISCOne 04 14.2 0.4 | 0.17 0.02 0.76 0.04

cE

-+

Table 8: Selection efficiency for the forward jet cuts ddsed in the text, for the various algorithms applied to the¢h¥onte
Carlo samples of VBF Higgsy + 2 andw + 3 partons

(all for cone size of 0.4) and Cambridge/Aachen, on sevasatbmarks with and without the presence
of pileup. The comparison of the smaller and larger jet sindhe k; algorithm has shown that the use

of larger jets deteriorates the resolution in jet directiand is more vulnerable to the presence of pileup,
so should be avoided for the purpose of jet finding, even ifaiyrhe more accurate in determining the

jet energy.

The comparison of the different algorithms with approxietatthe same jet size, corresponding
to a radius of 0.4, indicates that the and SISCone algorithms have proven to be as good or better tha
algorithms more traditionally used in hadron colliders.
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