
Beam emittance measurement with laser wire scanners
in the International Linear Collider beam delivery system

I. Agapov*
CERN, CH-1211 Geneva 23, Switzerland

G. A. Blair†

John Adams Institute at Royal Holloway University London, Egham, Surrey, TW20 0EX, United Kingdom

M. Woodley‡

SLAC, 2575 Sand Hill Road, Menlo Park, California 94025, USA
(Received 12 April 2007; published 9 November 2007)

Accurate measurement of the beam phase space is essential for the next generation of electron
accelerators. A scheme for beam optics optimization and beam matrix reconstruction algorithms for
the diagnostics section of the beam delivery system of the International Linear Collider (ILC) based on
laser-wire beam profile monitors are discussed. Possible modes of operation of the laser-wire system
together with their corresponding performance are presented. Based on these results, prospects for
reconstructing the ILC beam emittance from representative laser-wire beam size measurements are
evaluated.
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I. INTRODUCTION

Future electron machines will need accurate determina-
tion and monitoring of their transverse phase space in order
to meet their challenging performance specifications. In
this paper, prospects for the transverse emittance measure-
ments at the International Linear Collider (ILC) are pre-
sented, with special emphasis on the beam delivery system
(BDS).

The main parameters of the ILC [1,2] are presented in
Table I.

The ILC luminosity L is given by [3]

 L �
NtrainN

2
ef

4���ey�
�
ex
�HD; (1)

where the asterisk denotes the value at the e�e� interaction
point (IP).HD is the disruption parameter due to the mutual
attraction of electrons and positrons in the collision and has
value HD ’ 2. Although the beam sizes at the IP depend
strongly on the aberrations in the final-focus system, ac-
curate measurement of beam parameters upstream of the
final focus is required to tune the main linac performance.
The information about the transverse beam phase space is
gained by putting beam profile scanners at several loca-
tions along the beam line. The vertical beam sizes in the
diagnostics section of the beam delivery system of the ILC
are of order of 1 �m which is too small to measure with a
solid wire, so the transverse beam profile measurements
will be performed by the laser-wire (LW) system [4,5]. A

similar situation applies to portions of the ring-to-main-
linac and the main linac sections of the ILC.

In contrast to a ring machine, where an individual bunch
can be measured many times as it passes around the ring,
the emittance measurement in the ILC BDS will need to be
performed on a single-pass basis. This will require laser-
wire scans that sample across successive bunches within a
train, necessarily involving both a projection of any bunch
position jitter and an averaging over successive bunches.
The analysis described below of the extraction of the
emittance from the bunch dimension measurements ap-
plies equally to circular and linear machines, although
additional allowances for variations between ILC trains
may also be necessary, for instance when performing
quadrupole scans or measurements of linear dispersion.
Throughout this paper, the electron bunch is assumed to
be pure Gaussian; an extension of the analysis presented
here to more realistic post-linac ILC bunch profiles will be
included in a future publication.

In Sec. II the beam matrix reconstruction using a series
of beam profile monitors is described. This section deals

TABLE I. Nominal ILC parameters.

Beam energy E 250 (500) GeV

Normalized horizontal emittance ��x 10�5 m rad
Normalized vertical emittance ��y 4� 10�8 m rad
Train repetition rate f 5 Hz
Number of bunches per train Ntrain 2625
Interbunch spacing 369 ns
Bunch length Lb 300 �m
Number of electrons per bunch Ne 2 �1010
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mostly with an analysis of how the emittance measurement
error depends on the precision of the beam profile mea-
surement. The general ideas behind the beam matrix re-
construction method described here are well known (see
e.g. [6–9]). After presenting the framework we discuss
numerical algorithms for matrix reconstruction and intro-
duce a numerical criterion allowing beam optics optimiza-
tion. Simulations of emittance reconstruction using ILC
parameters are presented. The methods described in this
section are independent of the type of the beam profile
monitor or beam sizes.

In Sec. III the LW beam profile monitor is introduced
and its use in the measurement of transverse beam profiles
is described. The LW is useful as a noninvasive device to
measure electron beam profiles ranging from a few tens of
microns down to the micron scale. Issues of Gaussian beam
optics that influence the measurement are discussed and
quantitative results presented. We conclude by quoting the
requirements on the laser-wire system, plus associated
laser specifications necessary to achieve the desired emit-
tance measurement precision of a few percent.

Laser-wire specifications are given for the beam sizes
relevant to the 500 GeV beam (1 TeV center of mass)
machine upgrade, which is more challenging because the
bunches are smaller. Other issues such as beam matrix
reconstruction methods are independent of the beam en-
ergy and the results shown are normally for the 250 GeV
beam.

II. BEAM MATRIX RECONSTRUCTION

In this section we first describe the standard approach to
reconstructing the 4D coupled beam matrix with the least-
squares fit method [6]. In the presence of coupling the
emittance reconstruction precision falls dramatically with
the beam size measurement error. The Cholesky decom-
position method is analyzed as an option to reduce this
effect.

We further introduce a criterion which allows numerical
optimization of beam line lattice parameters to minimize
the error of the emittance measurement. The contributions
to the beam profile scan from effects such as beam jitter is
discussed towards the end of the section. The described
methods were used to simulate the emittance reconstruc-
tion process with the ILC lattice and with the beam size
measurement precision predicted in Sec. III.

A. Beam matrix reconstruction from measured
beam sizes

One is generally interested in reconstructing the
�x; x0; y; y0; �p

p ;�t� beam phase space. To the first order it

is given by correlations like hxx0i, hx �p
p i, etc. The trans-

verse coordinates r can be represented as the sum of the
betatron oscillations r� and dispersive trajectory � �p

p ,

 r � �x; x0; y; y0�; r� � �x�; x
0
�; y�; y

0
��

r � r� � �
�p
p
;

where the dispersion vector is

 � � ��x; �0x; �y; �0y�:

Ideally dispersion should be zero in the diagnostics
section. But in reality some residual dispersion can be
present. The dispersion at the beginning of the transfer
line is defined as [10]

 �0 �

�
r

�p
p

��
�2
E;

where �2
E � h�

�p
p �

2i is the rms momentum spread. The
transverse beam envelope matrix is then defined as

 � � hrrTi �
��
r� � �

�p
p

��
r� � �

�p
p

�
T
�

or

 � �

hx2i hxx0i hxyi hxy0i
hxx0i hx02i hx0yi hx0y0i
hxyi hx0yi hy2i hyy0i
hxy0i hx0y0i hyy0i hy02i

2
6664

3
7775:

The equations for dispersion and betatron coordinates are
[10]

 r00� � K�s�r� � 0 �00 � K�s�� �
1

	
;

where 1=	 is the orbit curvature. We assume that in the
diagnostics section the beam orbit is first aligned suffi-
ciently close to the magnet axis so that the additional
dispersion created there can be neglected. Then one can
write down the coordinates at each scanner location i in
terms of transfer matrices [11] as

 r�;i � Rir�;0 �i � Ri�0

and thus

 ri � Ri

�
r�;0 � �0

�p
p

�
� Rir0 �i � Ri�0RTi : (2)

This definition of the beam matrix already includes
effects of the dispersion.

The phase space occupied by a (generally coupled)
beam can be quantified by the intrinsic emittances "1;2

[12]. They are recovered from the beam matrix constructed
from the betatron coordinates only by bringing it to a
diagonal form:
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 �� � hr�r
T
�i

�� � Q ���Q
T ��� �

"1 0 0 0
0 "1 0 0
0 0 "2 0
0 0 0 "2

26664
37775:

In what follows, ‘‘vertical’’ emittance usually denotes
the smaller of the intrinsic emittances. The projected (ver-
tical) emittance is defined as

 �y � det
hy2i hyy0i
hyy0i hy02i

� �
:

It will coincide with the intrinsic emittance if the beam is
uncoupled but will be larger if the coupling is present. We
can rewrite the beam matrix as

 �0 �

�1 �2 �3 �4

�2 �5 �6 �7

�3 �6 �8 �9

�4 �7 �9 �10

26664
37775;

and we need at least ten measurements to accomplish the
task. At a scanner location in the beam line it is possible to
measure three values, hx2i, hy2i, and hxyi, with the help of a
horizontal, a vertical, and a tilted wire scanner. The ten
values can be obtained either by changing the optics in a
controlled manner at the wire location [6–8] or by locating
the wires at different positions in the beam line. For the
ILC, one aims at fast intratrain scanning for which the
former method is not possible.

The elements of the beam matrix can be obtained ana-
lytically when the coupling elements are neglected and the
total number of wire scanners is six (three for each plane,
two scanners at each location) that are suitably spaced in
the betatron phase [9]. For more general cases, it is how-
ever convenient to have a numerical procedure for the
beam matrix reconstruction, which will be now described.
Let the measured values of hx2i, hy2i, and hxyi be

 �̂i1 �̂i8 �̂i3

with i � 1:Nscanners. Let �k be the elements of the beam
matrix at the location where the beam transfer matrices R
are evaluated from. Assuming that the transport matrices
are uncoupled in the diagnostics section (coupling intro-
duced by misalignment errors is neglected), one obtains by
equating coefficients in Eq. (2)
 

�̂i1 � R2
11;i�1 � 2R11;iR12;i�2 � R2

12;i�5

�̂i8 � R2
33;i�8 � 2R33;iR34;i�9 � R

2
34;i�10

�̂i3 � R11;iR33;i�3 � R11;iR34;i�4 � R12;iR33;i�6

� R12;iR34;i�7

for i � 1:Nscanners. Define:

 

MX �

R2
11;1 2R11;1R12;1 R2

12;1

R2
11;2 2R11;2R12;2 R2

12;2

R2
11;3 2R11;3R12;3 R2

12;3

� � � � � � � � �

26666664

37777775

MY �

R2
33;1 2R33;1R34;1 R2

34;1

R2
33;2 2R33;2R34;2 R2

34;2

R2
33;3 2R33;3R34;3 R2

34;3

� � � � � � � � �

26666664

37777775

MXY �

R11;1R33;1 R11;1R34;1 R12;1R33;1 R12;1R34;1

R11;2R33;2 R11;2R34;2 R12;2R33;2 R12;1R34;2

R11;3R33;3 R11;3R34;3 R12;3R33;3 R12;1R34;3

� � � � � � � � � � � �

2666664

3777775:

The problem then reduces to three uncoupled sets of
equations:

 MX

�1

�2

�5

264
375 � �̂1

1

�̂2
1

� � �

264
375; MY

�8

�9

�10

264
375 � �̂1

8

�̂2
8

� � �

264
375;

MXY

�3

�4

�6

�7

26664
37775 �

�̂1
3

�̂2
3

� � �

2
64

3
75

(3)

and each set is solved separately by a least-squares fit. This
may lead to an unphysical result (a nonpositive beam
matrix) when the measurement is sufficiently noisy. A
typical dependency of the fraction of nonpositive matrices
on the relative measurement error is shown in Fig. 1. Here
the 4D diagnostics section with 6 laser-wire stations and
nominal ILC parameters were assumed. A common rela-
tive measurement error is assumed for both the horizontal
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FIG. 1. Beam matrix rejection fraction vs relative beam size
measurement error level for the 4D ILC emittance measurement
section with 6 scanners.
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and vertical dimensions, for reasons outlined below in
Sec. II C 4.

A way to avoid nonpositive beam matrices is to search
for the beam matrix as a Cholesky decomposition [13,14]

 �0 � GGT

where G 2 R4�4 is lower (or upper) triangular with posi-
tive diagonal entries. From the point of view of numerical
errors, the lower triangular representation should be used
when the horizontal emittance is smaller than the vertical,
and the upper in the opposite case. This procedure intro-
duces biasing to the emittance measurement, however it
seems to be advantageous when either a small number of
measurements is available or when a larger measurement
error results in a high rejection fraction (fraction of non-
positive matrices). In Figs. 2 and 3 examples of emittance
fits using simulated beam size measurement data in the 4D
ILC emittance measurement section are shown. A relative
error of 35% was introduced to the simulated data. Both
methods yield a significantly biased mean emittance.
However, the Cholesky decomposition method results in
an increase of statistics (i.e. physically meaningful fits) by
a factor of 3.

When large statistics are available, the straightforward
method performs satisfactorily. For the ILC one aims at
about 1%–5% measurement errors within a bunch train. In
this range the choice of algorithm is not important during
stable operation, however the Cholesky decomposition
method will be helpful in certain cases, for instance during
the measurement tune-up when the errors are large.

In the presence of coupling, the intrinsic emittance is
smaller than the projected one. With measurement errors
the center of the distribution of reconstructed intrinsic
emittances is shifted towards smaller values even if the
real beam is uncoupled [12] (also seen in Figs. 2 and 3).

The distribution of projected emittances does not shift, so
care should be taken if the difference between the projected
and the intrinsic emittances is used to evaluate the coupling
correction.

When beam position measurements are available and it
is possible to vary the beam energy, the dispersion func-
tions can be measured at wire locations. Supposing the
measurement vector is f�̂ig, the initial dispersion is recov-
ered with a least-squares fit from

 M�X;�Y
�X0;Y0

�0X0;Y0

" #
� �̂iX;Y

with

 M�X �

R11;1 R12;1

R11;2 R12;3

R11;3 R12;4

� � � � � �

26664
37775 M�Y �

R33;1 R34;1

R33;2 R34;3

R33;3 R34;4

� � � � � �

26664
37775:

The dispersion model used here might not be adequate
since in reality the bunches coming from the linac might
have a complicated correlation pattern. Its correction in
combination with the emittance measurement is the subject
of a separate work. So in what follows we will not analyze
the effect of dispersion apart from estimating its influence
on the beam profile measurement.

B. Beam optics for the diagnostics section

Concepts of optics for 2D and 4D diagnostics sections
were presented in [15]. For optimal performance the diag-
nostics section lattice should be designed so that the beam
sizes and aspect ratios at the wire location are optimal for
scanning performance and that the solutions of Eqs. (3) are
only weakly sensitive to perturbations of the right-hand
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FIG. 3. Example of a least-squares emittance fit with the
Cholesky decomposition (35% error level, 4D ILC optics).
The amount of statistics with the Cholesky method is about 3
times larger. It is however more biased. The true emittance is
0:079 �m ��rad.
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FIG. 2. Example of a direct least-squares emittance fit (35%
error level, 4D ILC optics). The true emittance is 0:079 �m �
�rad.
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side. For optics analysis it is convenient to express the
R-matrices in terms of Twiss parameters [16]. In the un-
coupled case

 R �
R�x� 0

0 R�y�

" #
;

where, assuming periodic optics,

 R�x;y� �
cos��� 
 sin�� � sin��
� �1�


2�
� sin�� cos��� 
 sin��

" #
:

Assuming further that the wire locations are at the
maxima of the �-functions in order to optimize the spot-
size resolution, 
 vanishes and the matrices MX, MY , and
MXY will have the form

 

MX �

cos2��x;1 2�x cos��x;1 sin��x;1 �2
xsin2��x;1

cos2��x;2 2�x cos��x;2 sin��x;2 �2
xsin2��x;2

cos2��x;3 2�x cos��x;3 sin��x;3 �2
xsin2��x;3

� � � � � � � � �

2
666664

3
777775

MY �

cos2��y;1 2�y cos��y;1 sin��y;1 �2
ysin2��y;1

cos2��y;2 2�y cos��y;2 sin��y;2 �2
ysin2��y;2

cos2��y;3 2�y cos��y;3 sin��y;3 �2
ysin2��y;3

� � � � � � � � �

2666664

3777775

and

 MXY � fm
ij
XYg (4)

 mi;1
XY �

1

2
	cos���x � ��y� � cos���x � ��y�


mi;2
XY �

�y
2
	sin���x � ��y� � sin���x � ��y�


mi;3
XY �

�y
2
	sin���x � ��y� � sin���x � ��y�


mi;4
XY �

�x�y
2
	cos���x � ��y� � cos���x ���y�
::

(5)

One can choose the optimality criterion for the lattice to
be the condition numbers of the corresponding matrices
[13,14],

 �i � cond�Mi� � kMikkM
�1
i k:

Here the norm of a matrix M is defined as the maximum
value of kMxk over all vectors of unit lengths

 kMk � max
kxk�1

kMxk:

The condition number is used to quantify the solution
error of a linear algebraic system [13,14]. A small condi-
tion number corresponds to well-conditioned systems
while a large condition number corresponds to ill-
conditioned systems. This number is hard to evaluate
analytically but it can be evaluated numerically for any
optics design. Apart from the condition number, one has to
make sure that both x and x0 make contributions of the
same order of magnitude to the measurements, i.e., (for the
2D case),

 R11x � R12x0

or

 � tan���
x0

x
� 1:

To achieve this, one can introduce another optimality
criterion to minimize:

 

��������� tan���
x0

x

��������� 1

j� tan��� x
0

x j
! min: (6)

For the full beam matrix reconstruction, one needs to
have ten measurements including coupling terms. Beam
optics for such a measurement section should be designed
so that the condition numbers of MX, MY , and MXY are
minimized simultaneously (so-called 4D optics). In many
cases, one is interested only in correcting the coupling
terms rather than measuring them. To do so, a set of
skew quadrupoles is introduced upstream of the measure-
ment section. They are used to minimize the projected
emittances [12] and no direct measurement of the coupling
terms is necessary. In this case six measurements are
required and the condition numbers of only MX and MY
need to be minimized (so-called 2D optics).

1. 2D measurement section

For the diagnostic section lattice we choose a FODO
channel with a constant phase advance per cell ��1 �
��2 � ��. Then �will depend on two parameters: � and
��. In Fig. 4 and 5 these dependencies are shown for
different numbers of measurement stations.

The condition number is infinite for 0� and 90� phase
advance (not seen in the picture). It has a minimum close to
0� and a second minimum that depends on the number of
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wire scanners used in the fit. This minimum appears to be
at �� � 180�=Nscanners (60� for 3 scanners). Together
with Eq. (6) (see also Fig. 6), this gives 180�=Nscanners as
the optimal phase advance in a FODO cell. In Fig. 7
simulated emittance reconstruction error is plotted against
the cell phase advance which shows that the error is indeed
minimized by following the described optimization
procedure.

2. 4D measurement section

For a 4D diagnostics section we can assume that the
lattice is constructed from identical cells of phase advances
��1 and ��2. The matrixM depends on 4 parameters �1;2

and ��1;2. For different values of �x;y the behavior shows

a similar pattern with the matrix being singular for ��1 �
��2 and ��1 � 180� ���2. Combining the informa-
tion on plots such as in Fig. 8 with that in Figs. 4 and 5, one
sees that there is no clear optimum for this problem.
However, for a good performance one can choose, for
instance, a phase advance in one plane of 60� and in the
other plane a phase advance close to 90� (for 4 wire
stations with 3 wires each).

The optics for the ILC diagnostics sections [15] de-
signed for 2D and 4D emittance measurements are shown
in Fig. 9. The 2D diagnostics section is sufficient for
emittance tuning purposes and is shorter; it is thus cur-
rently expected to be used at the ILC [1,2].

C. Machine contributions to the transverse profile scans

The imperfections in the linac will result in beam jitter,
residual dispersion, transverse beam coupling, etc. [17,18].
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FIG. 5. Condition number of MX (or MY) plotted against cell
phase advance for �-function 90 m (solid line), 60 m (dashed),
and 40 m (dotted line). 5 wire scanners.
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FIG. 7. Simulated vertical emittance reconstruction error vs
cell phase advance, 5 wire scanners, 5% error on beam size
measurement.
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These may also cause a deviation of the bunch from the
Gaussian shape. Estimates of these errors can partially be
subtracted from the beam size measurements. Because of
imperfections in the diagnostic section, the transfer matri-
ces will also not be known precisely, which will introduce
additional errors into the reconstruction procedure; this
effect is expected to be much smaller than the others and
is neglected in this paper.

Neglecting all but the dispersion and beam jitter contri-
butions, the value of �e extracted from the beam profile
scan is

 �e � 	�
2
scan � �
J�e�

2 � ���E�
2
1=2; (7)

where �scan is the laser-wire scan after deconvolution of
laser effects (discussed in Sec. III A 4) and 
J represents
the magnitude of the beam orbit jitter, as normalized by the
observed beam size, and will be detailed in the next
section.

When an effect contributes to the measurement error
��e=�e, we define Eeffect as its contribution to the total
relative error, adding in quadrature as

 

�
��e
�e

�
2
� E2

scan � E2
jitter � E

2
�; (8)

where Escan is the contribution to the error from the raw
laser-wire scan; the contributions to this error are discussed
in Sec. III A 4. Ejitter is the error remaining after subtracting
the electron bunch-to-bunch jitter as discussed in
Sec. II C 1. The additional effects of any residual disper-
sion, E�, could in principle also be subtracted explicitly;
the error that remains after such a subtraction is estimated
below.

The significant machine-related errors are now dis-
cussed in turn.
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FIG. 8. Contour plots of 2=�1� �XY� for MXY as a function of cell phase advances for 4 wire stations and 6 wire stations with
�x;y � 40 m=70 m.
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FIG. 9. (Color) �-functions for the ILC diagnostics section
comprising a 2D emittance measurement section; �-functions
for the 4D emittance measurement section.
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1. Error contribution from the jitter of the beam location

In the following, the jitter of the location of the bunches
within the bunch train at the ILC laser-wire IP locations
can be written as �jitter � 
J�e where �e is the electron
transverse bunch size. The value of 
J will depend on the
stability of the ILC site and on the additional vibrations
arising from beam line components, from energy and
kicker jitter, and from the performance of train-to-train
and intratrain feedback. Preliminary studies [19] suggest
that values of 
J may end up ranging from about 0.01 to
about 0.7; in the following the resulting error estimates are
normalized relative to a value 
J ’ 0:25. The bunch-by-
bunch jitter can be determined by local BPMs to within
their single-bunch resolution. The performance of cavity
BPMs is the subject of ongoing research and development
(R&D) [20], which suggests that single-bunch resolutions
of order 20 nm should be obtainable.

The error contribution Ejitter to ��e=�e remaining after
subtracting the bunch jitter is given by differentiating
Eq. (7) to be

 Ejitter � 
Jh�
Ji ’ 
J
�BPM

�e
;

where h�
Ji is the precision to which the bunch jitter is
known; the last approximation assumes that the only bunch
jitter measurements are made at the LW location. It is
possible that more precise measurements could be made
using dedicated machine setups. This equation can be
written as

 Ejitter � 5� 10�3

�

J

0:25

��
�BPM

20 nm

��
1 �m

�e

�
: (9)

2. Error contribution from residual dispersion

If the effects of � and �0 are not subtracted at the
location of each LW IP, then the emittance will be over-
estimated. The error remaining after subtraction of residual
vertical dispersion, �, at the laser-wire IP is again given by
differentiation of Eq. (7) to be

 E� �
�
�E
�ey

�
2
�h��i; (10)

where h��i is the precision to which � can be determined.
If E� is not to dominate a 1% transverse bunch size
measurement for a typical ILC beam then E� should be
less than about 0.5%. If � is measured to h��i=� ’ 1%,
say, then for �ey � 1 �m Eq. (10) implies that � must be
kept below about 0.5 mm.

A method that could potentially be used to determine �
more accurately than 1% is to change the mean energy of
the electron beam by a relative amount �E=E (a possible
choice would be �E=E ’ 5� 10�3 so as to remain within
the energy acceptance of the ILC BDS) and measure any
subsequent shift in position of the beam centroid over the

Ntrain bunches in a train. If the single-bunch energy reso-
lution of the ILC beam spectrometers is �E, then

 h��i2 �
1

Ntrain

�
���E�2 � �2

BPM

��E=E�2

�
: (11)

With additional R&D, it should be possible to achieve
�BPM ’ 20 nm and spectrometer resolution �E ’ 10�4

[21]. An alternative to explicit subtraction of the dispersion
effects is to include them implicitly in the fits to the
measured laser-wire distribution; this is the method de-
scribed above in Sec. II A.

3. Systematic beam size variations

In general, position shifts of individual bunches within a
linear collider bunch train can have arbitrary patterns
according to the errors of the injection kickers, or effects
of the long-range transverse wakefield. Regardless of the
shape of the patterns, the individual relative bunch dis-
placements can be subtracted using bunch-by-bunch BPM
measurements and so such effects can be absorbed into the
treatment of beam position jitter discussed in Sec. II C 1.
Ideally the laser-wire fast scanning system will be able to
take account of these patterns (for instance by learning the
shape from previous trains) so as to maintain an efficient
scanning technique across the length of a train.

One possible use of the laser-wire measurements will be
to predict the spot size at the IP and thereby enable a
comparison with the spot size inferred from luminosity
measurements via Eq. (7). Systematic variations of the
bunch transverse dimension along the train will lead to a
bias in such predictions. For example, a distortion of the
transverse dimension with maximum value strain�e,
which varies linearly along the train, will modify the
effective transverse dimension that enters Eq. (1) by

 

�
1

�e

�
’

1

��e

�
1�

1

3
s2

train

�
: (12)

In order to correct for such effects, a number of scans
will need to be made within a train, requiring ultrafast
scanning methods. Ongoing R&D [22] is aiming at scan-
ning rates of several tens of kHz using electro-optic
techniques.

The influence of the beam jitter on the measurement
procedure depends strongly on the linac tuning procedure
and requires further studies.

4. Vertical-horizontal coupling

One can measure hx2i � �2
x, hy2i � �2

y and extract hxyi
from an additional measurement of the bunch along the
u-axis hu2i � �2

u, which is defined to be at an angle�with
respect to the x-axis, as shown in Fig. 10:

 �2
u � �2

xcos2�� �2
ysin2�� 2hxyi cos� sin�: (13)
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When it comes to measurement of �u with a LW, it will
be necessary to take into account the size of the perpen-
dicular dimension, because of Rayleigh-range effects dis-
cussed below.

The coupling hxyi is

 hxyi �
�2
u

2 cos� sin�
�
�2
x cos�

2 sin�
�
�2
y sin�

2 cos�
: (14)

The rms error �hxyi on the measurement of the coupling
term is then given by

 ��hxyi�2 �
�

�2
u

cos� sin�
��u
�u

�
2
�

�
�2
x cos�
sin�

��x
�x

�
2

�

��2
y sin�

cos�

��y
�y

�
2
: (15)

By substituting Eq. (13) into Eq. (15) and minimizing
with respect to � under the assumption that the relative
errors ��y=�y and ��x=�x are approximately equal, the
optimal value for � is given by

 �0 � tan�1

�
�x
�y

�
: (16)

Substituting this value of � into Eq. (15) and using the
approximation that hxyi is small gives the error on the
coupling term as

 �hxyi � �y�x

�
4
�
��u
�u

�
2
�

�
��x
�x

�
2
�

���y
�y

�
2
�

1=2
: (17)

Typical values of interest to the ILC BDS are presented
below in Table II, where it can be seen that for the optimal
value of �, �u � �y. With this optimal u-wire angle, the
relative errors of the vertical and horizontal measurements
enter equally in the coupling term in Eq. (17). This justifies
the earlier simplification (Sec. II A), where equal relative
errors were assumed for all measurements in the emittance
reconstruction simulations. Also, since �x > �y for the
ILC, the error on the coupling given by Eq. (17) will
grow more rapidly than the error on the vertical beam
size as the relative measurement errors increase. This ex-
plains the fact that the number of unphysical beam matri-
ces grows rapidly with the measurement error, because the
coupling terms quickly dominate over those of the vertical
part of the beam matrix.

III. THE LASER-WIRE IN BEAM EMITTANCE
MEASUREMENT

In this section the laser-wire (LW) beam profile monitor
is described and the possible precisions that can be ob-
tained from its use in transverse beam profile measure-
ments are quantified. Ideally the LW will be used at the
ILC to measure the electron transverse beam profile at
several locations within a bunch train (containing 2625
bunches, Table I), which will require high-power lasers
to get sufficient statistics for each laser shot together with
ultrafast laser scanning systems.

The LW is useful for beam profiles ranging from several
tens of microns, down to the micron scale. Smaller beam
profiles have been measured using laser interferometric
techniques [5,23] whereas traditional solid wires or screens
can be used for larger profiles (although they are disruptive
to the electron beams). Very challenging, low f-number,
laser optics are necessary for the LW in order to achieve the
required small laser spot sizes and the subsequent perform-
ance is evaluated numerically and described in Sec. III A 3.
The laser systems necessary to power the LW are also very
challenging and the necessary specifications are derived
and discussed in Sec. III D 1.

TABLE II. The relevant measurables for emittance measurement under the approximation
�xy ’ 0 for a set of electron beam sizes of interest at the ILC for the given beam energies Eb. The
quoted precisions for �hxyi

hxyi are those obtainable if each of the dimensions �x, �y, and �u can be

measured to 1%. The corresponding precisions for ��2
x

�2
x

and ��2
y

�2
y

are then both 2%.

Eb �x �y � �u �v Precision ��m�2

GeV �m �m deg �m �m ���2
x� ���2

y� �hxyi

500 9 1.4 81.2 1.95 8.89 1.62 0.04 0.30
500 15 1.4 84.7 1.97 14.9 4.5 0.039 0.51
250 14 2 81.8 2.8 13.8 3.92 0.08 0.68
250 20 1.8 84.8 2.53 19.9 8.0 0.06 0.88

FIG. 10. Bunch with horizontal-vertical coupling, such that its
major axis does not lie along the horizontal. In addition to
vertical and horizontal scans, a scan of the u-axis is necessary,
where u is at an angle � to the vertical as shown.
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A. The laser-wire beam profile monitor

Traditionally the transverse dimensions of an electron
beam have been measured by scanning a tungsten or
carbon wire across the beam and measuring the resulting
backgrounds as a function of relative position of the wire.
This method has the disadvantage of being highly disrup-
tive to the electron beam and so it cannot be used during
normal luminosity running. At the ILC, the electron beams
in the BDS will have vertical transverse size of order 1-few
�m; a normal wire scanner would not be able to measure
beams of this size, nor would it be able to withstand the
energy depositions from such high intensities.

To solve these issues, the solid wire can be replaced by a
finely focused beam of laser light; such a system is called a
laser-wire (LW). The Compton collisions between laser
photons and beam electrons are detected downstream and
the Compton rate as a function of relative positions of
electron and laser beams provides the measurement of
the electron beam transverse profile. This principle is
illustrated in Fig. 11. Two distinct methods have been
employed to date. Operating the laser in continuous wave
mode together with a Fabry-Perot cavity to enhance the
power has been used [24] at the accelerator test facility
(ATF) at the KEK laboratory to measure the emittance of
the damping ring; this technique would also be applicable
to the ILC damping rings. In other parts of the machine,
including the BDS, the beam is not circulating so a single-
pass method based on high-power pulsed lasers is required
[25–27]. In the following discussion, the latter technique is
assumed.

1. Laser-wire Compton rates

The Compton cross section decreases as the electron
beam energy increases. For an electron beam energy Eb

and laser photon energy k � hc
 , the Compton cross section

is given by �C�!� � �Tf�!�, where �T is the Thomson
cross section � 0:665� 10�28 m2, ! � kEb

m2
e

, and [5,28]

 f�!� �
3

4

	
1�!

!3

�
2!�1�!�

1� 2!
� ln�1� 2!�

�

�
ln�1� 2!�

2!
�

1� 3!

�1� 2!�2



:

Values of f�!� for laser wavelengths and beam energies
of typical interest at the ILC are presented in Table III.

In this section, the Compton rate for a set of laser-wire
operating conditions is derived as a function of relative
horizontal and vertical offsets, �x and �y, respectively,
between the centroids of the electron bunch and laser
beam.

The number N��x;�y� of Compton photons produced
will be proportional to the relevant overlap integral,
���x;�y�. In Appendix A 1, ���x;�y� will be evaluated
in �m�1.

 N��x;�y� � N0���x;�y�;

where

 N0 �
P‘Nef�!��T

hc2 ; (18)

P‘ is the instantaneous laser power at the laser-electron IP,
andNe is the number of electrons in the bunch. If�det is the
detector efficiency then, using realistic numerical values,
the number of detected photons is Ndet���x;�y�, where

 Ndet � 1212� � (19)

and

 � �
�det

0:05

P‘
10 MW

Ne
2� 1010


532 nm

f�!�
0:2

�m: (20)

2. Conventions for laser optics

In the following, the conventions used define z along the
electron beam direction, y along vertical, and x along the
laser-beam direction. The light intensity of the laser has the
form

TABLE III. Values of f�!� for various laser wavelengths 
and ILC beam energies.

 (nm)
Eb (GeV) 1064 532 355 266

5 0.96 0.92 0.89 0.86
50 0.72 0.59 0.51 0.45
150 0.51 0.38 0.31 0.27
250 0.41 0.30 0.24 0.20
500 0.30 0.20 0.16 0.13

FIG. 11. Principle of operation of the laser-wire scanner with
the key dimensions labeled. The figure shows the laser config-
ured to scan the horizontal x-profile of the electron bunch �ex.
xR is the ‘‘Rayleigh range’’ of the laser beam as defined in
Eq. (24); it gives the distance between the focus and the point
where the laser-spot size has diverged to

���
2
p

of its minimum
value.
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 I‘�x; y; z� �
I0

2��2
‘

1

fR�x�
exp

�
�

y2 � z2

2�2
‘fR�x�

�
(21)

 fR�x� � 1�
�
x
xR

�
2

(22)

 �‘ � M2�0 where �0 � f# (23)

 xR � M2 4��2
0


; (24)

where  is the laser wavelength and M2 is a quality factor
for the laser, which effectively increases the wavelength
! M2 compared to the diffraction limited case; an

ideal single-mode laser would have M2 � 1. xR is the
Rayleigh range of the setup and f# is the f-number of
the optics, f# � D‘=F, where D‘ is the diameter of the
lens and F is its focal length.

As in Ref. [29], 99% of energy in the Gaussian beam
profile is required to be contained within the lens aperture.
For the TM00 mode this requirement means

 0:99 �
Z D=2

0

Z 2�

0
rdrd�

1

2��2
‘

exp
�
�

r2

2�2
‘

�

so D ’ 2� ��‘ and hence

 �0jTM00
� f#: (25)
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FIG. 12. Scan profile at the laser-wire IP for a laser with M2 � 1:3 and wavelength 532 nm operating in the TM00 mode and focused
using f1 optics. The electron bunch is assumed to have a Gaussian transverse profile. (a) �ey � 1 �m, �ex � 10 �m.
(b) �ey � 1 �m, �ex � 100 �m.
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FIG. 13. Scan profile at the laser-wire IP for a laser with M2 � 1:3 and wavelength 532 nm operating in the TM01 mode and focused
using f1 optics. The electron bunch is assumed to have a Gaussian profile. (a) �ey � 1 �m, �ex � 10 �m. (b) �ey � 5 �m, �ex �
50 �m.
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In this case, the opening angle � � 1=f# between the
center of the diverging Gaussian beam and its e�2 intensity
cone is given by

 � �

��
�

1

f#

and so, for TM00 with f1 optics, �0 � =� and � � 1 rad,
or 57�.

3. Numerical results

Results for the case of laser-M2 � 1:3 and f1 final-focus
optics are shown in Fig. 12 for an electron-bunch trans-

verse Gaussian profiles with (a) �ey � 1 �m, �ex �
10 �m and (b) �ey � 1 �m, �ex � 100 �m; the effect
of the Rayleigh range is very apparent for the larger aspect
ratio.

Results for the case of operating the laser in TM01 mode
with laser-M2 � 1:3 and f1 final-focus optics are shown in
Fig. 13 for electron-bunch transverse Gaussian profiles
with (a) �ey � 1 �m, �ex � 10 �m and (b) �ey �
5 �m, �ex � 50 �m; the potential benefit of the TM01

mode is apparent for the larger vertical spot size. The
relative benefits of the TM00 and TM01 modes are pre-
sented in Table IV, where it can be seen that for �ey >
1–2 �m there is a significant advantage for the statistical
power by using the TM01 mode; this advantage has been
demonstrated at the ATF [30]. However, the sensitivity to
the laser properties (as parametrized by a simple M2 in
these calculations) is greater for the TM01 mode and, for
spot sizes of order 1 �m, the relative statistical power of
the TM01 to that of the TM00 mode decreases rapidly, as
illustrated in Fig. 14. In this study, the laser-spot sizes of
order 1 �m are of particular importance for the BDS LW
system, so in the following the TM00 mode is used, while
acknowledging that higher-order laser modes may be ad-
vantageous in other locations.

4. Error contribution from the laser-wire scan

In this section the various contributions to the relative
error Escan in Eq. (8) are outlined. If �scan is the electron
beam size after subtracting the laser effects discussed
below, then

 Escan �

�
�scan

�e

�
2 ��scan

�scan
: (26)

TABLE IV. Optimal f-numbers (for Estat) and corresponding
statistical precision for electron bunches with aspect ratio
�ex=�ey � 10,  � 532 nm. The laser M2 � 1:3 for both
TM00 and TM01 modes. The minimum practical f-number is
taken as 1.0, even where a better statistical precision could in
principle be obtained by smaller f-numbers. The factor of 1.15
of Eq. (A11) is included in the TM01 calculations. Also shown is
the error EM2 if there is a 5% error in the value of the laser M2.

TM00 TM01

�ey (�m) f# Estat% EM2 % f# Estat% EM2 %

1 1 4.28 2.48 1 3.40 4.54
2 1.46 4.27 1.31 1.61 2.18 2.74
3 2.01 4.53 1.11 2.35 1.73 2.45
4 2.30 4.72 0.81 3.13 1.48 2.32
5 2.45 4.96 0.59 3.91 1.32 2.23
6 2.68 5.38 0.49 4.69 1.21 2.18
7 2.94 5.64 0.43 5.48 1.11 2.14
8 3.14 5.89 0.38 6.30 1.04 2.14
9 3.29 6.13 0.33 7.11 0.98 2.13
10 3.41 6.37 0.29 7.91 0.93 2.12
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FIG. 14. Relative errors as a function of electron vertical Gaussian spot size, �ey, for scans using a laser with nominal M2 � 1:3,
wavelength 532 nm, operating in the TM00 mode (full lines) and TM01 mode (dashed lines). At each point, the value of final focusing
f# has been chosen to optimize the statistical error. (a) statistical error Estat. (b) relative change, EM2 , in the extracted value of �ey
arising from a 5% error in the value of the laser M2.
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�scan itself is obtained from subtracting the effects of the
laser pointing instability,

 �scan � 	�
2
fit � �

2
point


1=2; (27)

where �fit is the raw result of a fit to the laser-wire scan
profile, for which the errors are discussed in detail in
Sec. III B. �point is the contribution to the scan profile
from the rms laser pointing angular fluctuations  ‘;
�point � F ‘, where F is the focal length of the lens. As
discussed in Sec. III C 1 F � 15 mm.

After subtracting �point as in Eq. (27), the error contri-
bution can thus be written as

 

��2
scan

�2
scan

� E2
fit � E

2
point; (28)

where

 Efit �

�
�fit

�scan

�
2 ��fit

�fit
(29)

and

 Epoint �

�
F 
�scan

�
2 h� i
 

; (30)

where h� i is the resolution of the measurement of the rms
pointing stability. Inserting the nominal practical values
F � 15 mm,  � 10 �rad, � � 1 �m, and h� i= �
0:1 gives Epoint ’ 2:24� 10�3.

B. Laser-wire performance

In this section the performance of the ILC laser-wire
systems will be examined in detail with a view to quantify-
ing the errors that contribute to ��fit of Eq. (29). The
contributions to the raw laser-wire scan can be broken
down as follows:

 

�
��fit

�fit

�
2
�

19

Nscan

�
Estat���
�
p � E�

�
2
� E2

M2 ; (31)

where Estat is the statistical error of a 19-point fit to the raw
scan curve (Sec. III C 1). In general, Nscan laser shots could
be used in a variety of scanning modes. However, as set
examples in this paper, all the scans consist of Nscan � 19
equally spaced values of �y over a range7�m [as defined
in Eq. (A4)], with �x � 0 and � � 1:0, where � is as
defined in Eq. (20). E� is the error arising from the shot-
by-shot normalization fluctuations as introduced in
Eq. (37).
EM2 is the error on the extraction of�e introduced by the

error on the laser light distribution at the IP; this is char-
acterized here by an error in the M2 value of the laser and,
for a real system, will need to be calculated including the
effects of alignment errors, etc. in the final-focus optics. As
illustrated in Sec. III C 1 EM2 can be estimated by fitting the
measured profile to �ey assuming a value of M2 that is
wrong by a factor (1� �M2 ). In the following, the laserM2

is thus assumed to be determined shot by shot to an
accuracy of �M2 . Naively, without allowing for Rayleigh-
range effects, the error on the extracted value of �e from
subtraction of the laser spot size is

 

��e
�e
�
�‘
�2
e
��e ’

�
f#

�e

�
2
M2�M2 : (32)

Inserting the representative values of M2 � 1:3 and
�e � 1 �m gives

TABLE V. Optimal f-numbers (for Estat) for the measurement
of �ey and the corresponding statistical precision for �ey �
1 �m,  � 532 nm, and M2 � 1:3. The minimum practical
f-number is taken as 1.0, even where a better statistical precision
could in principle be obtained by smaller f-numbers. The
numbers in brackets are the corresponding statistical errors using
f1:5 optics; the systematic errors due to �M2 � 0:01, 0.05, 0.10
are then 1.09%, 5.68%, and 12%, respectively, and do not depend
significantly on the electron-bunch aspect ratio.

Optimal EM2 (%) for �M2 �

�ex=�ey f# Estat (%) 0.01 0.05 0.10

1 1 2.93 (4.47) 0.48 2.48 5.16
2 1 2.97 (4.49) 0.48 2.48 5.16
5 1 2.48 (4.62) 0.48 2.48 5.16
10 1 4.28 (5.15) 0.48 2.48 5.16
15 1.10 5.49 (6.00) 0.58 3.01 6.27
20 1.19 6.72 (7.01) 0.68 3.54 7.40
25 1.26 7.91 (8.10) 0.76 3.96 8.30
50 1.35 13.6 (13.7) 0.89 4.60 9.68
100 1.25 23.5 (23.9) 0.76 3.93 8.24

TABLE VI. Optimal f-numbers (for Estat) for the measure-
ment of �ey and the corresponding statistical precision for �ey �
1 �m,  � 355 nm, and M2 � 1:3. The minimum practical
f-number is taken as 1.0, even where a better statistical precision
could in principle be obtained by smaller f-numbers. The
numbers in brackets are the corresponding statistical errors using
f1:5 optics; the systematic errors due to �M2 � 0:01, 0.05, 0.10
are then 0.48%, 2.48%, and 5.16%, respectively, and do not
depend significantly on the electron-bunch aspect ratio.

Optimal EM2 (%) for �M2 �

�ex=�ey f# Estat (%) 0.01 0.05 0.10

1 1 3.17 (4.05) 0.21 1.10 2.26
2 1 3.23 (4.08) 0.21 1.10 2.26
5 1 3.62 (4.25) 0.21 1.10 2.26
10 1.23 4.76 (4.92) 0.33 1.69 3.48
15 1.44 5.92 (5.93) 0.44 2.28 4.72
20 1.58 7.06 (7.07) 0.54 2.77 5.76
25 1.69 8.19 (8.27) 0.61 3.17 6.62
50 1.97 13.7 (14.2) 0.83 4.31 9.05
100 1.97 23.9 (24.5) 0.83 4.31 9.05
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��e
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��
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��
2
�M2 : (33)

A full numerical treatment, using the relations given in
Appendix A, is presented in Tables V, VI, and VII and
shows that this is a good approximation for small �M2 ’
1% but is a slight underestimate for larger values.

C. Statistical errors from the laser-wire fits

1. Fits to TM00 distributions

The overlap integrals necessary to calculate the number
of LW Compton photons are presented in Appendix A. A
numerical evaluation of Eq. (A2) is now used to simulate

laser-wire scans for a variety of situations of interest to the
ILC.

Both Estat and EM2 will depend on the f-number of the
laser optics employed. This dependence is illustrated in
Fig. 15 for the case of�ey � 1 �m and �ex � 25 �m. For
each set of �ex, �ey, there is an optimal f-number that
gives the lowest statistical error for given values of � and
Nscan. However, as can be seen in Fig. 15, the minima are
often fairly shallow, which must be contrasted with the
difficulty of building low f-number optics. The difficulty is
not just in building low f-number alone, but in producing a
system that can maintain a small laser spot size approxi-
mately 10�‘ off axis, as needed during a scan. For this
reason, f-numbers less than 1 are not considered here. In
addition to determining the optimal f-number for various
electron transverse dimensions, the nominal errors Estat

and EM2 are also determined here for f1:5 optics, because
this is a likely technological goal for a system that will
produce a small spot size both on the optical axis and over
an acceptable scan range of order 1 mrad.

The beam pipe in the ILC BDS has inner radius of
12 mm and outer radius of approximately 14 mm. In order
to ensure sufficient clearance from the beam halo, the
minimum focal length is taken here to be Fmin � 15 mm.
Imposing the requirement of being able to scan 7�m,
then the scanning system must be able to scan a range

 �scan �
7�m
Fmin

: (34)

Imposing this condition on the most challenging small
spot size of �ey � 1 �m, �‘ � 1 �m (assuming M2 �

1:3) and so �m ’ 1:4 �m gives �scan � 0:7 mrad. The
maximum scanning rate will depend on the scan range
required so, with this in mind, the scan range should be
kept as small as practical. In the following the condition

TABLE VII. Optimal f-numbers (for Estat) for the measure-
ment of �ey and the corresponding statistical precision for �ey �
1 �m,  � 266 nm, and M2 � 1:3. The minimum practical
f-number is taken as 1.0, even where a better statistical precision
could in principle be obtained by smaller f-numbers. The
numbers in brackets are the corresponding statistical errors using
f1:5 optics; the systematic errors due to �M2 � 0:01, 0.05, 0.10
are then 0.27%, 1.39%, and 2.87%, respectively, and do not
depend significantly on the electron-bunch aspect ratio.

Optimal EM2 (%) for �M2 �

�ex=�ey f# Estat (%) 0.01 0.05 0.10

1 1 3.64 (4.25) 0.12 0.61 1.26
2 1 3.71 (4.27) 0.12 0.61 1.26
5 1.07 4.19 (4.49) 0.14 0.71 1.45
10 1.46 5.30 (5.31) 0.26 1.31 2.71
15 1.72 6.41 (6.49) 0.36 1.83 3.78
20 1.91 7.51 (7.80) 0.44 2.26 4.69
25 2.06 8.59 (9.16) 0.51 2.65 5.50
50 2.31 14.0 (15.8) 0.64 3.33 6.95
100 2.27 24.4 (27.2) 0.62 3.22 6.68
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FIG. 15. (a) Statistical error Estat, (b) laser error EM2 for � � 1 [Eq. (20)] using Nscan � 19 scan points versus the f-number of the
final-focus lens, using a laser with M2 � 1:3 and operating in the TM00 mode with  � 532 nm. The electron bunch is assumed to
have a Gaussian transverse profile with �ey � 1 �m and �ex � 25 �m.
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 �max
scan ’ 1 mrad (35)

is therefore adopted. For larger spot sizes and for the
horizontal (or skew angle) scans of the electron bunch,
the suitable f-number is determined primarily by the an-
gular scan range of the final-focus lens plus scanning
system. The laser optics for these dimensions will probably
use diameter D � 5 cm optics (or similar). In this case,
assuming again a scan range of 7�m the practical f# is
given by

 f# � 1:4
�
�m

10 �m

��
5 cm

D

��
1 mrad

�max
scan

�
: (36)

The errors obtained from a laser-wire scan using an f#

given by Eq. (36) for the horizontal dimension �ex are
given in Table VIII. In practice, for very large scan ranges,
it may be preferable to use a stepping-motor system to
move the final-focus lens as opposed to scanning using
optical ray deflection, which would enable smaller f#s to
be employed. In that case, the scan would have to be very
slow compared to the machine repetition rate.

2. Normalization fluctuations

The error on the normalization factor � is given by

 

��
�
�

��
�P‘
P‘

�
2
�

�
�Ne
Ne

�
2
�

�
��
�

�
2

T

�
1=2
; (37)

where �P‘ is the resolution of the measured laser power,
�Ne is the bunch charge measurement resolution, and the
final term is the contribution from time jitter (or phase
error) between the laser and electron beams.

The laser power can be measured bunch-by-bunch by a
fast photodiode presumably to a level of order 10�2 and the
bunch charge to a similar level by using dedicated current
monitors or by combining measurements from a set of
BPMs.

The contribution from time jitter is now addressed. As
indicated in Table I, the ILC bunch train consists of
Ntrain � 2625 bunches with repetition frequency frep �

5 Hz. Each bunch has length Lb � 300 �m with corre-
sponding bunch Gaussian time width of Tb � Lb=c �
1 ps.

If T‘ is the laser pulse length and �‘ is the rms time jitter
between the laser and electron pulses, then the rms con-
tribution of this temporal fluctuation to the relative value of
the overlap integral of Gaussian laser and electron profiles
is given by

 

�
��
�

�
T
�

1���
2
p

�2
‘

T2
‘ � T

2
b

(38)

or after including typical ILC values
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�
T
� 1:80� 10�2

�
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�
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��
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�
2
�

�
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�
2
�
�1
:

(39)

The number of Compton photons [Eq. (18)] produced by
each laser shot is proportional to the instantaneous value of
� and so any shot-by-shot �-fluctuations will contribute to
the error on the fit to the raw LW scan, as given by

 �N �
�
N
�

1�
h��i
�

N
��

1=2
: (40)

Performing the fit with this additional error factor en-
ables its contribution to the total error [Eq. (31)] to be
determined according to

 E� � a�
h��i
�

; (41)

where values of the coefficient a� are given in Table IX for
a range of electron-bunch vertical spot sizes and aspect
ratios �ex=�ey. Combining all the terms, the normalization
error as given by Eqs. (37) and (41) becomes

 E� ’ 2:3� 10�2a�: (42)

TABLE VIII. Errors for the scan of the horizontal dimension
�ex for various aspect ratios �ex=�ey when �ey � 1 �m. The
f-numbers are chosen so that the angular scanning range can be
limited to 1 mrad; the f-number used is given by whichever is
the greater of 1.5 and the value given by Eq. (36). The laser
properties assumed are  � 532 nm and M2 � 1:3.

Practical EM2 (%) for �M2 �

�ex=�ey f# Estat (%) 0.01 0.05 0.10

1 1.5 4.47 1.09 5.68 12.0
2 1.5 3.41 0.27 1.39 2.86
5 1.5 4.22 0.04 0.22 0.45
10 1.5 5.74 0.01 0.06 0.11
15 2.1 7.02 0.01 0.05 0.10
20 2.8 8.10 0.01 0.05 0.10
25 3.5 9.06 0.01 0.05 0.10
50 7.0 12.8 0.01 0.05 0.10
100 14 18.1 0.01 0.05 0.10

TABLE IX. The factor a� defined in Eq. (41) for a set of
electron beam sizes of interest at the ILC. Laser wavelength �
532 nm, M2 � 1:3, f-num � 1:5.

�ey �ex=�ey
(�m) 1 2 5 10 15 20 25

1 0.05 0.05 0.06 0.13 0.27 0.43 0.60
2 0.03 0.03 0.04 0.12 0.25 0.38 0.50
3 0.03 0.03 0.04 0.12 0.24 0.36 0.48
4 0.03 0.03 0.04 0.12 0.24 0.36 0.47
5 0.03 0.03 0.04 0.12 0.24 0.35 0.47
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3. Alternative scanning mode

An alternative laser-wire scanning mode can be consid-
ered where the laser is kept fixed in space relative to the
center of an accurate BPM. The relative offset �y between
the laser and the electron bunch can then be measured by
the BPM on a bunch-by-bunch basis to an accuracy given
by the BPM resolution �BPM.

If the bunch charge Ne and laser power P‘ are also
measured on a bunch-by-bunch basis, then the factor �
defined in Eq. (20) is known to an accuracy given by
Eq. (37). If it is assumed that the electron transverse charge
distribution is a pure Gaussian, then Eq. (A2) can be
inverted bunch by bunch.

Given that �y is generated by the bunch jitter with rms
value 
J�ey and assuming �ey ’ �‘ ’ �m=

���
2
p
’ 1 �m

and 
J ’ 0:25, then typical values of Ndet [Eq. (19)] are
of order

 Ndet � �
1212

2
����
�
p

�ey

�
exp�

�2
y

4�2
ey

�
’

342���������������������
1� 0:5
2

J

q ’ 332;

(43)

giving a statistical error on each measured value of N of
order 5%. In addition there will be a contribution to the
error from � due to the measurements of bunch charge and
laser power and from the laser trigger (phase) jitter. In the
following, the total error on � is taken to be 2%. The
expected measurement error on the transverse size �ey of
the electron bunch was then evaluated for a nominal elec-
tron spot size of �ey � 1 �m by �ex � 10 �m by invert-
ing the full overlap integral of Eq. (A2).

The resulting percentage error on a single-shot measure-
ment of�ey is presented in Fig. 16 as a function of (a) BPM

resolution and (b) rms beam jitter 
J. From these plots it
can be deduced that the bunch-by-bunch error on �ey is of
order 15% for the chosen realistic parameters. Making
such measurements over a whole train would then yield
an error on the average spots size of the train of
0:15=

�����������
2625
p

’ 2:9� 10�3.

D. Summary of laser-wire requirements

A LW system for the ILC BDS will involve many
sophisticated elements including high-power mode-locked
lasers, high quality laser final-focus optics, and integrated
BPM systems. In this section, the desired performance
specifications of the key subsystems are discussed and
the resulting errors on the measured electron transverse
spot-size are estimated.

1. Laser requirements

The above analysis has discussed various laser require-
ments that must be met if fast intratrain emittance mea-
surements are to be performed at the ILC. These
requirements are gathered here to provide a benchmark
for R&D requirements [31] and to act as a baseline for
subsequent discussion of the other laser-wire component
specifications.

The laser supplying the light to the laser-wire IP will
need to match the ILC bunch structure, providing laser
pulses each of instantaneous power P‘ ’ 10 MW with
sufficient pulse length to overlap fully with the electron
bunch so as to minimize any synchronization issues.

The pulse pattern and synchronization can be obtained
by mode locking a master laser oscillator to a subharmonic
of the machine radio frequency and then by pulse picking
for high-power amplification. Assuming that only the re-
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FIG. 16. Percentage errors obtained by inverting Eq. (A2) on a bunch-by-bunch basis for electron-bunch transverse dimensions
�ey � 1 �m, �ex � 10 �m, laser wavelength � 532 nm, M2 � 1:3, f-num � 1:5, P‘ � 10 MW. (a) As a function of BPM
resolution (in �m) with the relative beam jitter fixed at 
J � 0:25. (b) As a function of beam jitter (
J) with the BPM resolution
fixed at 0:1 �m.
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quired pulses are amplified, the average power of the laser
will be dominated by only those amplified pulses and so
can be estimated as

 Pav
‘ � 0:5 W�

�
Ntrain

2625

�� frep

5 Hz

��
P‘

20 MW

��
T‘

2 ps

�
; (44)

where frep is the repetition rate of the machine (Table I). If
no pulse picking for the high-power pulses were applied,
then Pav

‘ would be 108 W, assuming the ILC nominal
bunch spacing of 369 ns (Table I), which would make the
laser very much more challenging. An extra factor of 2 has
been included in the laser power requirements for P‘,
because at the ILC the light transport between laser and
IP may be as long as several hundred meters and so will
involve substantial power losses en route.

2. Error summary

The most challenging laser-wire measurements at the
ILC occur in the BDS and some representative values of
the bunch dimensions of interest are given in Table II. For
illustration in this table, the precisions obtainable on the
matrix element hxyi are listed, assuming that each dimen-
sion �x, �y, and �u can be measured to a nominal 1%
(which means �2

x and �2
y are measured to 2%). Some

examples of vertical emittance reconstructions for 4D
optics using these assumptions are presented in Figs. 17
and 18.

In order to summarize the ILC laser-wire requirements
and to describe the various contribution to the measure-
ment errors, a beam with representative transverse dimen-
sions �ex � 10 �m� �ey � 1 �m is now used as a
specific example to illustrate the key points. This beam is
somewhat more challenging than that expected at the
nominal ILC, but points to where additional R&D may
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FIG. 17. Distribution of reconstructed vertical emittance with
1% (a) and 5% (b) random errors on the beam size measurement
for a 4D diagnostics section (statistics corresponding to train
length). Initial optical functions are perfectly matched. The true
emittance is 0:079 �m ��rad.
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FIG. 18. Distribution of reconstructed vertical emittance with
1% (a) and 5% (b) random errors on the beam size measurement
for a 4D diagnostics section assuming 50% random mismatch of
initial optical functions (statistics corresponding to train length).
The true emittance is 0:079 �m ��rad.
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be required if specific operating conditions give rise to
smaller spot sizes.

The following laser, optical, and BPM specifications are
nontrivial and are themselves subjects of R&D, however it
is probable that suitable solutions to them will be found.
The assumptions are:

(i) the laser requirements of Table X can be met,
(ii) the bunch-by-bunch charge and the laser instanta-

neous power can both be measured to 10�2,
(iii) the laser profile at the IP (characterized in this

paper by a simple M2 value) is known to the
equivalent of �M2 � 0:01,

(iv) BPM resolution �BPM � 20 nm.
(v) f1:5 optics can be made to work, together with the

scanning system.
All the errors discussed above are summarized in

Table XI for the most challenging nominal transverse

dimensions of interest to the ILC, namely: �ey � 1 �m,
�ex � 10 �m, with corresponding skew scans with di-
mensions: �u � 1:41 �m and �v � 9:95 �m.

Note that in order to reduce the error from the laser-spot
size uncertainty for the 1 �m vertical spot size, UV laser
light ( � 266 nm) has been used. In this case, additional
laser power (perhaps by a factor of approximately 1.5–2)
may be required to compensate for the inefficiency of the
second laser frequency doubling. Most of this factor has
already been included in the extra contingency factor of 2
discussed in Sec. III D 1.

IV. CONCLUSION

The measurement of emittance at the ILC will be essen-
tial to maintain the high luminosity performance of the
machine. A fast noninvasive scheme to do this has been
presented, which involves advanced laser-wire systems and
dedicated machine optics. It was shown that the efficiency
of emittance determination falls dramatically if the trans-
verse electron-bunch measurements provide an accuracy
worse than about 30%. The accuracy of the resulting
emittance measurement is directly related to the transverse
electron-bunch measurements; it is therefore preferable to
achieve accurate profile measurements of order 1%–5%. A
set of methods for emittance reconstruction was presented
to improve the reconstruction efficiency in the event of
degraded precision and a general scheme for the optics of
the emittance measurement section was discussed.

The most challenging vertical spot sizes in the ILC BDS
will eventually be of order 1 �m. The required LW per-
formance was discussed in detail and a plausible route to
obtaining a transverse spot-size measurement with a rela-
tive precision of order 1.3% using green laser light was
presented, together with prospects of achieving modestly
improved measurements using ultraviolet light. It can be
concluded that, while percent-scale measurements on a
train-by-train basis seem possible, many subsystems need
significant improvements over the current state of the art;
an ongoing program of R&D is currently addressing these
challenges.
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APPENDIX A: LASER-WIRE OVERLAP
INTEGRALS

In the following, the electron beam is assumed to have a
simple Gaussian charge profile, with �ex and �ey being the

TABLE XI. Error terms for �ey for an electron bunch whose
transverse dimensions are �ey � 1 �m and �ex � 10 �m, giv-
ing �u � 1:41 �m and �v � 9:95 �m. The values were ob-
tained assuming the performance goals of Table X, laser
�M2 � 0:01, �BPM � 20 nm, 
J � 0:25, The electron-bunch
charge and laser power are assumed each to be known to 1%
and the pointing jitter to 10%. The measurement statistical errors
are for a full train (i.e. Nscan ’ 140). No subtraction of residual
dispersion has been made for these measurements; instead they
are input into the global fit to extract the emittance and disper-
sion terms together.

Symbol �y �u �x

Value (�m) �e 1 1.41 10
Laser wavelength (nm)  532 (266) 532 (266) 532
Optics f-number f# 1.5 1.5 1.5
Optics focal length (mm) F 15 15 70
Pointing stability (� 10�3) Epoint 2.2 1.1 0.5
Beam jitter (� 10�3) Ejitter 5.0 3.5 0.5
Fit statistics (� 10�3) Estat 4.3 (4.5) 3.4 (4.2) 4.8
Laser spot size (� 10�3) EM2 10.9 (2.7) 5.4 (1.4) 0.1
Normalization (� 10�3) E� 0.9 (0.6) 0.7 (0.5) 0.4
Total error (� 10�3) ��=� 13.0 (7.6) 7.5 (5.8) 4.9

TABLE X. Requirements on laser system for intratrain laser-
wire scans at the ILC, with reference to the equation that sets the
goal value. Note, an extra factor of 2 has been applied to allow a
50% loss of power due to light transport between the laser and
the laser-wire IP, which may involve distances of several hun-
dred meters in the ILC.

Parameter Symbol Goal value Equation

Wavelength  � 532 nm (23)
Mode quality M2 � 1:3 (23)
Peak power P‘ � 20 MW (18)
Average power Pav

‘ � 0:5 W (44)
Pulse length T‘ � 2 ps (39)
Trigger stability �‘ � 0:3 ps (39)
Pointing stability  ‘ � 10 �rad (30)
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horizontal and vertical electron spot sizes, respectively. �z
is assumed long compared to the laser spot size, so the
overlap integral in z integrates out trivially.

1. Scans using the laser TM00 mode

In this section, the full overlap integrals of TM00 and
TM01 laser modes with a Gaussian electron bunch are
presented, building on previous studies [32] by including
full effects of Rayleigh range and detailed analysis of the
laser final-focus optics. The results of the numerical inte-
grals for a range of parameters of interest to ILC laser wires
are presented in Tables V, VI, and VII.

For the laser TM00 mode, after performing the
z-integral, the remaining transverse overlap integral is

 ���x;�y� �
Z dxdyI‘Ie
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Performing the y-integral gives
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where
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In the approximation of an infinite Rayleigh range the
equations reduce to the more familiar form with [5]
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and
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Scans using the laser TM01 mode

Using the same conventions as in Sec. III A 2, the light
intensity of the laser TM01 mode has the form
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The necessary overlap integral is now
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where, as before, �x and �y are the horizontal and vertical
relative displacements of the electron and laser beams.
Performing the y-integral gives
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where �s�x;�x� is as defined in Eq. (A3). For the TM01

mode, the condition that 99% of the light energy is con-
tained within the lens aperture becomes

 0:99 �
Z D‘=2

0

Z 2�

0
rdrd�
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�
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; (A9)

which gives

 0:01 �
�
1�

D2
‘

8�2
‘

�
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�
�
D2
‘

8�2
‘

�
(A10)

and hence D‘ ’ 1:15� 2��‘. So for the TM01 calcula-
tions performed in Sec. III A 3, a correction factor of 1.15
was applied, such that

 �0jTM01
� 1:15f#: (A11)
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