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Abstract
In 2006, a partially equipped LHCb VELO detector half was characterised in a test
beam experiment (Alignment Challenge and Detector Commissioning, ACDC3).
The position reconstruction and resolution for 2-strip R-sensor clusters was studied
as a function of strip pitch (p) and track inclination (θ) on the sensor surface. The
Charge Density Distribution (CDD) is derived from the weighted charge distribu-
tion. It becomes asymmetric for tracks non-perpendicular to the strip surface.

It is shown that the asymmetric broadening of the CDD around the track in-
tercept position results in a linear η-function at higher angles (> 6o). The sensor
spatial resolution (σs) is determined both using a linear weighted mean of strip
charges, as well as a third-order polynomial approximation via a η(x)-correction.
The best R-sensor resolutions obtained are:

Method Strip pitch, p Angle, θ Spatial resolution, σs

Weighted mean (45 ± 5) μm (0 − 1)o (7.4 ± 0.9) μm
η-correction (45 ± 5) μm (0 − 1)o (5.2 ± 1.0) μm
Weighted Mean (85 ± 5) μm (5 − 7)o (5.6 ± 0.9) μm

Future studies are underway to determine the angle and pitch dependent parameters
which will be implemented in the LHCb VELO cluster position software tools.

1Corresponding author: arasp@nikhef.nl
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1 Introduction

As part of the LHCb VELO detector commissioning, two consecutive test beam exper-
iments were carried out to characterise the detector response. Particle tracks through
six fully equipped silicon sensor modules were obtained by either beam-module interac-
tions with a 400 GeV/c proton beam, or secondaries from beam-target interactions with
a 180 GeV/c mixed hadron/muon beam. In this study, the main interest is the position
reconstruction and the spatial resolution obtained from the track reconstruction. Vari-
ous methods are available for determining the particle intersect position in a silicon strip
detector. Studying the effects of inter-strip distance (pitch) and track inclination on the
charge distribution among strips gives insight into the efficiency of cluster position recon-
struction. A subset of the modules are used as a beam telescope to extrapolate tracks to
a remaining module and make a comparison between the true and reconstructed intersect
position.

In Section 2, the experimental setup during the November 2006 “Alignment Challenge
and Detector Commissioning” (ACDC3) test beam and the general detector layout is
described briefly. The various methods used for reconstructing the track position from
the measured strip signal(s) are described in Section 3. This study focuses on 2-strip
clusters from R-type sensors. Section 4 describes the charge distribution around the
track intercept position. The spatial resolution obtained as a function of strip pitch and
track angle for 2-strip clusters is presented in Section 5. Section 6 summarises the main
conclusions.

2 Alignment Challenge & Detector Commissioning

Several ACDC phases in the LHCb VELO project were carried out towards the installation
of the detector at the interaction point in the LHC. The first phase, ACDC1, exercised
the read-out and analysis of data from multiple TELL1 boards with signal patterns. In
ACDC2 and ACDC3, three and ten modules respectively were mounted in the North
Hall experimental area. During the ACDC3 test beam, six of the ten double-sided silicon
sensor modules could be read-out simultaneously with 12 TELL1 boards. The detector
half was operated under vacuum (10−3 mbar) with the modules cooled down (< 0 oC) by
a scaled down version of the final mixed-phase CO2 cooling system [1, 2]. Figure 1 shows
a schematic overview of the mounted modules. The coordinate system used was identical
to that used by the LHCb detector.

Most of the tracks recorded through the detector originated either directly from the
beam or are due to beam interactions with the vacuum vessel. This resulted in a big
sample of tracks perpendicular to the module surface. Angled data (1o < θ < 7o) were
obtained from secondary particles from interactions with a lead target. A configuration
in which the entire detector setup was rotated in the zy-plane was used to produce 8o

tracks through the modules.

Each module consists of two 300 μm thick n-on-n silicon sensors of which one is fitted
with radial silicon strips to measure the φ angle (Φ-sensor) and the other is fitted with
concentric strips to determine the radial position (R-sensor). Both geometries are shown
in Figure 2. The inner(outer) radius amounts to 8 mm (42 mm). The pitch between
strips increases linearly with radius from 40.0 μm to 101.6 μm for each of the four regions
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Figure 1: Schematic top view of the ACDC3 detector setup. A total of ten modules
(numbers correspond to the module numbering) were mounted in the detector half.
Beam interactions with a target installed at x=y=z=0 were used to study high angled
tracks.

in R-type sensors. For φ-type sensors, the inner region has a pitch from 35.5 μm to
78.3 μm while for the outer region ranges from 39.3 μm to 96.6 μm . A change in stereo
angle between the inner and outer region is implemented in order to reduce ambiguities
in the pattern recognition. Furthermore, the detector modules are flipped from station to
station (Rφ, φR, Rφ...). Details about the VELO detector can be found in [3, 4].
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Figure 2: VELO R-type (a) and φ-type (b) sensor design. Each sensor has 2048
read-out strips covering the silicon surface. Notice the dog-leg shape in the Φ-sensor
design due to the 20◦ and -10◦ stereo angles.

A trigger logic based on three scintillators placed upstream and three scintillators
placed downstream is used to trigger event read-out to the central data acquisition system
(DAQ) [5]. The trigger decisions are sampled with the 25 ns clock cycle of the read-out
supervisor (ODIN), using a 1.75 ns sampling window. After the trigger decision, the
analog data is transmitted from the front-end Beetle chips to the TELL1 boards. Here,
the analog data is digitised and further processed. More information on the Beetle, trigger
scheme, TELL1 board and software can be found in [6, 7]. During the ACDC, the final
LHCb processing hardware was used and strips with a signal exceeding 10 ADC counts
were used to seed clusters. Neighbouring strips with a signal above 4 ADC counts were
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also included in the cluster. The processing from raw data to clusters is called Zero
Suppression (ZS).

During the data acquisition in the test beam, the module parameters (e.g. noise levels,
temperatures) were continuously monitored. The data quality was monitored offline using
the specially developed Vetra software package2. Both raw data (non-ZS) and ZS data
could be analysed using this software.

In the pattern recognition and track fitting algorithms, the cluster positions are used
to reconstruct tracks. Due to the differences in event characteristics between the ACDC
and the LHCb experiment, a generic version pattern recognition has been implemented in
the software (PatVeloGeneric, for more details see [8]). A non-iterative matrix inversion
technique described in [9] is used to determine the alignment parameters for each setup.
Data from dedicated alignment runs are used to produce alignment parameters for all
degrees of freedom (translations and rotations). A track fit based on Kalman filtering
is used to reconstruct the particle tracks through the modules. The reconstructed track
along with the cluster information of all involved clusters is stored for further analysis.
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(a) Beam experiments
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Figure 3: Cluster position hitmaps from beam (a) and target (b) interactions in
module M37. Notice the clear flux increase near the beam region during the target
run.

3 Reconstructing the track intercept position

With the track information available, a loop over all associated clusters is performed. For
each cluster, the track cluster bank excluding the cluster in the sensor under investigation
is used to refit the track. In this way, an unbiased track state is obtained which is
extrapolated to the sensor under investigation. Important in this analysis is the projected
angle, which is defined as the component of the track angle in the plane perpendicular
to the local strip orientation. The intercept point between the sensor and the track is

2This software package is a smaller version of the official Brunel analysis software used in the LHCb
experiment containing only the necessary VELO elements, in particular the facility to deal with non-ZS
data.
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assumed to be the true position of the cluster. For 2-strip clusters in R-sensors, on which
this study focusses, x0 is defined as the distance between the true position and the strip
with the lowest number.

The analysis of non-ZS data shows strip noise ranging between 1.7 to 2.9 ADC counts
after pedestal subtraction and common mode noise correction. The variation is mainly a
result by different strip lenghts. The most probable value (MPV) of the charge deposition
in a sensor is in the range of (49 ± 1) ADC counts. At an 8 degree angle, the increase
in path length through a 300 μm sensor is approximately 1% and therefore the difference
in amount of free charge carriers is minimal within the angle range. In this study, 2-strip
clusters from R-sensors were used in the analysis due to the more complicated strip layout
of the Φ-sensor. However, the Φ-sensors are expected to have identical characteristics in
this respect.

The spatial resolution of the position reconstruction improves with the number of
strips (n) in a cluster [10]. For 1-strip clusters, only binary accuracy is possible, while for
multi-strip clusters the weighting of strip charges can be used to determine the intersect
position between strips in the cluster. In the VELO clustering algorithm the maximum
cluster size is limited to 4 strips. Three methods for reconstructing the intersect position
are explained in the following sections.

3.1 Binary

In this method, only the strip with the highest S/N is considered and consequently deter-
mines the cluster position xrec. The absolute error that follows is then half the strip pitch,
Δxrec = pitch/2. The resolution of the 1-strip cluster position distribution is defined by
the root-mean-square deviation,

√
< Δxrec

2 > =

√
1

p

∫ p/2

−p/2

x2dx =
p√
12

. (1)

As can be seen, the resolution depends only on the local strip pitch. For the VELO
R-sensors this ranges from 11.5 μm to 30.6 μm.

3.2 Weighted mean

During the charge drift time in the silicon, thermal diffusion will result in an increased
charge spread at the sensor surface at which the strips are located. Furthermore, a small
rearrangement of charge will also be present due to charge sharing between strips [11].
The position reconstruction is expected to improve when including these effects by a linear
weighted mean approximation of strip charges [11, 12]. The position x of the cluster centre
relative to the inner strip of the cluster is calculated using

x = η · p (2)

with

η =
Couter

Cinner + Couter

, (3)

where Couter,inner stands for the signal at the strip associated to a cluster with the inner
(outer) strip at the smaller (larger) radius. For example, when considering perpendicular
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tracks (θ = 0◦) crossing the silicon in between two strips an equal amount of charge is
expected to be deposited on both strips and Eq. 3 results in η=0.5.

The true intersect position, x0 is determined by using the remaining modules as a beam
telescope. The associated error, Δx0, can be significant due to the long extrapolation
distances and (remaining) misalignments. The intersect positions are assumed to be
spread Gaussianly around the true intersect position and the experimental resolution (σs)
is determined from the width of this distribution. The η-range is binned with Δη = ±0.02
and the mean and mean-variance are used in the η-plots. The resulting curves are shown
in Figure 4 for track angles increasing from 0◦ to 8◦ . On the vertical axis, the pitch
normalised intersect position (x0/p) is plotted.

In a few cases, a small offset in the η curve was measured which could result from
remaining small sensor misalignments. The curves are therefore manually shifted to place
the position η=0.5 at half the pitch (x0/p = 0.5). Each of the curves is fitted with a third
order polynomial,

xη(θ, p)

p
= P0 + P1 · η + P2 · η2 + P3 · η3, (4)

in which the parameters P0,1,2,3 are expected to depend on both θ and p. Due to noise
influences on the strip charges, strip signals below 5 ADC counts are excluded from the
analysis. This implies that in general the regions η < 5/MPV ≈ 0.1 and η > 0.9 are
excluded from the fit.

From the shapes of the various curves, it can be seen that the influence of the higher
order terms of the fit reduces with increasing angle. In particular, above 4◦ a linear
function can fit the data points within the measurement error. Only at large angles can
the weighted mean method accurately estimate the true impact position. For smaller
angles this is not the case. Here the η-function is curved at the lower and higher limit
while it is only slightly inclined around half the pitch (0.4 < x0/p < 0.6). In other words,
only at half the pitch charge is measured at both strips while outside this region small
angled tracks result mostly in 1-strip clusters. This explains the high fraction of 1-strip
clusters observed in low angled tracks.

The diffusion width of the charge carrier cloud is independent of the pitch between the
strips. As the distance between the strips is reduced, more charge is spread over multiple
strips which would improve the weighted mean approximation. However, no change in the
η-function was measured for perpendicular tracks. The diffusion width in a 300 μm silicon
sensor is still small compared to the minimal R-sensor pitch (40 μm) and this can explain
the non-linear η-function for (near) perpendicular tracks.

3.3 η-correction

A non-linear relationship is observed between the impact position and the charge ratio of
signal strips, especially for low angled tracks (Fig. 4). In order to correct for this non-linear
behaviour, the obtained fit parameters described in Eq. 4 are used in combination with
the strip charges and local pitch. An iterative approach is thus required where the track
angle is used in the first step to select the appropriate correction parameters Pn(p, θ).
In the second iteration the parameters are used to recalculate the cluster position after
which the track is refitted.
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Figure 4: Normalised intersect point (x0/p) versus strip charge ratio (η) for various
track angles (0◦,2◦,4◦,6◦,8◦). Data obtained during either beam or target interactions
and summed for all R-sensors over the full pitch range. A third order polynomial
function is fitted to the data points (line). Approximately 105 tracks were used to
produce each plot.
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4 Charge Density Distribution

In the previous section the track angle influence on the shape of the η(x)-function was
described. The strip charges are related to the Charge Density Distribution (CDD) at the
sensor surface, which is the integrated charge profile over the sensor thickness. Studying
the CDD allows for a qualitative and quantitative insight in the charge distribution due to
diffusion and track inclination [11, 12, 13, 14, 15]. The procedure to determine the CDD
at the strip surface from the test beam data is described in Appendix B. The resulting
expression can be written as

C(s) =
A√

4πLd2

∫ d

0

1√
y
exp

(−(s − s0 − ytan(θ))2

2Ly

)
dy, (5)

where L is a function depending on the diffusion coefficient D = kTμi/q and the electric
field, s the lateral distance from the intersect position (xtrue ± s) and θ, the projected
angle of the particle track in the plane perpendicular to the local strip geometry. A large
angle through the silicon will cause the profile to broaden and become asymmetric. A
significant part of the total signal can therefore be collected on neighbouring strips.

Figure 5 shows the measured CDD curves for various angles (0◦, 2◦, 4◦and 8◦) from
either beam or target interactions. Horizontally, the displacement around the track inter-
section point, s, is shown and vertically, the charge density scaled to the maximum value.
To acquire enough statistics at various angles, track clusters with Δθ = ±1◦ were used
in the analysis. The pitch range is binned with a width of Δp = ±5 μm. All the distri-
butions are fitted with the CDD function (Eq. 5) using the fitting parameters: Constant
[A], Theta [tan(θ)], Offset [s0] and Sigma [L]. Former studies of the CDD suggest the ad-
dition of an initial charge spread which would reduce the initial peak contribution [13, 14].
However this procedure was found to decrease the fit performance.

For perpendicular tracks through the sensor, the CDD is expected to display a profile
that is mainly the result of charge carrier diffusion in the silicon (Fig. 5(a)). A symmetric
profile around the intersect position is clearly visible and in agreement with the presented
diffusion model. The average diffusion width over the sensor thickness is approximately
4.7 μm for a fully depleted sensor [11]. This number is expected to be roughly the same
as the Full Width at Half Maximum (FWHM) of the CDD. This agreement is confirmed
by the CDD in Figure 5(a) which shows a FWHM of 12 μm.

The largest charge density is measured at the position where the track passes closest
to the strips. At this position, charge carriers are unable to diffuse due to the limited drift
time to the surface. For perpendicular tracks, the track exit position is at the intersect
position and therefore no offset is measured. The offset is related to θ by tan(θ)d/2. At
the average pitch and track angle, the offset would be 5.2, 10.5 and 21.1 μm for 2◦, 4◦and
8◦ respectively. The fitted values are in the range of these values when considering the fit
errors.

The charge liberated further away from the collecting electrode in the silicon has
a longer drift time to the surface and hence the diffusion width increases. Charge is
distributed over a larger surface area which causes the CDD to broaden and drop. At the
track exit position, the slope of the charge density is steep as most of the liberated charge
is in a small interval. A gradual transition of the charge density profile is seen with angle.
Overall, this results in a asymmetric shape of the CDD and a broadening at larger angles.
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Figure 5: Charge Distribution Density (CDD) for various angles as a function of
displacement around the track intersect point (s). For each plot, the average angle
(Δθ = ±1◦), source of the data file and the pitch region (Δp = ±5 μm) are shown.
Results for angled tracks from target interactions are obtained from sensors M24R,
M27R and M30R. For the 8◦ distribution, modules M23R, M26R and M30R were
used due to the different module configuration.

For 8◦ tracks, the FWHM is measured to be approximately 35 μm at a pitch of 80 μm. A
significant part of the total charge is thus spread over almost half the pitch. Compared
to 0◦ tracks, the FWHM has increased by a factor 3.

An exact determination of the angle dependent parameter of the fit was found to
be difficult due to the presence of large error bars on some of the data points. A clear
increase is however visible and a reasonable agreement is seen for the high angled tracks,
tan(4◦) ≈ 0.07 and tan(8◦) ≈ 0.14.

5 Spatial resolution

Experimentally, the sensor spatial resolution (σs) is obtained from the width of the residual
distribution, where the residual is defined as the distance between the track intercept point
and the cluster position. To reduce the influence of strip noise on the residual distribution
only clusters are selected with both strip charges above 5 ADC counts. The presence of
emitted δ-electrons in the silicon bulk can introduce a shift in the charge distribution.
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High energy δ-electrons are therefore removed from the analysis by excluding clusters
with total charges in excess of twice the MPV (= 2 · 50 ADC counts).

The error on the true intersect position can be significant due to large extrapolation
errors when the distance between the sensor and the beam telescope is large. This causes a
further broadening of the residual distribution. Only the tracks with a high χ2-probability
are selected from the samples. Extrapolated tracks which do not intersect the sensor
between the two cluster strips are also excluded. Figure 6 shows an example of the
residual distribution determined from perpendicular tracks with either weighted mean
(squares) or η-correction (circles) for perpendicular tracks. The weighted mean method
results in a double peaked distribution where the distribution width is a combination of
the intrinsic sensor resolution and the error associated with each track intercept point.
To deconvolute the sensor resolution component an unbinned maximum likelihood fit was
used. The fit assumes a Gaussian distribution for the residual distribution and returns
the most likely sensor resolution given each measurement and its associated track error.
The track error is taken from the covariance matrix of the track.
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Figure 6: Unbiased residual distribution using the weighted mean (squares) or
η(θ, p)-function (circles) in reconstructing the track cluster positions. Data points
are for 2-strip clusters in M37R at 0 ◦ projected angle.

Implementing the η-correction improves the reconstruction of the cluster position and
results in a Gaussian distribution (Fig. 6). The width of the residual distribution is
significantly reduced in this way.

5.1 Resolution versus strip pitch

In Figure 7, the sensor resolution is plotted as a function of pitch for 0◦ tracks for three
position resolution methods. The data points for the binary resolution have been obtained
with Eq. 1. The binary resolution increases linearly with pitch.

With the weighted mean method, the 2-cluster resolution is significantly improved.
As the distance between the strips increases, the intrinsic sensor resolution deteriorates.
For the widest pitch, p = 100 μm, σs is approximately twice as large as the value at the
finest pitch. The best resolution for perpendicular tracks was obtained at p = 45 μm,
σs = (7.4 ± 0.9) μm.
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Figure 7: Resolution versus pitch at 0◦ projected angle calculated with the weighted
mean and η-correction methods. The solid line shows the binary resolution.

Implementing the η-function parameters in the position reconstruction results in a
further improvement of the resolution. This is most clearly obtained at the largest pitch
region where the non-linear behaviour was most noticeable and thus the linear approxi-
mation is not sufficient. For perpendicular tracks the resolution in the finest pitch region
(p = 45 ± 5 μm) was measured to be 7.4 ± 1.0 μm. Applying the η-correction in the
same pitch range improves the resolution, σs = 5.2 ± 1.0 μm. The η-correction results in
a resolution in the range of 5-10 μm over the full sensor pitch range.

5.2 Resolution versus track angle

Due to a change in the charge distribution with track angle, the sensor resolution is angle
dependent. In Figure 8, the spatial resolution is plotted versus θ at a fixed pitch of
p = 85 ± 5 μm. For the weighted mean method, the resolution is expected to be of the
following form [10],

σs(θ) =
A

θ2 + B
+ Cθ, (6)

where A, B and C are constants that are determined in the fit. The shape of the curve
corresponds well with simulations of angled tracks [10, 11]. A clear improvement in
resolution is seen for tracks at angles above 4◦. In this case, the η-function can be well
approximated by the weighted mean of strip charges. This improvement is directly related
to the broadening of charge density which results in a distribution of charges depending
on the distance between liberated charge and the collection strip(s). More charge is thus
able to reach neighbouring strips.

For the 0◦ and 2◦ cases, the η-function fit parameters were used in the analysis. It is
seen that the resolution improves significantly. The non-linear behaviour at small angles
can be well described by the correction. The best resolution measured with the weighted
mean method at p = 85 μm and a track angle of 6◦ is σs = 5.6 ± 0.9 μm. Overall,
the estimate of the intrinsic sensor resolution is in the order of 8 ± 1 μm when using a
generic reconstruction method. It must be noted that this resolution has been measured
in the outer pitch region and further improvements are expected closer to the center of
the sensor.
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Figure 8: Resolution versus angle at fixed pitch, p = 85±5 μm for weighted method
(circles) and η-correction (triangles). Due to limited statistics, η-correction was only
performed on 0◦ and 2◦ tracks.

6 Conclusions

During the ACDC3 test beam, data from particles traversing the detector at projected
angles ranging between 0◦ and 8◦ were collected and analysed. For perpendicular tracks,
the Charge Density Distribution (CDD) is well described by lateral diffusion. The FWHM
of the CDD was determined at approximately 12 μm. A clear influence of the track angle
was seen in the collected charge profile at the strips. Liberated charge around the track
path combined with charge diffusion in the silicon, resulted in a broadening of the CDD
(FWHM of 35 μm at an 8◦ track angle).

The η-function was determined for various angles, relating the track intercept position
to the 2-strip charge ratio. A non-linear relationship was seen at small track angles (<4◦).
In these cases, the width of the CDD is much smaller than the pitch between strips. For
larger angles, the weighted mean of the cluster strip charges was determined to be a good
estimate of the track intercept position.

The sensor resolution obtained in the VELO test beam experiments was determined
from the unbiased residual distribution. The best resolution for perpendicular tracks
was obtained at the finest pitch after applying the η-correction (σs = 5.2 ± 1.0 μm).
With the weighted mean method a resolution of (7.4± 0.9) μm was obtained. Increasing
the pitch lowered the resolution (14.6 ± 0.1 μm at p = 85 μm for the weighted mean
method). A study of the resolution versus angle showed a significant improvement with
increasing angle. For 6◦ tracks at the above mentioned pitch of 85 μm a resolution of
(5.6 ± 0.9) μm was obtained. For lower angles, the η-correction significantly improves
the position reconstruction while for larger angles the weighted mean method is a good
approximation.

One of the goals will be to incorporate the η(θ, p)-curve parameters in the cluster
position reconstruction. Preliminary investigations already showed a significant improve-
ment in the resolution when applying the angle dependent η-function in the position
reconstruction. Further investigations are being performed in this field.
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A Derivation of the Charge Spread Function

A detailed description of the analysis of the charge spread caused by diffusion and track
angle is presented here. For additional information see also [12, 14, 15, 16].
When a particle intersects the silicon sensor of thickness (d), charge is liberated along
the particle track. These holes and electrons are separated by an applied electric field
and depending on the type of silicon detector either the holes or the electrons drift to the
read-out strips. The average drift velocity depends both on the charge mobility (μi with
i = e, h for electron/holes) and the local electric field (E = V/d). The charge carriers are
accelerated in the direction of the E-field. It is assumed that to first order the electric
field can be considered homogeneous over the detector thickness. The total time needed
to fully collect the liberated charge can therefore be expressed as

t(y) =
d

V μi

y, (7)

where y is the distance between the charge carrier and the read-out strip (0 < y < d).
Besides drifting in the electric field, charge carriers are also influenced by lateral diffusion
in the silicon perpendicular to the applied field [11]. The scale of this diffusion (D) is
related to the charge mobility and the operating temperature (T ) of the material,

Di =
kTμi

q
. (8)

Therefore the diffusion is different in magnitude for electrons or holes. The presence
of diffusion causes the charge to spread as it crosses the sensor thickness. The Dirac-
δ Charge Density Distribution (CDD) is subsequently broadened, where the diffusion
causes a Gaussian spread around the position where the charges were liberated. The
spatial charge distribution is generally given by

C(x, z, t(y)) =
1

2πDtd
exp

(
−(x − x0)

2 + z2

2Dt

)
. (9)

Resulting after integration in,

C(x, y) =
1√

2πLd

∫ d

0

1√
y
exp

(
−(x − x0)

2

2Ly

)
dy. (10)

Here, several parameters have been collected in L = Dd/V μi. Additionally, it is assumed
that the primary charge distribution and the moment of ionisation is infinitesimally small.

Two cases can now be considered in the description. The case of straight tracks
perpendicular to the xz-plane and tracks under an angle θ in the xy-plane. In the case of
perpendicular tracks, the integral of Eq. 10 over the detector thickness results in a final
distribution with a width proportional to the diffusion width [11]

σx(y) =
√

2Dt(y) =
√

2L(d − y). (11)

Figure 9 shows the CDD for 0◦ tracks after integrating over the detector thickness. The
horizontal coordinate is the displacement around the track intercept point (x0±s) at d/2.
In the angled case, the above description of the diffusion width is still valid. However,
the point at which the charge is created is now shifted depending on the track inclination.
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Due to this, integrating over the detector thickness in Eq. 10 becomes non-trivial. The
distance x is transformed to x = x ± tan(θ)y [16]3. The plus/minus-sign is related to the
track geometry with respect to the detector layout. Rewriting the above equation results
in,

C(s) =
1√

2πLd

∫ d

0

1√
y
exp

(−(s − s0 ± ytan(θ))2

2Ly

)
dy. (12)

In the case of a 0◦ angle, the original result is obtained. For higher angles, the track
component results in a shifted charge distribution after travelling a distance Δy through
the silicon. A numerical approach was followed to determine the charge distribution and
this function was used for fitting the results with four free parameters: A, tan(θ), s0 and
L. Here, A is an unknown amplitude related to the measurements and s0, the offset of the
function maximum. The black points in Figure 9 display the CDD for an 8◦ track angle.
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Figure 9: Numerical calculations of the Charge Density Distribution function as a function
of displacement around the track intercept point (x0±s) for 0◦ (triangles) and at 8◦ (circles)
tracks.

B Data analysis procedure

The fraction of the total charge, η, measured at the neighbouring strip in 2-strip clusters
is given by

η =
Cright

Cleft + Cright
. (13)

From this expression, it is seen that the value of η is related to the charge density distri-
bution around the track impact point. Specifically, the signal height at each of the strips
neighbouring the track (Cleft,right) can be expressed as an integral over the area they each
cover of the Charge Density Distribution (see Eq. 12) [14]

Cleft ∝
∫ x0

−∞
C(x)dx, Cright ∝

∫ ∞

x0

C(x)dx. (14)

3The description used in this paper is used in the case of track angles caused by a magnetic field
component. Nevertheless, the procedure should be equivalent for the case of angled tracks.
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Here, it is assumed that all the charge in a 2-strip cluster is collected at both strips and
that the track intercept point at half the silicon thickness, x0, is located in between the
two strips. Furthermore, the amount of charge coupled to each of the strips by capacitive
coupling is inversely proportional to the distance to the charge. After normalising the
total pulse height to unity, the derivative of Eq. 13 to x can be expressed as

dη

dx
= C(x). (15)

Available from the measurements are the η-distribution, N(η), and the number of entries
per x0, N(x0). Taking the derivative of the former to η, these can be related to Eq. 15 by

dN

dη
=

dN

dx

dx

dη
=

dN

dx

1

C(x)
. (16)

Concluding, the charge density around the impact position can be related to the change
in ΔN(x) per x interval, and inversely to ΔN(η). By repeating this procedure over the
whole pitch range between two strips, the CDD as a function of s is obtained.
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