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A bstract

A m easurem ent of the doubledi erential cross-section for the production of charged pions n
proton {tantalum collisions em itted at large angles from the incom Ing beam direction is presented.
The data were taken in 2002 with the HARP detector in the T9 beam line of the CERN PS. The
pions were produced by proton beam s In a m om entum range from 3 GeV=c to 12 G eV =c hitting a
tantalum target w ith a thickness of 5% of a nuclear Interaction length. T he angular and m om entum
range covered by the experiment (100 M eVv=c p < 800 M eV=c and 0:35 rad < 215 rad) is
of particular in portance for the design of a neutrino factory. T he produced particles were detected
using a sm allradius cylindrical tin e pro ction cham ber (TPC ) placed in a solenoidalm agnet. T rack
recognition, m om entum determ ination and particle ddenti cation were all perform ed based on the
m easurem ents m ade w ith the TPC . An elaborate system of detectors in the beam line ensured the
denti cation of the incident particles. Results are shown for the doubledi erential cross—sections
a? =dpd at four incident proton beam momenta (3GeV=c,5Ge&V=c,8GeV=cand 12 GeV=c). In
addition, the pion yields within the acceptance of typical neutrino factory designs are shown as a
function of beam m om entum . T hem easurem ent of these yields w ithin a single experim ent elin inates
m ost system atic errors In the com parison between rates at di erent beam m om enta and between
positive and negative pion production.
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1 Introduction

The HARP experin ent ain s at a system atic study of hadron production for beam m om enta from
1.5GeV=cto 15 G eV =c for a Jarge range of target nuclei [1]]. Them ain m otivations are the m easurem ent
of plon yields for a quantitative design of the proton driver of a future neutrino factory, a substantial
In provem ent of the calculation of the atm ospheric neutrino ux [2,13,14,15,16] and the m easurem ent of
particle yields as input for the ux calculation of accelerator neutrino experin ents, such as K 2K [7,[8],
M niBBooNE [9]and SciBooNE [10].

In this paper we address one of the m ain m otivations of the HARP experin ent: the m easurem ent of the
yields of positive and negative pions for a quantitative design of a proton driver and a target station of
a future neutrino factory. In order to achieve the highest num ber of potentially collected pions of both
charge signs per unit of energy a pion production m easurem ent should give the inform ation necessary
to optin ize both proton beam energy and target m aterial. At the m om ent the CERN scenario m akes
provision fora 3 GeV=c { 5 G&V=c proton linac with a target using a high-Z m aterdal [11l]. O ther
scenarios are contem plated and m ay call for higher energy incident beam s. In m ost cases targets are
foreseen w ith high-Z m aterials. For this reason it was decided to analyse rst a series of settings taken

w ith a range of di erent beam m om enta incident on a tantalum target. T he di erent settings have been

taken within a short period so that in their com parison detector variations are m inin ized. A 1so sim ilar
data sets on lead, tin, copper, alum inium , carbon and berylliim have been collected. These will be
presented In future papers.

Here, the m easurem ent of the double-di erential crosssection,d? =dpd for production by protons
of3GeV=c,5GeV=c,8GeV=cand 12 GeV=cmom entum im pinging on a thin Ta target of 5% nuclear
interaction length ( 1) is presented.

The HARP experim ent [1],/12]m akes use of a Jarge-acceptance spectrom eter consisting of a forward and
large-angle detection system . The forward spectrom eter covers polar angles up to 250 m rad which is
wellm atched to the angular range of Interest for the m easurem ent of hadron production to calculate the
properties of conventional neutrino beam s. The HARP publications devoted to the m easurem ents of the
* production cross-sections In proton interactions w ith alum inium [13,[14] and berylum [15] targets
are relevant for the K 2K and M iniB ooN E neutrino oscillation experin ents. T he large-angle spectrom eter
has a large acceptance In the m om entum and angular range for the pions relevant to the production of
the m uons In a neutrino factory. It covers the largem a prity of the pions accepted In the focusing system
of a typicaldesign. T he neutrino beam of a neutrino factory originates from the decay of m uons w hich
are In tum the decay products of pions produced by a proton beam hitting a production target. For this
program m e of m easurem ents data were taken w ith high-Z nuclear targets such as tantalum and lead.

T he results reported here are based on data taken In 2002 in the T 9 beam of the CERN PS.About one
m illion incom Ing protonsw ere selected w hich gave an interaction trigger in the Large A ngle spectrom eter
collected at four distinct beam m om enta. A fter cuts, 150,000 secondary pion tracks reconstructed in the
large-angle spectrom eter w ere used in the analysis.

T he analysis proceeds by selecting tracks in the T In e P ro fction C ham ber (TPC ) In eventsw ith incident
beam protons. M om entum and polar angle m easurem ents and particle denti cation are based on the
m easurem ents of track position and energy deposition in the TPC.An unfolding m ethod is used to
correct for experin ental resolution, e ciency and acceptance and to obtain the doubledi erential pion
production cross-sections.

T he experin ental apparatus is outlined in Section [J. Section [3 describes track reconstruction and m ea—
suram ent of dE =dx w ith the large-angle spectrom eter. T he event and track selection for the analysis is
described in Section [4. T he perform ance of the detector and the m ethods em ployed to characterise the
perform ance are shown in Section [§. Section [f describes details of the cross-section calculation. R esults
are discussed in Section[7. A com parison w ith previous data is presented in Section[8. A n approxin ate
calculation ofthe yield of pionsw ithin the acceptance of typical focusing system s of som e neutrino factory
designs is given in Section[d. T he conclusions are presented in Section [I0. Tables w ith all cross-section
data and a com parison w ith an altemative analysis of the data are given in appendices.
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Figure 1: Schem atic layout of the HARP detector. T he convention for the coordinate system is shown in
the lower+right comer. T he three m ost downstream (unlabelled) drift cham ber m odules are only partly
equipped with electronics and are not used for tracking. T he detector covers a total length of 135 m
along the beam direction and hasamaximum width of6.5 m perpendicular to the beam .

2 Experim ental apparatus

TheHARP detector is shown in Fig.[l. T he forw ard spectrom eter is built around a dipolem agnet form o—
m entum analysis, w ith Jarge planar drift cham bers (ND C ) [16] for particle tracking w hich had been used
originally in the NOM AD experin ent [17], and a tin eof- ight wall (TOFW ) [18], a threshold C herenkov
detector (CHE ), and an electrom agnetic calorin eter (ECAL) [19]used for particle denti cation. In the
large-angle region a cylindrical TPC w ith a radius of 408 mm is positioned in a solenoidalm agnet w ith
a edof0.7T. The TPC is used for tracking, m om entum determ ination and the m easurem ent of the
energy deposition dE =dx for particle denti cation [20]. A set of resistive plate cham bers (RPC ) form a
barrel inside the solenoid around the TPC to m easure the tin e of arrival of the secondary particles [211]1.
Beam instrum entation provides identi cation of the incom ing particle, the determm ination of the tine
when it hits the target, and the In pact point and direction of the beam particle on the target. Several
trigger detectors are installed to select events w ith an Interaction and to de ne the nomm alization.

D ata were taken with a number of beam m om entum settings and w ith di erent target m aterials and
thicknesses. In addition to the data taken with the thin tantalim target of5% 1, runswere also taken
with an em pty target hoder, a thin 2% 1 target and a thick 100% 1 target. D ata taken w ith a liguid
hydrogen target at 3 GeV=c,5 G eV=c and 8 G eV =c incident beam m om entum together w ith coan icray
data were used to provide an absolute calbration of the e ciency, m om entum scale and resolution of
the detector. Tn addition, the tracks produced in runs with Pb, Sn and Cu targets in the sam e period
and w ith the sam e beam settings were used for the calibbration of the detector, event reconstruction and
analysis procedures. The m om entum de nition of the T 9 beam is known with a precision of the order
of 13 [22]. The absolute nom alization of the num ber of incident protons was perform ed using 250,000
“ncidentproton’ triggers. T hese are triggers w here the sam e selection on the beam particle was applied
but no selection on the interaction was perform ed. T he rate of this trigger w asdow n-scaled by a factor 64.
A crosscheck of the absolute nomm alization was provided by counting tracks In the forward spectrom eter.

A detailed description of the HARP apparatus isgiven in R ef. [12]. In this analysis prin arily the detector
com ponents of the largeangle spectrom eter and the beam instrum entation are em ployed. Below , the
detector elem ents which are In portant for this analysis w illbe brie y described.
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Figure 2: Schem atic view of the trigger and beam eguipm ent. T he description is given in the text. The
beam enters from the left. The MW PCsare numbered: 1, 4, 2, 3 from lft to right. O n the right, the
position of the target inside the inner eld cage of the TPC is shown.

2.1 Beam , target and trigger detectors

A sketch of the equipm ent in the beam line is shown in Fig.[d. A set of four m ultiw ire proportional
cham bers (M W PC s) m easures the position and direction of the incom ing beam particlesw ith an accuracy
of 1mm in position and 02 mrad in angle per profgction. At low m om enta the precision of the
prediction at the target is lim ited by multiple scattering and increases to 1 mrad at 3 GeV=c. A
beam tin eof- ght system (BTOF ) m easures the tin e di erence of particles over a 214 m path-length.
It is m ade of two identical scintillation hodoscopes, TOFA and TOFB (originally built for the NA 52
experin ent [23]), which, together w ith a sm all targetde ning trigger counter (TD S, also used for the
trigger and described below ), provide particle identi cation at low energies. T his provides separation of
pions, kaons and protons up to 5 G €V =c and determm ines the initial tin e at the Interaction vertex (t).
T he tin ing resolution ofthe com bined BTO F system isabout 70 ps. A system oftwo N ;- lled C herenkov
detectors (BCA and BCB) is used to tag electrons at low energies and pions at higher energies. The
electron and pion tagging e ciency is found to be close to 100% . T he fraction of protons com pared to
allhadrons in the beam is approxim ately 35% ,43% ,66% and 92% in the 3GeV=c,5GeV=c, 8 G&V=c
and 12 G eV =c beam , respectively.

T he length of the accelerator spill is 400 m s w ith a typical intensity of 15 000 beam particles per spill
T he average num ber of events recorded by the data acquisition ranges from 300 to 350 per spill for the
four di erent beam m om enta.

The target is placed inside the inner eld cage (IFC) of the TPC such that, In addition to particles
produced in the forward direction, backw ard-going tracks can be m easured. Tt has a cylindrical shape
with a nom inal diam eter of 30 mm . The tantalum (99.95% pure) target used for the m easurem ent
described here has a nom inal thickness of 5% 1. Precise m easurem ents of the thickness and diam eter
have been perform ed at di erent locations on its surface. These show a maxinum variation of the
thickness between 555 mm and 5.66 mm and of the diam eter between 30135mm and 30.15mm . A set
of trigger detectors com pletes the beam instrum entation: a thin scintillator slab covering the full aperture
of the last quadrupolem agnet in the beam line to start the trigger logic decision (BS);a sn all scintillator
disk, TD S m entioned above, positioned upstream of the target to ensure that only particles hitting the
target cause a trigger; and ‘halo’ counters (scintillators w ith a hole to let the beam particles pass) to veto
particles too far away from the beam axis. The TD S isdesigned to have a very high e ciency (m easured

to be 99.9% ). Tt is located as near as possble to the entrance of the TPC and hasa 20 mm diam eter,
an aller than the target. Its tin e resolution ( 130 ps) is su clently good to be used as an additional
detector for the BTOF system . A cylindrical detector (inner trigger cylinder, IT C ) m ade of six layers
of l mm thick scintillating bres is positioned inside the inner eld cage of the TPC and surrounds the
target. Tt provides fi1ll coverage of the acceptance of the TPC . The e ciency of the ITTC wasm easured

using events which had been taken sin ultaneously using incidentproton triggers which did not require
the ITTC and am ounts to > 99.5% . For the Incidentproton triggers, also the Interaction trigger bits were
stored by the DAQ , although they were not required to record the event. The recorded TPC data In
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Figure 3: Schem atic layout of the TPC . The beam enters from the left. Starting from the outside, st
the retum yoke of the m agnet is seen, closed with an end—cap at the upstream end, and open at the
downstream end. T he cylindrical coils are drawn inside the yoke. The eld cage is positioned inside this
m agnetic volum e. The Inner eld cage is visble as a short cylinder entering from the left. The ITC
trigger counter and the target holder are inserted in the inner eld cage. The RPCs (not drawn) are
positioned between the outer eld cage and the coil.

events taken w ith the incident proton beam were passed through the track nding algorithm and for each
event w ith at least one TPC track the ITC trigger decision was checked. The e ciency per single ITC
layer was found to be typically 80% , giving a large redundancy for the OR -signal to reach the quoted
overalle ciency.

2.2 Large-angle spectrom eter

T he large-angle spectrom eter consists ofa TPC and a set of RPC detectors inside the solenoidalm agnet.
The TPC detector was designed to m easure and identify tracks in the angular region from 025 rad
to 25 rad from the beam axis. Charged particle denti cation (PID ) can be achieved by m easuring
the lonization per unit length in the gas (dE =dx) as a function of the totalm om entum of the particle.
Additional PID can be perform ed through a tin e-of- ight m easurem ent w ith the RPC s.

Figure [d shows the schem atic layout of the HARP TPC. The TPC is positioned inside the solenoid
m agnet. The solenoid provides a m agnetic volum e with a diameter of 09 m , a length of 225 m and a

ed of 0.7 T. Secondary particles enter the forward spectrom eter through the downstream end of the
retum yoke which is left open. At the upstream end there is a an all cylindrical hole in the end-cap for
the passage of the Incident beam and to Insert the ITC and target holder inside the IFC . T he m agnet
was previously used forR& D for the TPC ofthe ALEPH experin ent and m odi ed for this experim ent.
T he induced charge from the gasam pli cation at the anode w ires ism easured using a plane w ith twenty
concentric row s of pads, each connected to a pream pli er. T he pad plane is subdivided into six sectors.
T he anode w ires are strung onto six spokes subdividing the six sectors. The pad plane is subdivided
radially into 20 row s of pads. T he pad din ensions are 6:5 mm 15mm and there are from 11 (at the
Inner radius) to 55 (at the outer radiis) such pads per row per sector. The drift volum e is 1541 mm
Iong with a eld gradient of 111 V/an , resulting In a m axim um drift tin e of approxin ately 30 s. The
pad-charges are sam pled by an FADC (one per pad) each 100 ns. The total DAQ readout tin e is500 s
to 1000 s per event depending on the event size.

Thirty RPC cham bers are arranged in the shape of a barrel around the TPC providing fi1ll coverage in
azin uth and covering polar angles from 0.3 rad to 2.5 rad w ith respect to the beam axis. T he individual
cham bers are 10 mm thick, 150 mm wide and 2 m long. Together w ith the tim iIng m easurem ent of the
beam detectors the RPC systam provides a m easurem ent of tin e-of- ight of particles produced at large



angles from the beam axis.

In the present analysis, the TPC provides them easuram ent for the pattem recognition to nd the particle
tracks, and to m easure their m om entum through the curvature of their tra jctory. It also provides P ID
using the m easurem ent of energy deposition. The RPC systam is used In this analysis to provide a
calibbration of the PID capabilities of the TPC .

Besides the usualneed for calbration of the detector, a num ber of hardw are shortfalls, discovered m ainly
after the end of data-taking, had to be overcom e to use the TPC data reliably in the analysis. The TPC
contains a relatively large num ber of dead or noisy pads. Noisy pads are disregarded in the analysis
and therefore equivalent to dead pads. The problem of dead channels present during operation (

15% ) necessitates a day {by{day determ ination of the dead channelm ap. The sam em ap is used In the
sin ulation, providing a description of the perform ance ofthe TPC adjisted to the conditions ofeach short
period ofdata taking. A m ethod based on the tracksm easured during nom aldata taking was developed
to m easure the variations of the overall gain of each pad, including the gas gain, by accum ulating for
each pad all the data taken during a period in tim e over w hich the perform ance of the cham ber can be
considered constant (typically a few hours) [L2]. In addition, thism ethod allow s dead and noisy channels
to be denti ed. It isused to reduce the uctuation in the response between padsdown to a 3% level

T he wellknown position of the target and of the end- ange of the TFC are used to determ ine the drift
velocity by reconstructing tracks em erging from these m aterials. Since the drift velocity varies as a
function of operational param eters such as pressure, tem perature and gasm ixture, it is determ ined for
each relatively short data taking period. Variations of up to 4% were observed [12]. T he precision of the
calibbration for ndividual periods is better than 0.5% .

Static distortions of the reconstructed tra fctories are observed in the TPC . The m ost in portant ones
are caused by the inhom ogeneity of them agnetic eld and an accidentalHV m ism atch between the inner
and outer eld cage (powered with two distinct HV supplies). The distortions were studied in detail
usihg coan icray data obtained with a special calibbration run perform ed after the data taking period.
A ppropriate distortion correction algorithm s in the TPC reconstruction software com pensate for the
voltage o set and for the inhom ogeneities of the m agnetic eld.

D ynam ic distortions which are caused by the buid-up of ion-charge density in the drift volum e during
the 400 m s long beam spill are observed In the cham ber. Changes In the beam param eters (intensity,
steering) cause an Increase or decrease in the dynam ic distortions. W hilem ethods to correct the dynam ic
distortions are under developm ent, a pragm atic approach is chosen to lin it the analysis to the early part
of the beam spillwhere the e ects of dynam ic distortions are still sm all. T he tin e intervalbetw een spills
is Jarge enough to drain all charges in the TPC related to the e ect of the beam . The com bined e ect
of the distortions on the kinem atic quantities used in the analysis has been studied in detail, and only
that part of the data for which the system atic errors can be controlled w ith physicalbenchm arks isused.
M ore than 30% of the data can be retained.

The In uence of the distortions can be m onitored using the average value of the extrapolated m inin um

distance of secondary tracks from the incom ing beam particle tra fctory }dg i. In Fig.[d this quantity
is plotted separately for positively and negatively charged pion tracks and protons as a function of the
event num ber w ithin the spill for the four beam settings used. Due to the sign-convention for d8 , the
distortions shift its value In opposite directions for particles tracks of positive and negative charge. It can
clearly be seen that this distance increases with tine. The e ect also Increases w ith beam m om entum ;
this is expected from the track m ultiplicity increase. A 1so the beam intensity was higher for higher beam

mom enta. A swillbe shown in the follow ing, data taken under conditions w here the average d8 is sm aller
than 5 mm can be analysed reliably. For the analysis presented here, this results In a lim it of 100
events per spill, depending on the setting. T he perform ance of the cham ber for this subset of the data was
studied using severalm ethods, including the analysis of elastic events in exposures of a Iiquid hydrogen
target. T hese resultsw illbe shown in subsequent sections. The an allm ism atch extrapolated to N ¢y = 0
visible In the 8 GeV=cand 12 G &V =c data are due to residual static distortions. A Ithough the latter show

a variation am ong di erent settings a com m on correction is applied. T he system atic error introduced in
them om entum calibration by this approxin ation is estin ated to be less than 1% .
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Figure 4: E ect of dynam ic distortions as a filnction of event num ber in the spill for the four tantalum
settings used in the analysis em phasizing the rst part of the spill (200 events). T he sym bols show the
average extrapolated distance from the incom ing beam particle tra fctory for ( led circles), * ( lled
squares), and protons ( lled triangles). Them om entum of the beam is indicated in the title of the panels.
Data with hdji< 5mm have been used in the analysis. T he dashed horizontal lines indicate the value
at 5S5mm to guide the eye, while the verticaldotted lines show them axinum value ofN .+ accepted In
the analysis.

3 Track reconstruction

T he reconstruction of particle tra ctories in the TPC is in plem ented w ith a sequence of distinct steps.

A fter unpacking of the raw data, tin eseries of ash-ADC values representing the charge collected on
pads are com bined into clusters on the basis of individual pad rows. H its in neighbouring pads w ith
tin e stam ps that di er by less than 600 ns are included in the cluster. Each cluster gets a weighted
position in the r’ direction along the pad row using the pad positions and in the z direction using the
tin e Inform ation. T he reference tim e is de ned on the rising edge of the signalwhen the rstpulse in a
cluster goes over threshod.

T he clusters are then assigned to tracks by a general purpose pattem recognition algorithm . T his algo-
rithm uses a general fram ew ork for track nding in m ultidin ensional space [24], in this case applied to
a 3-D situation. T he fram ew ork does not in pose a preferred search direction. In an initial phase clusters
are sorted Into an N -din ensional binary tree to prepare an e cient look-up of nearest neighbours. T he

algorithm then buids a network of all possible links between the clusters. Links are acceptable if the
distance between the clusters is am all (accepting hits on nearby pad row s, taking into account possible



gaps In the track hits). Then it buids a tree of connected clusters, starting from ‘seeds’. A s seed any
of the linked pairs of hits is tried, taking rst those on the outer pad row and then the unused links on
the next Inner row , and so on. D espite the m agnetic eld, the track m odel approxin ates tracks locally
as straight lines. W hen from a given link m ultiple continuations are possible a choice has to be m ade
which continuation is to be used to form the naltrack. T he branch of the tree which is retained as the
best continuation of the track is determ ined by exam ining pairs of fillly grow n branches and selecting the
better one. Since the tree is built recursively, it su ces to com pare possible continuations from a given

link pairw ise. T he general fram ew ork allow s the speci ¢ in plem entation to de ne the criterion used to
m ake this choice. In the case of the track nding In the HARP TPC w ith its low occupancy of hits the
choice of the branch w ith the largest num ber of clusters is su cient. Param eters in the fram ew ork which

can be adjusted to the particular situation are them Inim um num ber of points for an accepted track, the
maxin um curvature, them axin um distance between consecutive clusters and the criterion to choose the
best of two possible solutions for a branch on a tree.

3.1 M omentum m easurem ent

O nce clusters are assigned to a track, the track is tted to a helix. The tting procedure is based on
the algorithm developed by the ALEPH Collaboration [25]w ith slightm odi cations, e.g. the possibility
to t tracks which spiral for more than 2 [26]]. The t consists of two consecutive steps: a circle- t
in the x{y plane based on a least-square m ethod 27]which de nes three param eters, and a subsequent
straight Iine tin z{syy p]an which de nes two other param eters. A helix is uniquely de ned by these
param eters. T he code uses the sam e sign conventions as in the TASSO and ALEPH software [29]w ith
a particle direction associated to the m otion along the helix itself. D i erent classes of precision can be
assigned to clustersalong rand depending on the num ber ofhits that belong to a cluster and depending
on whether a cluster is near to a region of dead pads. T his classi cation was developed from studies of
the residuals observed in the data and also quanti ed using sin ulated data. A swas done in the origihal
ALEPH method, weights are applied to take into account the di erences in cluster quality, a m ethod
which is applicable to errors of system atic nature.

Tracks which are em erging from the target are re tted using the position of the extrapolated beam
particle as an extra point in the twith a weight sin ilar to a TPC hit (‘constrained t’). Re tting the
track param eters In posing the vertex constraint in proves the m om entum resolution signi cantly at the
cost of a m oderate loss of e ciency of a few percent. T he energy—loss In the m aterials along the particle
tra pctory is not taken into account in the t@ . However, in the analysis these e ects are corrected for
(see Section [6.]]) by applying the sam e procedure to the data and the sin ulation.

A study with the sinulation program of the resolution of the inverse of the m om entum determ nation
using the constraint of the extrapolated beam particle is shown in Fig.[H. R esults for particles em itted
at large angles (85°) are shown together w ith the behaviour at sm aller angles (35°). The resolition of
the m easured m om entum is com pared w ith the “oue’m om entum in the gas. A t to the distrlbbutions
with two G aussians constrained to have the sam e m ean has been perform ed. T he m easurem ent of the
RM S of the sum of the G aussians is com pared w ith the of the narrow G aussian. The RM S is larger
by 25% {30% than the of the narrow G aussian, indicating the presence of non-G aussian tails. The
di erence between the two angles is expected from the fact that the resolution is a function of pr rather
than p. The tails of the distrbutions are fully taken into account in the analysis. A lthough the track
curvature is m easured m ainly in the gas, the resolution extrapoltes to pr = 0 with a 2% constant
term . T his is due to the use of the vertex point as constraint in the t,which adds the e ect ofmultiple
scattering in the inner eld cage and trigger counter, and to the use of a perfect helix as track description
neglecting Inhom ogeneities in the m agnetic eld which are present in the sin ulation of the tra fctories.
T he experim ental m easurem ent of the resolution of the determm ination of the m om entum is consistent
w ith the sim ulation and w illbe described In a follow ing section.

F igureld show sa sim ulation study of the resolution of the inverse of them om entum using the constraint of
the extrapolated beam particle both w ith respect to the truem om entum in the gasand at the interaction

IThe sxy coordinate isde ned as the arc length along the circle in the x-y plane between a point and the in pact point.
2T he constrained t is perform ed using the analytical helix track m odel.
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Figure 5: Simulation study of the resolution of the inverse of the m om entum determ ination using the
constraint of the extrapolated beam particle. R esults for charged pions em itted at large angles (85°) are
shown w ith triangles, while the circles represent the behaviour at sm aller angles (35°). T he resolution of
them easured m om entum is com pared w ith the “rue’m om entum in the gas. A 1llm aterials in the detector
and the target are taken Into account in the smulation. A tw ith two G aussians constrained to have the
sam em ean has been perform ed to the distrbutions. F illed circles and triangles show them easurem ent of
the RM S of the tted function, while the open circles and triangles show the of the narrow G aussian.

vertex. T he resolution of them om entum determ ination w ith respect to them om entum at the interaction
vertex su ers from the e ect of energy—-loss in the m aterial (target, trigger detector, IFC ). The large
di erence of the e ect of the m aterial between large and sm all angles is due to the relatively large
transverse din ensions of the tantalum target (15 mm radius) com pared to the thickness ofonly 56 mm
In the direction of the beam .

3.2 M easurem ent of dE =dx and tim e-of~ ight

The m ean energy-loss per unit length for each particle tra fctory is calculated by an algorithm which
evaluates the dE =dx for each cluster on the track associated to each curvilinear TPC pad row . Thedx is
calculated considering the segm ent of the helicoidal tra ctory of the particle in that row , the dE is the
total charge collected by the pad plane for that cluster summ ing allAD C counts collected by the pads
that belong to that cluster. T he resulting distrdbution of dE =dx of the individual clusters is expected to
follow a Vavilov distrdbution. To obtain them ost reliable estin ate for the peak (them ost probable value)
of the Vavilov distribution, an algorithm has been developed using a truncated m ean. T he algorithm
has been optin ized by selecting all clusters of all tracks In slices of m om entum for preselected pion and
proton sam ples, respectively; hence this technique allow ed a characterization of the dE =dx distributions
to bem ade w ith extrem ely high statistics. It is found that calculating an average value using 80% of the
clusters, ram oving the 20% w ith the highest dE =dx, provides the best estin ate of the peak position. In
Section [E5 dE =dx spectra as they are observed in the data are shown.

T he particle relativistic velocity  is determ ined m easuring the tin e-of- ight (TOF) from its production
point at the target up to the system of resistive plate cham ber (RPC ) detectors arranged as a barrel
around the TPC . T he path—length is determm ined using the tra fctory m easured in the TPC . The tin e of
production of the particle is m easured using the tin e the beam particle traverses the BTO F detectors
and extrapolating it to the interaction point. T he com bined tim e resolution is 180 ps 28]. A t present

isnotused for PID in the nalanalysis. However, the PID capabilities w ith this TO F m easurem ent are
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Figure 6: Sinulation study of the resolution of the determ ination of the inverse of the m om entum using
the constraint of the extrapolated beam particle. The left panel show s the results for charged pions
em itted at large angles (85°), while the right panel show s the behaviour at snaller angles (35°). A1l
m aterials In the detector and the target are taken into account. Filled circles show the resoluition of
the Inverse of the m om entum determ ination w ith respect to the “rue’m om entum of the particle in the
TPC gasvolum e for pions (m easured by the RM S of the distrbution). O pen circles and boxes show the
resolution w ith respect to the “rue’m om entum at the interaction vertex. The e ect of energy-loss in the
m aterial (target, trigger detector, IF'C ) is clearly visble.

used to select pure sam ples of pions and protons to m easure the e ciency and purity ofthe PID selection
using dE =dx.

4 D ata selection procedure

T he positiveparticle beam used for thism easurem ent containsm ainly positrons, pions and protons, w ith
an all com ponents of kaons and deuterons and heavier ions. Tts com position depends on the selected beam

m om entum . T he analysis proceeds by st selecting a beam proton hitting the target, not accom panied
by other tracks. Then an event is required to be triggered by the ITC in order to be retained. A fter
the event selection the sam ple of tracks to be used for analysis is de ned. The selection procedure is
described below .

The beam tin e-of- ight system m easures tin e over a distance of 214 m which provides particle identi-
cation at low energy (up to 5 GeV=c). At 3 G eV =c the tin e-of- ight m easurem ent allow s the selection

of pions from protons to bem ade atm ore than 5 , the protons account for about 30% ofbeam at this
mom entum . T he fraction of protons increases w ith beam m om entum . At higher m om enta protons are
selected by rejfpcting particles w ith a m easured signal in either of the beam Cherenkov detectors. The
selection of protons for the beam m om enta w ith the C herenkov detectors has been described in detail in
Ref [13]. M ore details on the beam particle selection can be found in Ref. [12]. D euterons (and heavier
ions) are rem oved by TOF m easuram ents. A set of M W PC s is used to select events w ith only one beam

particle for which the tra pctory extrapolates to the target. An identical beam particle selection was
perform ed for events triggered w ith the Incidentproton trigger in order to provide an absolite nom al-
ization of the incom ing protons. T his trigger selected every 64 beam particle coincidence outside the
dead-tin e of the data acquisition system . T he requirem ent of a trigger in the IT C keeps a sam pl of one
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Figure 7: T he distribution ofd8 (left panel) and s zg (right panel) taken w ith an 8 G €V =c proton beam
hitting a tantalum target for tracks w ith low dE =dx. Cuts (indicated by the vertical bars) are applied
at #3j< 15mm and 144mm < sz)< 200mm .

m illion events for the analysis.

Thebeam particle has to be accepted by the criteria described above and has to be denti ed asa proton.
In order to avoid large e ects of the TPC dynam ic distortions only the rstN o, events in each spill are
retained. U sing callbration data sets, the deterioration of the perform ance of the detector is determ ined
as a function of the strength of the distortions characterized by an average value of d8 for the sam e set
of events. A s a practical solution and to sim plify the analysis the ‘event num ber in spill’ N o+ de nes
a m easure of the tim e when the event occurred from the start of the spill. This is a good m easure of
tin e since the readout tim e per event is su ciently constant (about 1 m s/event) and since the beam
intensity was so high that the DAQ was running close to saturation. For each setting the N o, criterion
was calbbrated w ith the behaviour of the average d8 , h:ig i. The part of the spill accepted In the analysis
is then de ned by detemm Ining for each data—taking condition for which value of N o+ the average valie
ofd8 exceeds 5mm . In practice, the value 0f N ¢+ is close to 100 in all settings analysed, com pared to a
typical total num ber of events per spill of 300.

Cuts are de ned to refct tracks from events which arrive random Iy in the 30 s drift tin e of the TPC
secondaries from Interactions of other beam particles (‘overlays’). In addition, selection criteria are used
w hich preferentially rem ove tracks from secondary interactions (i.e. interactions of the particles produced
in the prin ary interaction). T he follow ing selection was applied to retain wellm easured particle tracks
w ith known e ciency and resolution.

Tracks are only considered if they contain at least twelve space points out ofa m axim um oftwenty. T his
cut is applied to ensure a good m easurem ent of the track param eters and of the dE =dx . Furthem ore, a
quality requirem ent is applied on the t to the helix. T he latter requirem ent introduces a very sm all loss
of e ciency.

For tracks satisfying these conditions, a cut is m ade on d8 , the distance of closest approach to the
extrapolated tra fctory of the incom ing beam particle in the plane perpendicular to the beam direction
and z{, the z-coordinate where the distance of the secondary track and the beam track is m nimal
F igure[d show s the distribution of dj and s z for the data taken w ith 8 G eV =c protons on a tantalum
target. The variable s isde ned ass= sin ,where is the angle of the particle m easured w ith respect
to the nom inal beam axis. To avoid the bias due to the change of curvature which occurs for highly
Jonizing protons traversing the IT C trigger counter and the inner eld cage, only outgoing tracks w ith
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Tabl 1: Totalnum ber of events and tracks used In the tantalim 5% 1 targetdata sets, and the num ber
of protons on target as calculated from the pre-scaled trigger count.

D ata set 3GeV=c 5GeV=c 8GeV=c 12GeV=
Totalevents taken by the DAQ 2291133 2094286 2045628 886305
P rotons on target (selected incidentproton 64) 1693376 3251136 6136960 3486016
A ccepted protons w ith interaction triggers 416131 447312 752377 436400
A ccepted protons w ith Large Angle Int. (LA I) 101509 218293 442624 269927
M axinum N ot 120 110 110 920
LA T in accepted part of the gpill 38281 72229 137033 82994
Fraction of triggers used 38% 33% 31% 31%
LA trackswith 12 hits 68340 188754 464308 346856
A verage m ultiplicity 23 35 4.7 6.0
A ccepted m om entum  (vertex constraint) 50985 138261 338598 242114
From target and in kinem atic region 34430 93220 214339 148012
N egative particles 3836 14485 42159 33095
P ositive particles 30594 78735 172180 114917
selected w ith P ID 3526 13163 37706 29105

* selected w ith P ID 4706 15791 42296 31407

low dE =dx were used for this gure. Cuts are applied at j:lgj< 15mm and 144mm < s 28 < 200mm .
The sin dependence in the cut has been introduced to take into account the angular dependence of the
precision of the extrapoltion. The accepted s 28 region is symm etric around the centre of the target.
The target extends from z= 0 to z= 56 mm in this coordinate system . T he transverse coordinates of
the interaction vertex are obtained extrapolating the tra fctory of the incom ing beam particle m easured
by theM W PCs. T he longitudinal coordinate is taken from the position where the tted track is closest
to the tra fctory of the beam particle.

Finally, only tracks with m om entum in the range between 100 M eV =c and 800 M eV =c are accepted.
In addition, particles w ith transverse m om entum below 55 M €V =c are rem oved. T his range m eects the
requirem ents ofthe data needed for the design of the neutrino factory and is consistentw ith the acceptance
and resolution of the cham ber. Table[dl show s the num ber of events and tracks at various stages of the
selection. To give an Im pression of the com plexity of the events, one can de ne an ‘average m ultiplicity’
as the ratio of the num ber of tracks w ith at least twelve hits in the TPC (regardless of theirm om entum ,
angle or spatial position) and the num ber of events accepted by the selection criteria w ith at least one
such track. T he average m ultiplicity obtained according to this de nition is reported in Table[dl.

5 Perform ance of the detector

T he present m easuram ent concentrates on the production of particles at large angles from the beam

direction as m easured In the TPC . To calbrate the perform ance of the TPC one would deally enter
particles of known m om entum and type into the sensitive volum e of the cham ber. To achieve this either
the cham berwould have to be rotated orm oved to another position or the beam would have to be steered
far from its nom altra pctory. N either option was available so that otherm ethods had to be em ployed to
characterize the perform ance of the cham ber. C oan icray tracks and the elastic events in the data taken
w ith hydrogen targets were used to characterize the TPC . Additional constraints were obtained m aking
use of the characteristic m om entum dependence of the dE =dx for particle tracks in the TPC .

T hem easured quantitiesused in the analysisare them om entum , scattering angle w ith respect to the beam
particle and particle denti cation. T herefore, the perform ance of the detector needs to be characterized
for these quantities and for the e ciency to reconstruct the tracks as a function of these quantities. In
addition, the ability of the sim ulation to reproduce these has to be studied. T he resolutions, m easurem ent
biases and e ciencies need to be known as function of the In portant kinem atic variables.

14



9000F I
F 12000 |-
8000 ) r
& g |
B70000 10000 -
6000 L
r 8000 |-
50001 I
4000 6000 -
3000 4000 |
2000[
r 2000 -
10001 [
O:H e L ol e P
-20 -15 15 20 =0.1 -0.05 0.05 0.1
A Zg (mm) AB(rad)

Figure 8: Left: M easurem ent w ith coam icray tracks of the zg resolution of the TPC . T he distribution
hasan RM S of 34 mm . R ight: m easurem ent w ith coan icray tracksofthe resolution ofthe TPC.The
distrbution hasan RM S of 12 m rad.

To Investigate w hich fraction of the data can be used in the presence ofdynam ic distortions the behaviour
ofthe quantities relevant for the analysishasbeen studied asa function of the strength ofthese distortions.
A sdiscussed above, the average d8 of the tracks produced by thebeam in the target isused asa param eter
to characterize the strength of the dynam ic distortions.

Tt w ill be dem onstrated that each in portant reconstructed quantity and its behaviour as a function of
tin e in spill can be characterized using constraints from the data them selves. T he absolute scale of the
mom entum is determ ined m aking use of the kineam atics of elastic scattering. Its resolition is m easured
with coam icray tracks w ith consistency checks based on dE =dx and elastic scattering. The evolution
w ith the e ect of dynam ic distortions is m easured w ith elastic scattering and dE =dx constraints, while
the analysis of dE =dx sets a lm it on any possible chargeasymm etry In the m om entum m easurem ent.
Sin ilarly, the resolution of the m easurem ent of the scattering angle is obtained w ith cosm icray data,
supported by consistency checks from elastic scattering. T he absolute m easuram ent of the angle and its
sensitivity to dynam ic distortions is constrained by the kinem atics of elastic scattering. In the analysis,
PID is based on the m easurem ent of dE =dx. T he robustness of the dE =dx m easurem ent was observed
w ith elastic scattering and w ith m inin um —onizing particles using the fact that the dE =dx is independent
of the m om entum m easurem ent for these particles. The e ciency and purity of the identi cation of the
particle type was m easured using an independent selection based on tin eof- ight. Finally, an absolite
m easuram ent of the e clency and its evolution as a function of strength of the dynam ic distortions was
obtained w ith elastic scattering. T he m ost In portant points w ill be elaborated below .

5.1 Study w ith cosm ic—ray events

C oan icray data were taken during and outside the beam data taking periods. During beam periods,
cosm icray triggers were collected between the beam spills. A dditional cosm ictay exposures were per—
form ed close to the data taking periods w ith the beam to ensure that the detector conditions rem ained
the sam e. For these data the outer barrelR PC swere used to provide a trigger for the coan icrays. In the
year follow ing data taking (2003) an extensive cogn icray exposure w as perform ed providing a dedicated
calibbration. In particular, the trigger was provided by a scintillator rod positioned in the inner eld cage
to obtain tracks follow ing the sam e tra ctory as secondary tracks during beam exposures. T he rod was
placed at the nom inal target position w ith transverse din ensions sin ilar to the beam spot size, butm ore
extended in z than the usual targets.
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T he resolution of the extrapolated track position at the target wasm easured by splitting the coam icray
track Into two halves and taking the distance betw een the tw o extrapolated tra ctories. Thedi erence in
the extrapolation in the direction of the beam m easures the 28 resolution. F igure[d (left) show s the result
of thism easurem ent. T he distrbution hasan RM S of 34 mm . T he resolution in the angle of secondary
tracks w ith respect to the beam direction can bem easured again by com paring the two track segm ents.
T he resolution m easured in thisway is shown in the right panel of F ig.[g. T he distrlbbution hasan RM S
of12mrad. Them ean valie is non—zero, re ecting a an all system atic uncertainty in the m easurem ent of

of the order of 5 m rad. T his bias is caused by the lin ited precision of the equalization constants of the
pad pulse heights which can introduce an r-dependent system atics in the determm ination of the z-position
of hits. In the absence of interactions by beam particles the equalization constants determm ined for the
coam Icray data—taking periods are expected to be less precise than for the nom aldata-taking periods.
This e ect hasbeen found to induce a negligible uncertainty in the analysis.

To m easure the transverse m om entum resolution three estim ates of the transverse m om entum of the
cosm icray track are obtained: the transversem om entum m easured from the curvature of the two halves
of the track separately and the transverse m om entum from the curvature of the com plete track. The
relative resolution is then obtained from the distrdbution of the di erence of the inverse of the transverse
m om enta of the two halftracks divided by the inverse of the overall track transverse m om entum . T he
sigm a of the G aussian t (divided by the squarexoot of two) is plotted as a function of the transverse
mom entum of the overall track. T he result of this analysis is shown in Fig.[d. Since the resolution is
expected to be G aussian in the curvature (1=p), the resolution is shown in this quantity. T he resolution
m easured with cosm icrays is com pared w ith the over-estin ates which can be obtained by selecting a
an all slice of the steep part of the dependence of the dE =dx on the m om entumE . Subdividing the data—
sam ple into di erent binsof a xed dE =dx slice (corresponding to a given m om entum ) can be used to
determ ine severalpointsatdi erent pr . T he resolution expected from the sin ulation using the point{to{
point resolution m easured w ith dE =dx in the data is consistentw ith the coam icray m easurem ent. W edo
observe, however, a slightly larger constant term in the coam icray data as predicted by the sim ulation.
In the 2003 data the cosm icray tracks were triggered by a scintillator on the TPC axis. T he am ount of
m aterialof the scintillator is sin ilar to the am ount of m aterial in the inner eld cage and trigger detector.
Hence, the constant term is expected to be slightly larger for the cosn icrays than for the M C. In the
2002 data, no such trigger detector was available. T herefore the tracks do, In m a prity, not pass the
nom Inalaxis of the TPC, such that they see e ectively a larger am ount of the Inner eld cagem aterial.

5.2 Study w ith elastic scattering data

E lastic scattering interactions of protons and pions on hydrogen provide events where the kinem atics
are fully determ Ined by the direction of the forward scattered beam particle. T he kinem atic properties
of the elastic scattering reaction were exploited to provide a known “eam ’ of protons pointing into the
TPC sensitive volum e. D ata w ere taken w ith liquid hydrogen targets atbeam m om enta from 3 G eV=c to
15 GeV=c. A good fraction of forward scattered protons or pions in the elastic scattering reaction enter
Into the acceptance of the forward spectrom eter. T he fiill kinem atics of the event can be constrained
by a precise m easurem ent of the direction of the forward scattered beam particle. In particular, the
direction and m om entum of the recoil proton are precisely predicted. Selecting events w ith one and only
one track in the forward direction and requiring that the m easured m om entum and angle are consistent
w ith an elastic reaction already provides an enriched sam ple of elastic events. By requiring that only one
barrelRPC hit is recorded at the position predicted for an elastic event (the precision of the prediction
from the forward spectrom eter is w ithin the RPC pad size) and within a tin e w indow consistent w ith
a proton tin eof- ght a sam ple of recoil protons with known m om entum wvector of a purity of about
99% isobtained. Atbeam m om enta in the range 3 G €V =c{8 G &V =c the kinem atics are such that these
protons point into the TPC with angles of 70 with respect to the beam direction. Once a clean
sam ple of elasticscattering events is isolated the e ciency of the track nding and tting procedure can

be m easured and an estim ate of the resolution and biases of the m easurem ent of m om entum and angle
can be obtained. T he correlation of the forw ard scattering angle and recoilproton m om entum is such that

3Them om entum resolition is over-estim ated since the e ects of the size of the dE =dx slice and the dE =dx resolition
are not corrected for.
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Figure 9: M omentum resolution in the TPC.The Iled circles (open boxes) and the drawn (dashed)
straight line refer to the cosn icray data taken In 2003 (2002). The lled triangles are the upper lim its
(‘over-estin ates’) obtained from the dE =dx selection. T he shaded area refers to a straight-line t to the
M onte C arlo calculations.

an unavoidable threshold in recoil proton mom entum ( 350 M €V =c) translates into a m inimum angle
for the scattered particle. T he threshold is relatively high due to the need to detect the proton also in the
barrelRPC system outside the outer eld cageofthe TPC .T his requirem ent can be rem oved only in cases
where a an all am ount of background can be tolerated. D ue to the geom etry of the rectangular aperture
of the dipole m agnet of the forward spectrom eter only two sn all horizontal sectors of the TPC can be
populated w ith recoilprotonsabove threshold m om entum in the 3G eV=cbeam . In the 5 G &V =cbeam the
situation ism uch better and all azin uthalangles can be populated, although not yet hom ogeneously. In
the 8 G éV=cbeam the population ishom ogeneocus in ,but the error propagation of the m easurem ent of
the forw ard scattering angle into the prediction ofm om entum and angle of the recoil proton becom es less
favourable. Summ ing up all these argum ents, the 8 G €V =c beam ism ost suitable for the determ nation
of average e clency, the 5 G &V =c beam is still useful for e clency m easuram ents and provides a good
sam pling of the resolution of the detector, while the 3 G €V=c beam can be used to study the resolution
w ith the m ost favourable situation for the prediction. T he num bers of selected elastic events total about
15,000 for the 8 G €V=c data sam ple, and 5,000 for the 5 GeV=c and 3 G &V =c data sam ples each.

Based on the 8 G eV =c data the track reconstruction e ciency wasdetermm ined to be 91% 1% com pared
with an e ciency of 93% calculated with the sinulation. In the 5 G&V=c beam the e ciency is the

sam e as that for 8 GeVv=cdata. In thedataa 1% lossofe ciency can be attributed to channels w ith
interm ittent connection problem s, an e ect not sinulated in the M onte Carlo M C ). The ine ciency is
dom nated by the e ect of the ‘spokes’, the place where the w ires of the w ireplanes are xed as shown
in Fig.[Id (left). The integral of the e ciency is well reproduced, although the details near the spoke
are di erent. This isdue to the sm earing e ect iIn the m easuram ent of under the In uence of dynam ic
distortions. Since the analysis is perform ed integrating over thishasto rst orderno e ect. T he good
agreem ent of the m easurem ents of the absolute e ciency w ith the sinulation justi es the use of the
sim ulation to determ ine the e ciency to m easure pions. T he system atic error is estin ated by changing
the e ective cut on the num ber of points to accept tracks.

Figure[10 (right) displays the results of this analysis for the reconstruction with and w ithout vertex
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Figure 10: Left panel: the track nding e ciency as a function of w ithin the sectors of the pad-plane
ofthe TPC for 8 G €V =c elastic scattering data m easured w ith elastic events ( st 80 events in the spill).
The 1lled circles show the e clency for recognizing tracks including the t to a helix in the data, the
open squares show the sin ulated e ciency. T he Integralof the e ciency iswell reproduced , although the
details near the spokes are di erent. R ight panel: E ciency for the pattem recognition and m om entum
reconstruction for elastically produced recoil protons as a function of event num ber in spill. C losed
circles: tra Bctory tw ithout vertex constraint; open squares: tra ctory tw ith vertex constraint. T he
e ciency inclides the e ectofthecutond 8 . The e clency for the reconstruction and tusing the vertex
constraint rem ains constant w ithin $ up to a distortion corresponding to hdji= 6 mm .

constraint. T he e ciency of the reconstruction w ithout vertex constraint is insensitive to distortions (ie.
the track w illbe found and m easured), while the m om entum reconstruction using the vertex constraint
keeps a constant e ciency up to N o+ 90, corresponding to h:igi 6 mm forthisdata set. The loss of
e ciency for the constrained t isdue to the need to apply a cut in d 8 to ensure that the track originates
from the vertex. It can therefore be concluded that the e ciency for the reconstruction and tusing the
vertex constraint rem ains constant w ithin % up to a distortion corresponding to l'dgi: 6mm .

Ttwasveri ed w ith the data that the value of isnotm odi ed by the dynam ic distortions. H ow ever, the
mom entum estin ated w ith the tnotusing the in pact point of the incom ing beam particle and the value
of d8 is biased as a function of event in spill due to the e ect of these distortions as shown in Fig. [11l.
T he results of this analysis jastify the use of only a lin ited num ber of events in each spill in order not
to introduce large uncertainties due to distortions. T he analysis of the elastic scattering events sets very
stringent constraints on them axinm um e ect ofdistortions of allkinds on the m easurem ents of kinem atic
quantities w ith the TPC . T herefore, solid estim ates for the m agnitude of the system atic error sources
are obtained. For the hydrogen runs a higher beam intensity wasused roughly equalizing the interaction
rate between these runs and the runs with a tantalum target. In fact, the dynam ic distortion e ects
were In strength sim ilar to the 12 G €V =c Ta runs. Since the analysis takes into account this variation by
applying a cut at a di erent value of N o+ the m easurem ents are representative for a]ldatasetﬂ .

The resolution in the m easurem ent of the polar angle is shown in Fig.[[d as a function of the pre-
dicted m om entum of the proton when it enters the gas. T he com parison of the experim ental result w ith
the sin ulation show s good agreem ent. For low-m om entum protons (p < 500 M €V =c) the resolution is
dom inated by m ultiple scattering.

Since the energy loss In the m aterdal of the cryogenic target, trigger counter, and inner eld cage is large

4The value of \m axinum N gyt" reported in Table [, can be used to estin ate a valie of equal strength of dynam ic
distortions for di erent datasets.
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Figure 11: Left panel: The shift n average m om entum for elastic scattering data (3 G &V=c: open
squares, 5 G eV =c: open circles) m easured w ith elastic events as a function of the valuie 0cf No,+. The
mom entum estin ator from the t not constrained by the Im pact point of the incom ing beam particle
is used here. R ght panel: T he shift in average dg as a function of the event num ber in gpill for elastic
scattering data (3 GeVv=c: lled and open boxes, 5 G eV=c: lled and open circles) m easured w ith elastic
events as a function of the valie of N ,+. The open sym bols show the data for predicted m om enta below
450 M eV =c and the lled sym bols for predicted m om enta above 450 M €V =c.
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Figure 12: The resolution In  for elastic scattering (3 G eV =c: open boxes, 5 G €V =c: open circles) data
m easured w ith elastic events as a function of the m om entum predicted by the forward scattered track
com pared to a sin ulation of the sam e sam ple of events at 5 G eV =c ( lled circles).
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Figure13: Left panel: Them om entum resolition ofthe tw ithoutvertex constraint for elastic scattering
data (3 G&V=c: open squares, 5 G €V =c: open circles) m easured w ith elastic events as a function of the
m om entum predicted by the forward scattered track. T he resolution isdom inated by the e ect of energy—
Joss and m ultiple scattering and is consistent w ith the m easurem ent w ith coam icray tracks. The lled
circles show a full sin ulation of the elastic events using a realistic elastic cross—section m odeland detector
description. T he agream ent between data and sin ulation is good. R ight panel: the m om entum bias of
the tw ithoutvertex constraintm easured w ith elastic scattering data (3 G €V =c: open squares, 5 G €V =c:
open circles) w ith elastic events asa function of them om entum predicted by the forw ard scattered track.
In the absence of a clear trend, the average of the points constrains the bias to be sn aller than 3% . For
these com parisons only the st 50 events in the spill are used since the unconstrained t is sensitive to
dynam ic distortions beyond this value.

for protons In the energy range covered by elastic scattering, there is a signi cant change of curvature of
the tra fctory of these protons in that region of the detector. This e ect could Introduce a bias in the
m easurem ent of them om entum using the vertex constraint for these low -m om entum protons. T herefore,
it ism ore signi cant to study the behaviour of the m om entum m easurem ent for protons w ithout m aking
use of the vertex constraint. For pions, it was checked independently that the constrained t isunbiased
w ith respect to the unconstrained t for tracks reconstructed in the data and the sin ulated data. The
m om entum m easured for recoil protons in elastic scattering events using the tw ithout vertex constraint
is com pared w ith the prediction based on the forward scattering angle including a correction for energy—
Joss in the liguid hydrogen target and the m aterial surrounding the target (including the trigger counter
and inner eld cage). T he com parison ism ade in the variable 1=p. T he m easuraem ent of the m om entum
resolution of the t without vertex constraint is shown as a fiunction of m om entum in Fig.[I3 (left).
A Ithough the resolution is consistent w ith the m easurem ent w ith coam icray tracks, this is not a very
strong constraint since it isdom inated by the e ect ofenergy—lossand m ultiple scattering. T he sin ulation
predicts for protons a resolution of 30% In the range from 300 M eV =c to 600 M €V =c. Them om entum
biasusing the tw ithout vertex constraint is shown as fiinction of predicted m om entum in F ig.[I3 (right).
The average of the bias is (2 1)% . In the absence of a clear trend one conclides that the bias is less
than 3% . From the precision in know ledge of the absolite beam m om entum and the precision in the
m easurem ent of the kinem atical quantities of the forward scattered track one cannot expect a precision
better than 2% in this crosscheck. For this com parison only the rst 50 events in the spill are used in
order to avoid the e ect of dynam ic distortions in the unconstrained t as shown in Fig.[Idl.

Since the behaviour of the t constrained w ith the in pact point of the incom ing beam particle cannot
be studied very well using low m om entum protons, the e ect of distortions on this estin ator is studied
using other physical benchm arks. These w ill be described in the follow Ing section. The fact that the
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Figure 14: The average valie of dE =dx as a function of the event num ber in spill for elastic scattering
data (3 G eV=c: open boxes, 5 G &V =c: open circles) m easured w ith elastic events. T he dotted and dashed
lines show the average value for 3 G eV=c and 5 G &V =c, respectively.

m easurem ent of dE =dx is Insensitive to the distortions willbe used In these studies. T he robustness of
this quantity can be observed in Fig.[I4. T he average dE =dx is shown as a function of event num ber in
spill for the sam ple of elastic events selected using the forw ard spectrom eter. The de nition of the sam ple
is independent of m easurem ents in the TPC . Both In the 3 GeV=c and 5 G &V=c beam this quantity is
stable. T he higher average dE =dx in the 3 G &V=c beam is caused by the lower average m om entum of
the protons.

5.3 System atic checks of the m om entum m easurem ent

In F ig.[19 the sensitivity of them om entum m easurem ent to dynam ic distortions is show n. Particles w ere
selected in narrow bands of dE =dx in regions w here dE =dx depends strongly on m om entum . To select
a sam ple w ith the highest possible m om entum , the protons in the right panel of F i.[I39 w ere required to
reach theRPC systam (low m om entum protonswould be absorbed before reaching the RPC s) in addition
to the requiram ent dE =dx > 48 M IP . A further selection 1.0 rad < < 1.5 rad ensures a lim ited range
of pr . The sam e angular selection was applied for the tracks shown in the left panel, together w ith
a selection 23 MIP < dE=dx < 28 M IP. Owing to the combined selection of a dE =dx interval and
mom entum interval, the sam ple of tracks in the left panel of Fig.[Id is a pure pion sam ple and in the
right panel of the sam e gure a pure proton sam ple. T he analysis was perform ed for the com bined data
set taken with 3GeV=c,5GeV=c,8GeV=cand 12G&V=cbeam son Be,C,Cu, Sn, Ta and Pb targets.
A scan be seen in Fig.[I9 them om entum m easurem ent using the vertex constraint is robust w ith respect
to the dynam ic distortions w ithin a few percent for values ofl’dgi an aller than 5mm . T his robustness is
contrary to the e ect observed w ith the t not using the vertex constraint which ism uch m ore sensitive
to distortions as shown in Section [2. The average m om entum obtained from a Gaussian t to the
mom entum distribbution show s that the average m om entum stays constant w ithin a few percent up to
N eyt = 200 at pr 95 M eV =c (pions) and up to N o+ = 100 at pr 350 M &V =c (protons), respectively.
For this data set l'dgi is 5mm atN = 100 and roughly tw ice as large at N o+ = 200. T he pr xange
covered by this crosscheck represents a lJarge range of the kinem atic dom ain used in the analysis. It is
expected that the transversem om entum m easurem ent of lowerpr tracks (pr 95M eV =c) is lessa ected
by dynam ic distortions than that of higher pr tracks (pr 350 M eV =c) since an equal shift in position
of the clusters induces a sn aller fractional change in curvature for tracks w ith lJarge curvature.
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Figure 15: C om parison of the average reconstructed m om entum as a function of event num ber in spill:
lft, for charged pions selected using dE =dx, open circles are for , closed circles are for * ; right, for
protons using a higher value of dE =dx for the selection. In the left panel the straight lines indicate the
average values for the rst 100 events: dashed line for and sold line for * . In the right plot the sold
line show s the average for protons for the rst 100 events. T he dotted lines in both panels show the 3%
variation around the averages. For both panels a selection 1.0 rad < < 1.5 rad was applied to ensure
a lim ited range of pr . For the protons in the right panel the requirem ent that they have a hit in both
barrelRPC layerswas applied to set a m om entum threshold.

T he m easuram ent of the angle of the particles’ tra fctory w ith respect to the beam direction rem ains
constant within a few mrad up to hdii= 10mm .

+

To check asym m etries of the m om entum reconstruction betw een and one can inspect the results
of the analysis where tracks em itted aln ost perpendicular (1.0 rad < < 1.5 rad) to the beam direction
with a dE =dx of about three tin es the value of a m Inin um ionizing particle were selected. U sing the
fact that the * and spectra are expected to be sim ilar at these angles and that the dE =dx selection
keeps only pions in a narrow m om entum region, one can constrain reconstruction asym m etries. For this
selection we nd an averagepionm om entum of105M &V =cw ith an asymm etry of 1% ,as shown in Fig.[13.
T his is neglighble com pared to other system atic errors in the analysis (see Section [5.2).

54 E ciency

Having veri ed the ability of the M onte C arlo program to sin ulate the e ciency for protons (Section [E2),
the sim ulation is then used for pions. The e ciency calculation was done by simulating single  * and
In binsof and p. Them ap ofdead channels in the TPC was applied corresponding to the data set
to be corrected. Thus a di erent sin ulation was run for each of them om entum settings. T he sam e cuts
used for the data were applied to the reconstructed M C tracks. F igures[Id (left) and [1d (right) show the
e ciency for pions as a function of p and , respectively. T he variable on the abscissa in Fig. [18 (left) is
the m om entum of the pion In the gas of the TPC , hence after energy loss In the target and them aterial
around the inner eld cage. The result con m s that the e clency is strongly lin ited at low m om entum
(p 75 M &V=c for pions) due to the energy-loss in the m aterials surrounding the target and inside the
target itself. C onsequently, them easurem ent w illbe lin ited to pionsw ith m om entum at their production
point above 100 M eV=c. Thedip at = 157 rad (05 rad) in Fig[Id (right) is due to the absorption
and energy loss in the target. T he am ount ofm aterial represented by the target w ith its 30 mm diam eter
is large for tracks traversing it at 90 degrees w ith respect to the beam direction. This e ect dom inates
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Figure 16: Left: the e ciency as a function of total m om entum at their production point for pions.
R ight: the e clency as a function of for pions.

over the increase in m aterial seen by tracksw hich traverse the inner eld cage at am allanglesw ith respect
to the beam , but which traverse only on average half of the 5.6 mm thickness of the target in the beam
direction.

5.5 Particle denti cation

T he particle denti cation in the largeangle region m ainly uses the dE =dx inform ation provided by the
TPC . The m easurem ent of dE =dx is shown as a function of m om entum in Fig.[I7. The electron, pion
and proton populations are well separated at m ost m om entum values. A s an exam ple, the distributions
in various m om entum ranges are shown in Fig.[I8 and [[9. These gures show the separation between
electrons and pions in the low m om entum region, and the pion{proton separation at interm ediate and
higher m om enta. Fits w ith two Landau distributions (corresponding to the di erent particle types) are
also shown in the gures. In this analysis sin ple m om entum dependent cuts are used to separate the
di erent populations. T he pions are denti ed by rem oving electrons and protons. T he kaon population
is negligbble. The cuts were optin ized to m axin ize the purity of the pion sam ple, accepting a lower
e cliency in the selection.

T he m easurem ent of the velocity  of secondary particles by the tin e-of- ight determ ation with the
RPC detectorsusing the BTO F as starting-tin e reference provides com plam entary particle denti cation.
It allow s the e clency and purity of the PID algorithm using dE =dx to be studied for a large subset of
the TPC tracks. C om bining the sam ples taken w ith the di erent beam m om enta used in this analysis a
statistical accuracy of the order of 0.2% can be obtained in the PID e ciency determ ination.

T he choice to use dE =dx as principal PID estin ator is m otivated by two facts. The st argum ent is
given by the fact that dE =dx is obtained as a property of the sam e points which constitute the TPC
track, while the TOF is obtained by m atching the track to an extemal device. It is observed that the
background in the m atching is not negligible. C onverted photons from  © production can hit the sam e {
rather large { RPC pad as the one pointed to by the track. T his background depends on the position in
the RPC barrelw here the pad is located and is di erent for every m om entum setting. Thus a di erent
background subtraction would have to be detemm ined for each m om entum {target dataset. T he second
argum ent is the increased com plexity of the analysis which would be introduced by having to com bine
two PID detectors of which the response is highly non-G aussian. T he probability density functions of
both the response of the dE =dx and of the TO F would have to be determ ined as function of all relevant
param eters. The gain In e ciency one would obtain with such a procedure would be rather lin ited
and would not balance the additional system atics Introduced. On the contrary, the availability of an
Independent PID device m akes it possble to determ ine the e ciency and purity of the selection w ith
them ain device In a straightforw ard m anner, w ithout the need to know the e ciency of the independent
auxiliary PID device.
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Figure 17: dE /dx (in arbitrary units) versus m om entum (in GeV=c). Top: p{tantalum data in the
5 G &V=c beam ; Bottom : p{hydrogen data in the 3 G &V=c beam ; Left: for positive tracks; R ight: for
negative tracks. The lines are sinple 2 curves and merely indicate the regions populated by the
various particle types. The fact that the band m arked deuterons’ is not present in the hydrogen data
clearly show s that the population in thisband in the tantalum data is not an artefact of the m om entum
reconstruction but deuteron production.
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Figure 18: dE =dx spectra for negative particles (on the left) and positive (on the right) w ith m om entum
between 300 M €V=c and 350 M €V=c. T he curves show the Landau distrbutions tted to the data. The
protons are clearly visble in the distribution for positive particles at high dE =dx and absent for the

negatively charged particles.
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Figure 19: Left panel: dE =dx spectra for positive particles w ith m om entum between 500 M &V =c and
600 M eV=c. The curves show the Landau distributions tted to the data. T he distrlbutions of pions and
protons are distinct but not cleanly separated. R ight panel: The dE /dx spectrum for negative particles
w ith m om entum between 75M eéV=c and 100 M €V =c. T he curves indicate the ts to the two com ponents
using two Landau distrbutions. The distribution of the electrons w ith low dE =dx is clearly visble to
the left of the highly lonizing negative pions.
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Figure 20: C riteria used for the PID selection using the dE =dx (expressed in M IP ) as a function of the
m easured m om entum of the particle. Low m om entum electrons and positrons are refcted when their
dE =dx is below the lower left curve. T he rem aining paricles are classi ed as protons if their dE =dx is
above the gray band, as pions if they are below the gray band and rejcted when they lie inside the gray
band. The value of the M TP is calibrated for each setting.

Them easuram entof allow san aln ost lndependent selection ofa very pure proton sam ple to bem ade in
them om entum range 300 M &V =c{800 M &V =c w ith a purity better than 99.8% . T he purity of the sam ple
w as checked using negative particles and verifying that no particles denti ed as anti-protons are present.
W hile a proton sam ple was obtained using interactions of incom ing protons, a pure pion sam ple was
prepared by using negative pions selected by TOF produced by incident positive pions. T he behaviour
of positive pions was also checked for m om enta below 500 M €V =c (where they can be selected w ithout
proton contam nation) and was found to be equal to that of negative pions.

T he cuts were de ned favouring purity over e ciency and are shown graphically in Fig. [20. Protons
are selected by requiring a high dE =dx, while at higher m om enta pions are selected w ith low dE =dx.
To ensure purity of both sam ples there are unidenti ed’ particles between the two sam ples. At low
m om enta electrons are rejfcted by selecting low dE =dx, while pions are accepted w ith a higher dE =dx.
T his separation is not pure above 125 M &V =c, so an electron subtraction is needed in the analysis.

T he result of this analysis in term s of e ciency and of the fraction m isidenti ed particles is shown n

Fi.[2Il. For the pions, the drop in e ciency toward higher m om enta is caused by the need to m ake a

hard cut to rem ove protons. The m gration of pions and protons Into the wrong sam ple is kept below
the percent level in the m om entum range of this analysis (p < 800 M €V=c). This is In portant for the
m easurem ent of the ¥ production rate since the proton production rate is ve to ten tin es lJarger in
som e of the bins. The an alldi erences in e clency (up to 5% ) which are visible between the data and

the sin ulation are dealt with in the analysis by an ad hoc correction to the cross-sections. Tt is checked
that the angular dependence of the PID e ciency and purity are negligible.

W ith the cuts as described above, the m om entum distributions of pions are obtained in angular bins
(indicated in m rad in the panels) as shown in Fig.[22. T he distrdbutions in this gure are not corrected
for e clencies and backgrounds.

5.6 Simulation program

T he experin ent sin ulation is based on the GEANT 4 toolkit [29]. The m aterials in the beam line and
the detector are accurately reproduced in this sin ulation, aswell as the relevant features of the detector
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Figure 21: Perform ance of the PID usihg the dE =dx as a function of the m easured m om entum of the
particle. T he particles are selected using TO F . Left: for negative pions produced in a positive pion beam ;
R ight: for protons produced in a proton beam . The lled (open) circles show the e ciency m easured
w ith the data (M onte Carlo), the lled (open) squares represent the fraction of particlesm isidenti ed as
antiprotons (left) and pions (right) in the data (M onte Carlo).

response and the digitization process. T he sin ulation starts from a beam proton 4.5 m upstream of the
tantalum target. T he characteristics of the proton beam are reproduced from them easurem entsw ith the
MW PC foreach m om entum setting of the beam separately. T he response of the relevant beam detectors
is sinulated In term s of m easuram ents of tim e, position and direction, so that the reconstruction of
sim ulated events gives realistic results.

The m ost in portant detectors to sin ulate for this analysis are the TPC, the RPC systam and the
trigger counters. In the TPC all stochastic processes in the energy deposition of the particles along
their tra fctories are reproduced, including the electron drift, the signal form ation on the pad plane,
the response of the electronics and the digitization process. Im portant details such as the individual
behaviour of each single electronics channel in term s of pulse shape and signalam plitude are taken into
account. For each di erent setting (beam {target com bination) the precise know ledge of dead pads and
equalization constants as observed In the data are reproduced. TheR PC sare sin ulated using theiractual
geom etrical details, and the response is reproduced from the overall perform ance observed in the data.

A 11 relevant physical processes are sin ulated using the GEANT4 tools, including m ultiple scattering,
energy-loss, absorption and re-interactions.

6 A nalysis procedure

T he doubledi erential cross—section for the production of a particle of type can be expressed In the
laboratory system as:

d? 1 A L

0
= M5 oy o 1)
dpd ; NpotNA i 1040 0 I\]_ojo ’

d2
dpid 5
over reconstructed indices i © is inplied In the equation. The tem s on the righthand side of the
equation are as follow s.

w here isexpressed in binsof truem om entum (p;),angle ( 5) and particle type ( ). The summ ation
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Figure 22: D istrbution for positive (open circles) and negative pions ( lled squares) using the PID
algorithm based on dE =dx as a function of m om entum and in di erent angular bins (indicated in m rad
in the panels) taken with 3 GeV=c, 5 GeV=c, 8 GeV=c and 12 G &V =c proton beam hitting a tantalum
target. The histogram s show the distrlbbutions calculated ©or the ° subtraction (see Section[d). The
shaded (black) lines show the positrons (electrons) to be subtracted from the ¥ ( ) spectra. The two
sets of lines coincide alm ost everyw here as expected from the production m echanian and are therefore
aln ost indistinguishable in the gure.
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The so0 called “raw yield’N io;o is the num ber of particles of observed type ° in bins of reconstructed
mom entum (pp) and angle ( 5 ). T hese particlesm ust satisfy the event, track and PID selection criteria.

Them atrix M ijl 090 o Correctsforthee clency and resolution of the detector. Tt unfolds the true variables
ij from the reconstructed variables i%° © and corrects the observed num ber of particles to take into
account e ects such as trigger e ciency, reconstruction e ciency, acceptance, absorption, pion decay,
tertiary production, PID e ciency,PID m isidenti cation and electron background. T he m ethod used to

correct for the various e ects w ill be described in m ore detail in the follow ing section.

T he factor NAA - Is the Inverse of the num ber of target nuckiper unit area (A isthe atomicmass,Na Is

the A vogadro num ber, and tare the target density and thicknessﬁ .
T he result is nom alized to the num ber of incident protons on target N go¢ .

A Ithough, ow ing to the stringent PID selection, theobadiground from m isidenti ed protons in the pion
sam ple is sn all, the pion and proton raw yields (N j.0, for 0= ; 7 ;p) have been m easured sin ulta—
neously. Thism akes it possible to correct for the sm all rem aining proton background in the pion data

w ithout prior assum ptions conceming the proton production cross-section.

6.1 C orrection for resolution, energy-loss, e ciency and backgrounds

Various technigues are described in the literature to obtain the m atrix M ijl o0 0. In this analysis an

unfolding technique is used. It perform s a sin ultaneous unfolding of p, and PID, with a correction
matrix M ! com puted using the M onte C arlo sim ulation.

A Bayesian technique, described in Ref. [30] is used to calculate the unfolding m atrix. The central
assum ption of the m ethod is that the probability density function in the (“xue’) physical param eters
(fohysical distrbution’) can be approxin ated by a histogram w ith bins of su ciently smallw dth. A
population In the physicaldistrbution ofevents in a given cellij generatesa distribution in them easured
variables, M i j04 o, where the indices ij indicate the binning in the physical angular, m om entum
and PID variables, respectively, and 1°j° © the binning in the m easured variables. T hus the observed
distrdbution in the m easurem ents can be represented by a linear superposition of such populations. T he
task of the unfolding procedure consists then of nding the num ber of events in the physical bins for
which the predicted superposition in the m easurem ent space gives the best description of the data. The
application of this unfolding m ethod is described in R ef. [311].

In order to predict the population of the m igration m atrix elem ent M ;5 ;040 o, the resolution, e ciency
and acceptance of the detector are obtained from the M onte Carlo. T his is a reasonable approach, since
the M onte C arlo sin ulation describes these quantities correctly (see Section[d). W here som e deviations
from the control sam ples m easured from the data are found, the data are used to Introduce (an all) ad
hoc corrections to the M onte Carl.

A centralpoint in the unfolding m ethod is the construction of the fn igration m atrix’M ;5 ;040 o, that is
the m atrix which describes the distribution of the m easurem ents (o, , w ,and Ay ,where A represents
the integer PID vardable) given a bin in the corresponding physical (“rue’) variables (p,, p and Ay ). In
this analysis the entries in thism atrix are obtained w ith the use ofa “single particle M onte C arlo’. This
type of M onte C arlo consists of generating a single particle per event in the target of a given particle type
atagiven pand into the fulldetector sin ulation. The e ect of this particle m easured in the detector is
deally a single particle reconstructed w ith the sam e kinem atic variables and properly denti ed. H ow ever,
allknow n com plications are sin ulated in the M onte Carlo. In particular, for each of the ndividual beam

m om entum settings (corresponding to a period ofdata taking of about one calendar day) the calibrations
of the TPC obtained for these particular runs as well as the characteristics of the incom ing beam were
used In the M onte Carlo. E specially In portant is the e ect on the e ciency of variations in the m ap of

dead channels.

5W e do not m ake a correction for the attenuation of the proton beam in the target, so that strictly speaking the
cross-sections are valid fora 1= 5% target.
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The e ciency and the e ect of cuts are taken into account by keeping track of the num ber of gener-
ated particles and by entering the m easured particle into the m gration m atrix only when it has been
reconstructed. T his procedure is equivalent to a m ultjplicative bin {by{bin e ciency correction. T he sys—
tem atic uncertainty in the e ciency is estin ated from the variation observed w ith the elastic scattering
data and the di erence of the e ciency observed for the data and the sin ulation for the protons.

Each point (or bin) in the 3-din ensional phase space (p,, p and Ay) generates a distrbbution in the
m easured variables. T he corresponding distributions in the m easured variables are then the result of the
an earing according to the resolution of the m easuram ents. For this reason the num ber of bins in the
m easured variables is larger than in the “rue’ variables, in order not to lose the inform ation provided
by the resolution of the m easurem ents. T he unfolding m atrix is obtained using equidistant bins in the
true variables. The nalbinning is then de ned taking into account the resolution of the detector and
the statistics of the data sam ple. D uring this rebinning procedure the full inform ation of the covariance
m atrix is propagated. The M onte C arlo description of the m om entum resolution, although checked w ith
cosm icray tracks and elastic scattering data, m ay not be perfect. Possible discrepancies up to 10% of
the resolution are taken into account in the system atic error. T he valie of the uncertainty is obtained
from the analysis of elastic scattering and cosm ictay data.

U sing the unfolding approach, possble known biases iIn the m easuram ents are taken Into account auto—
m atically as long as they are described by the M onte Carlo. For exam ple the energy—loss of particles
inside the target and m aterial around the Inner eld cage translate into an average shift of the m easured
m om entum distrbution com pared to the physicalm om entum . K now n biases are therefore treated In the
sam e way as resoluition e ects. Uncertainties in the description of the energy-loss and a potentialbias in
them om entum determ ination are estin ated to be of the order 0of 3% using the elastic scattering analysis.
T his variation has been applied In the estin ation of the corresponding system atic error.

A lso the e ects of m perfect PID are treated by representing the distrdbbution of the m easured PID of a
single particle type over allpossible bins in the m igration m atrix. T his procedure allow s the background
of protons in the pion sam ple to be subtracted w ithout a priori assum ptions about the proton spectrum .
The e ects ofa possible di erence of the M onte C arlo description of the e ciency and purity of the PID
are estin ated by varying the cutsdi erentially for the data and the sin ulation w ithin the lin its estim ated
w ith the analysis describbed in Section[5.5. T he perform ance of the PID is correlated w ith them om entum
and angular m easuram ents, hence the In portance of the choice to perform the unfolding sin ultaneously
in these three variables,p, andA.

T he absorption and decay of particles is sin ulated by the M onte Carlo. The generated single particle
can re-interact and produce background particles by the hadronic or electrom agnetic processes. T hese
processes are sin ulated and can give rise to additional particles reconstructed in the TPC in the same
event. In such cases also the additional m easurem ents are entered Into the m igration m atrix. T hus the
com plete set of observed e ects of a single particle generated inside the target are taken into account.
U ncertainties in the absorption of secondaries in them aterialofand close to the IFC ofthe TPC are taken
into account by a variation of 10% of this e ect in the sinulation. The uncertainty in the production
of background due to tertiary particles is larger. A 30% variation of the secondary production was
applied. T he value of the variation was estin ated from a com parison of the results for the cross—sections
in the energy regin e of this experin ent w ith the predictions of the m odel used in the sinulation. The
uncertainty estin ate is reasonable since the secondary interactions are in m a prity produced by protons
with a m om entum around 1 G &V =c where one expects hadronic m odels to be m ore reliable than in the
energy range of the present m easurem ents.

A di erent approach is needed for backgrounds generated by other secondary particles, such as °'s

produced in hadronic interactions of the incident beam particle. The assum ption is m ade that the °

spectrum is sin ilar to the spectrum ofcharged pions. Initial and * spectra areobtained in an analysis
w ithout ° subtraction. The spectra are then used in theM C forthe ° distrbutions. A fiillsin ulation
ofthe production and decay into  ’sw ith subsequent conversion in the detectorm aterials isused to predict
the background electron and positron tracks. M ost of these tracks have a m om entum below the threshold
for this analysis or low enough to be recognized by dE =dx. The tracks with a PID below the expected
value for pions can be refcted as background. In the region below 120 M €V=c a large fraction of the
electrons can be unam biguously identi ed. T hese tracks are used as relative nom alization between data
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and M C . The rem aining background is then estin ated from the distrbutions of the sin ulated electron
and positron tracks which are accepted as pion tracks w ith the sam e criteria as used to select the data.
T hese nom alized distrbutions are subtracted from the data before the unfolding procedure is applied.
U ncertainties in the assum ption of the ° spectrum are taken into account by an alternative assum ption
that their spectrum follow s the average of the and ¥ distrbution. A n additional system atic error of
10% is assigned to the nom alization of the ° subtraction using the denti ed electrons and positrons.
At low momenta and snallangles the ° subtraction introduces the largest system atic uncertainty. Tt
is In principle possible to refpct m ore electrons and positrons by constructing a com bined PID estim ator
based on dE=dx and TOF.To obtain a reliable result, the com plete dE =dx and distributions need
to be described including their correlations. In addition, the m easurem ent of the TOF introduces an
ine ciency and it has tails com ing from background hits. Indeed, such an analysis was perform ed and
gave consistent results. H ow ever, its system atic errvors are m ore di cult to estin ate.

T he absolute nomm alization of the result is calculated in the st instance relative to the num ber of
incdent beam particles accepted by the selection. A fter unfolding, the factor f - Isapplied. E specially
at owerm om enta, beam particlesm ay m iss the target even if their tra ctory m easured n the M W PCs
extrapolates to the target. The e ects of such a *argeting e ciency’w ere estin ated counting secondaries

produced in the forw ard direction and m easured in the forw ard spectrom eter asa fiinction of in pact radius
m easured from the centre of the target and found to be an aller than 1% . Them easured variation in the
target thickness is used as an estim ate of an additional uncertainty in the absolute nomm alization (less
than 1% ). The target thickness uncertainty cancels In the com parison of data w ith di erent incom ing
beam m om enta, while the uncertainty in the e ciency to hit the target Introduces an error into this

com parison. The beam nom alization using dow n-scaled incidentproton triggers w ith the sam e beam

particle selection introduces for all settings a statistical uncertainty signi cantly less than 1% El The
com bination of above m entioned uncertainties are am aller than 2% for allbeam m om entum settings.

T he background due to interactions of the prin ary protons outside the target (called Em pty target
background’) is m easured using data taken w ithout the target m ounted in the target holder. Owing
to the selection criteria which only accept events from the target region and the good de nition of the
interaction point this background is negligible (< 10 ).

The use of a sin ulation where only one secondary particle is generated in the target neglects the possble
n uence of particles on the m easurem ent of the tra gctories of each other. O w ing to the relatively low
m ultiplicity which is spread over a large solid angle this sin pli cation does not Introduce a signi cant
error.

The e ects of these uncertainties on the nal results are estim ated by repeating the analysis w ith the
relevant inputm odi ed w ithin the estin ated uncertainty intervals. In m any cases this procedure requires
the construction of a set of di erent m igration m atrices. T he correlations of the variations between the
cross-section bins are evalnated and expressed in the covariance m atrix. Each system atic error source is
represented by its own covariancem atrix. T he sum of these m atrices describes the total system atic error.

7 Results

F igures[23 and [24 show the m easurem ent of the double-di erential cross-section for the production of
positively (Fig.[23) and negatively (Fig.[24)) charged pions in the laboratory system as a fiunction of the
m om entum and the polar angle (shown In m rad in the panels) for each Incident beam m om entum . T he
error bars represent the com bined statistical and system atic ervor. C orrelations cannot be shown in the

gures. T he errors shown are the squareroots of the diagonalelem ents in the covariancem atrix. Tables
w ith the results of this analysisare also given in A ppendix A .A discussion of the error evalnation is given
below . T he overall scale error (2% ) isnot shown. T hem easurem ents for the di erent beam m om enta are
overlaid In the same gure.

T he result of the unfolding procedure is the physical cross—section (represented as a histogram ) which

6T he statistical error corresponding to dow n-scaled triggers is sm aller than the squareroot of the num ber of collected
triggers because the sam pling is not random .
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Figure 23: Doubledi erential crosssections for * production in p{Ta interactions as a function of
mom entum displayed in di erent angular bins (shown In m rad in the panels). The results are given
for all incident beam mom enta ( lled triangles: 3 G &V=c; open triangles: 5 GeV=c; lled rectangles:
8 G eV =c; open circles: 12 G&V=c). The error bars take into account the correlations of the systam atic
uncertainties.
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provides the best t to the m easured data, taking into account background, e ciency and resolution.
T he quality of the t can be judged from Fig.[23, where the raw data after ° subtraction are com pared
to the description corresponding to the unfolding result for the 8 Ge&V=c data. This data set has the
highest statistics and therefore represents the m ost stringent test.

T o better visualize the dependence on the incom ing beam m om entum , the sam e data integrated over the
angular range (separately for the forward going and backw ard going tracks) covered by the analysis are
shown separately for * and in Fig.[2d. The spectrum of pions produced in the backw ard direction
fallsm uch m ore steeply than that of the pions produced in the forward direction.

T he increase of the pion yield per proton with increasing beam m om entum is visble in addition to a
change of spectrum . T he spectra of the secondaries produced at sm all angles are harder w ith increasing
beam m om entum . A Iso an asymm etry between * and is observed at relatively an allanglesw ith the
beam in favour of a higher * rate. At very large angles from the beam the spectra of * and are
more symm etric. The integrated / * ratio in the forward direction isdisplayed in F ig.[27 as a function
of secondary m om entum . In the Jargest part of them om entum rangem ore * ’s are produced than 's,
with a analler / * ratio at lower incom ing beam m om enta. O ne observes that the number of * ’s
produced is am aller than the num ber of 's iIn the lowest mom entum bin (100 M €V =c{150 M &V =c).
This e ect is only signi cant at the higher incom ing beam momenta. We nd a value of 152 021
and 139 0:19 for 12 GeV=c and 8 G &V =c, respectively, and 1:38 028 and 123 0:17 for 3 G&Vv=c
and 5 Ge&V=c, respectively. To exclude any detectorrelated e ect one can use the observation that
the electrons and positrons in thism om entum range are predom nantly originating from  ° decays and
subsequent  conversions. T herefore their num ber and spectrum m ust be the sam e. Tt was veri ed that
the ratio " =e was equal to unity within a statistical error of 2% . To Increase the sensitivity of this
crosscheck ,data taken w ith other targets, but w ithin a few days from the tantalum runs reported here,
were also used. Tt was also checked that the ratio of the e ciencies for positive and negative pions
predicted by the sin ulation did not show any unexpected behaviour.

The E910 collaboration m akes a sim ilar observation for their lowest m om entum bin (100 M €V =c{ 140
M eV=c) In p{Au collisionsat 123 GeV=c and 17.5 G €V =c Incom ing beam m om entum and quotes a

to * yied ratio 2{3 [32]. They o er an interesting explanation in the form of ¢ production at rest
which would enhance the yield at low secondary m om enta.

An altemative analysis of the sam e data using di erent techniques is described in A ppendix B .

7.1 System atic errors

T he uncertainties are reported in som e detail in Tabl[d. To obtain the entries in this table the double-
di erential cross-sections were Integrated in nine regions organized as a three{by{three m atrix in angle
and m om entum . (T he ninth bin isnot populated.) T he angular rangesare 0.35 rad { 095 rad, 0.95 rad {
155rad and 155 rad { 2.15 rad, two bins in the forw ard direction and one backw ard bin. Them om entum

ranges are 100 M eV=c { 300 M &eV=c,300M eV=c { 500 M eV=c and 500 M eV=c { 700 M &V =c.

O neobservesthatonly for the 3G eV =cbeam is the statisticalerror sin ilar In m agnitude to the systam atic
error, while the statistical error is negligible for the 8 G eV=c and 12 G €V =c beam s. T he statistical error
is calculated by error propagation as part of the unfolding procedure. It takes into account that the
unfolding m atrix is obtained from the data them selves and hence contributes also to the statistical error.
T his procedure aln ost doubles the statistical error, but avoidsan in portant system atic errorw hich would
otherw ise be Introduced by assum Ing a cross-section m odel a priori to calculate the corrections.

T he Jargest system atic error corresponds to the uncertainty in the absolute m om entum scale, which was
estin ated to be 3% using elastic scattering (Section [52, Fig.[I3). It is di cult to better constrain this
valuie, since it depends on the know ledge of the beam m om entum (known to 1% ) and the m easurem ent
of the forward scattering angle in the elastic scattering interaction. At low m om entum in the relatively
an all angle forw ard direction the uncertainty in the subtraction of the electron and positron background
due to ° production is dom inant. This uncertainty is split between the variation in the shape of the
9 spectrum and the nomn alization using the recognized electrons. T he target region de nition (cuts
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Figure 25: Comparison of the ° subtracted raw data in the 8 GeV=c beam (data points) with the
prediction In them easured variables corresponding to the result of the unfolding (histogram ). Left panel:

* ; right panel: . The error bars represent the statistical error of the background subtracted data. In
the unfoding ta binning twice as ne as shown here is used (both in angl and m om entum ). For the
sake of clarity these bins are sum m ed fourby-four w ith the appropriate error propagation to obtain the
spectra as shown here.

in dJ and zJ) and the uncertainty in the PID e ciency and background from tertiaries are of sin ilar
size and are not negligble. R elatively sm all ervors are Introduced by the uncertainties in the absorption
correction, absolute know ledge of the angularand them om entum resolution. T he correction for tertiaries
(particles produced in secondary interactions) is relatively large at low m om enta and large angles. T he
fact that this region ism ost a ected by this com ponent is to be expected.

A s already reported above, the overall nom alization has an uncertainty of 2% , and is not reported in
the table.

8 Com parisons w ith earlier data

Very faw p{Ta pion production data are available In the literature. O urdata can only be com pared w ith
results from R ef. [33]where m easurem ents of production are reported in 10 G eV =c p{Ta interactions.
T he totalnum ber of observed in the above reference is about 2600. No relevant * production data
were found in the literature. In the paper cited above no table of the double di erential cross—sectionswas
provided, them easurem entsbeing given in param etrized and graphicalform only. T he authors ofR ef. [33]
give the resultsasa sin ple exponential in the invariant cross-section : i— i% ,whereE and p are the energy
and m om entum of the produced particle, respectively, and A the atom ic num ber of the target nucleus.
T hey param etrize their spectra in each angular bin with a function of the form £ = c exp( T=Ty),
where T is the kinetic energy of the produced particle and Ty is given by To = T%=(1 cos ). The
values of the param etersare T Y= (0086 0:006)Gev=cand = 0:78 0:03.U nfortunately, no absolute
nom alization is given num erically. To provide a com parison w ith these data, the param etrization was
Integrated over the angularbins used in our analysis and w ith an arbitrary overallnom alization overlaid
overour 8 G &V =c and 12 G &V =c results. T he results of this com parison are shown in F ig.[28. T he shaded
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Figure 26: Doubledi erential crosssections for * (top panel) and (bottom panel) production in
p{Ta interactionsasa function ofm om entum averaged over the angular region covered by this experin ent
(shown in m rad). Left: forward production (350 m rad < 1550 m rad); R ght: backward production
(1550 m rad < 2150 mrad). The results are given for all incident beam m om enta ( lled triangles:
3 G eV=c;open triangles: 5 GeV=c; lled rectangles: 8 G €V =c; open circles: 12 G €V =c).
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Table 2: Contributions to the experin ental uncertainties. T he num bers represent the uncertainty in
percent of the cross—section integrated over the angle and m om entum region indicated.

M om entum range (M eV =c) 100 { 300 300 { 500 500 { 700
A ngle range (rad) 035{ 095{ 1.55{ | 035{ 0.95{ 155{ | 035{ 0.95{
E rror source 0.95 1.55 215 095 1.55 215 095 1.55
3 G eV =c beam

A bsorption 13 1.8 24 0.6 05 03 03 05
Tertiaries 31 4.4 5.0 25 29 1.8 01 0.6
Target region cut 32 1.0 11 21 0.6 2.8 0.8 2.0
E clency 1.7 19 13 21 2.8 22 2.6 2.8
Shape of ° 8.6 19 0.0 0.1 0.0 01 0.0 0.0
N om alization of ° 55 19 09 0.2 0.1 0.0 0.0 0.0
Particle ID 0.1 0.1 0.0 1.1 05 0.0 55 35
M om entum resolition 2.7 15 1.6 0.5 0.1 0.6 04 03
M om entum scale 7.0 44 36 1.2 40 44 7.0 113
Angle bias 15 0.8 04 02 13 0.9 1.0 15
Total system atics 13.7 75 71 42 59 6.0 94 125
Statistics 5.0 39 49 39 53 106 54 102
5 G eV =c beam

A bsorption 12 19 24 0.6 0.5 04 03 04
Tertiaries 3.0 4.4 5.0 26 2.8 2.0 02 0.1
Target region cut 2.8 09 12 1.0 0.6 0.6 01 02
E ciency 1.7 22 15 16 24 23 1.7 29
Shape of ° 6.9 0.6 0.6 02 0.1 01 0.0 0.0
N om alization of ° 6.0 2.1 1.0 0.2 0.1 0.0 0.0 0.0
Particle ID 0.1 01 0.0 1.0 0.5 01 5.0 4.0
M om entum resolition 23 19 1.8 0.1 0.6 0.9 03 09
M om entum scale 6.1 48 41 13 26 55 42 9.7
Angle bias 09 0.7 04 02 12 0.6 0.8 2.0
Total system atics 12.2 7.7 75 36 48 64 6.8 111
Statistics 2.7 22 2.7 2.0 2.7 49 24 42
8 G eV =c beam

A bsorption 13 19 22 0.6 0.6 04 03 0.5
T ertiaries 25 4.4 42 26 33 21 02 03
Target region cut 31 22 12 23 04 11 1.6 0.6
E ciency 14 19 14 13 21 19 15 25
Shape of ° 4.0 03 04 0.1 0.1 01 0.0 0.0
N om alization of ° 6.3 2.0 11 0.2 0.1 0.0 0.0 0.0
Particle ID 0.1 01 0.0 13 0.6 02 55 36
M om entum resolition 23 22 19 0.0 02 04 0.0 02
M om entum scale 6.4 52 44 13 20 45 39 93
Angle bias 0.7 0.6 03 04 12 0.7 1.0 1.1
Total system atics 111 83 71 42 46 55 72 104
Statistics 16 14 1.8 12 16 29 14 23
12 G eV =c beam

A bsorption 1.1 1.8 21 0.5 0.5 05 03 03
T ertiaries 038 35 43 0.8 25 1.8 13 0.0
Target region cut 338 23 1.0 23 0.6 02 11 02
E ciency 16 23 25 1.1 24 23 12 24
Shape of ° 44 05 12 01 01 0.1 0.0 0.0
N om alization of ° 6.5 22 11 0.4 01 01 01 0.0
Particle ID 0.0 0.0 0.0 1.1 0.5 0.0 53 338
M om entum resolition 22 23 24 0.2 1.0 04 0.1 0.8
M om entum scale 73 52 4.7 11 1.7 49 3.7 10.0
Angle bias 0.5 0.6 01 0.5 1.1 0.7 09 13
Total system atics 1138 8.0 7.8 32 42 58 6.8 111
Statistics 1.7 1.6 2.0 13 18 33 15 2.6
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Figure 27: The ratio of the di erential cross-sections for and production In p{Ta interactions as
a function of m om entum integrated over the forward angular region (shown in mrad). The results are
given forallincident beam m om enta ( lled triangles: 3 G €V =c; open triangles: 5 G eV =c; lled rectangles:
8 G &V =c; open circles: 12 G &V =c).

band gives the excursion of the param etrization due to the error in the slope param eters ( 2 ) with an
additional assum ed 10% error on the absolute scale. T he latter additional error takes Into account the
fact that the errorson the slopes tted to the ndividualangularbins in the cited data are at least a factor
of two larger than in the exponential slope obtained from their globalparam etrization. T he agreem ent of
our data w ith the sin ple param etrization is good. Since the com parison is of sim ilar quality for the two
ncom Ing beam m om enta, the lJack of data w ith an exactly equalbeam m om entum does not play a role.
To jadge the com parison, one should keep in m ind that the statistics of Ref. [33] ism uch sm aller (2600

) than the statistics of the sam ples in our 8 G&V=c and 12 G &V=c data (38,000 and 29,000 ,
respectively). The bands In the gure extend over the region where there isdata available from Ref. [33].

9 Im plications for neutrino factory designs

The data presented in this paper are particularly relevant for the design of the input stage of future
neutrino factories. In addition, they will be valuable in validating and possbly in proving hadronic
production m odels In a kinem atic region w here data are scarce. T he kinem atic coverage of the experin ent
is com pared w ith the typical range of the kinem atical acceptance of neutrino factory designs in F ig.[29.
It is shown that this experim ent covers the fullm om entum range of Interest for production angles above
035 rad. A sn all part of the an all angle region can in principle be covered by m easurem ents w ith the
HARP forward spectrom eter. T he analysis of the p{Ta data in the forward direction is in progress. T he
analysis reported here covers them a prpart of pions produced in the target and accepted by the focusing
system of the Input stage of a neutrino factory. The In portance of the know ledge of the am aller angles
varies w ith the di erent types of design being contem plated. The e ective coverage of the kinem atic
range can be de ned as the fraction of the num ber of m uons transported by the input stage of a neutrino
factory design originating from decays for which the pion production cross—section isw ithin the kinem atic
range m easured by the present experim ent. A s an exam ple, this e ective coverage w as evaluated for the
ISS input stage 34]to be 69% for * and 72% for ,respectively [35], using a particularm odel for pion
production at an incom ing beam m om entum 0f10.9 G &V =c [34]].
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Figure 28: Com parison ofthe HARP data w ith data from Ref. [33]. T he left panel show s the com parison
of the param etrization of the 10 G €V =c data ofRef. [33]w ith the 8 G €V =c data reported here; the right
panel show s the com parison w ith the 12 G éV=c data. T he absolute nom alization of the param etrization
was xed to the data In both cases. T he band show s the range allow ed by varying the slope param eters
given by [33]w ith two standard deviation and a 10% variation on the absolute scale.

T here are a num ber of options to obtain pion production rates for the angular range below 0.35 rad.
O ne option is to adjust hadron production m odels to the available data and to use the extrapolation of
these m odels In the unm easured region. Such tuning ofm odels can also pro t from the additionaldata
provided w ith the forward spectrom eter. In principle, the com bination of the particle tracking in the
large angle and forw ard spectrom eter can be developed and the region can be extended towards angles
near to the beam direction. In that case the lim its are given by the requirem ent pr > 50 M €V =c and by
them inin um angle to rem ove through-going beam particles ( 30 m rad).

* and

A s an indication of the overall pion yield as a function of incom ing beam m om entum , the
production cross-sections w ere integrated over the flullHARP kinem atic range in the forward hem isphere
(1000M eV=c< p< 700M eV=cand 0:35< < 1:55). The results are shown in FJgIﬂ T he Integrated
yields are shown in the left panel and the integrated yields nomm alized to the kinetic energy of the
ncom Ing beam particles are shown in the right panel. T he outer error bars indicate the total statistical
and system atic errors. If one com pares the * and rates for a given beam m om entum or if one
com pares the rates at a di erent beam m om entum the relative system atic error is reduced by about
a factor two. The relative uncertainties are shown as inner ervor bar. It is shown that the pion yield
ncreases w ith m om entum and that in our kinem atic coverage the optin um yield is between 5 G&V=c
and 8 G eV =c. However, these calculations should be com pleted w ith m ore realistic kinem atical cuts in
the integration. To show the trend the ratesw ithin restricted ranges are also given: a restricted angular
range (035 < < 0:95) and a range further restricted In m om entum (250 M eV=c < p < 500 M &V =c).
T he Jatter range m ay be m ost representative for the neutrino factory.

O fcourse this analysis only gives a sin pli ed picture of the results. O ne should note that the best result
can be obtained by using the full inform ation of the double-di erential cross-section and by developing

7 A lthough the units are indicated as \arbitrary", for the largest region, the yield is expressed as d? =dpd in
mb/(GeV=c sr). For the other regions the sam e nom alization is chosen, but now scaled with the relative bin size to
show visually the correct ratio of num ber of pions produced in these kinem atic regions.
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Figure 29: K inem atic region in the p{ plane covered by this analysis com pared to the m axin um
acceptance of an input stage of typical neutrino factory designs. T he di erent neutrino factory designs
have In addition to the lin its shown di erent lin its in pr .

designs optim ized speci cally for each single beam mom entum . Then these optin ized designs can be
com pared.

10 Summ ary and C onclusions

In this paper an analysis of the production of pions at large angles w ith respect to the beam direction
for protons 0of 3G eV=c,5Ge&V=c,8 GeV=c and 12 G &V =c In pinging on a thin (5% 1) tantalum target
was described. The secondary pion yield was measured In a large angular and m om entum range and
doubledi erential cross-sections were obtained. A detailed error estin ation has been discussed.

T he use of a single detector for a range of beam m om enta m akes it possible to m easure the dependence of
the pion yield on the beam m om entum w ith high precision. T hese data can be used to m ake predictions
for the uxes of pions to enable an optin ized design of a future neutrino factory.

Very few pion production m easurem ents in this energy range are reported in the literature. The only
com parable data found in the literatiire agrees w ith the results described in this paper. Hadronic pro-
duction m odels describing this energy range can now be com pared w ith the new results and, if needed,
In proved. D ata have been taken w ith di erent targetm aterials (Be,C ,A L Cu, Sn and Pb) for the beam

momenta 3 GeV=c,5GeV=c, 8 GeV=c, 12 GeV=c and 15 G &V=c and w ill be presented in subsequent
papers. In particular, the data taken w ith a lead target w ill add valuable inform ation to the studies for

the neutrino factory. A Iso data w ith thick (one 1) Ta and Pb targets have been taken which would help
m odelling the neutrino factory yields.
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A  C ross—section data

Table 3: HARP results for the doubledi erential * production cross-section in the laboratory system ,
d? +=(dpd ). Each row refersto adierent (B, P< Pmax’ min < max) bin, where p and
are the pion m om entum and polar angle, respectively. T he centralvalue as well as the squareroot of the
diagonal elem ents of the covariance m atrix are given.

min max P in Pm ax d*  =(dpd )
(rad) (rad) (Gev=c) (Gev=Cc) (bam/ (G eV=c rad))
3Gev=c 5Gev=c 8Gev=c 12 Ge&V=c
0.35 055 015 020 010 008 068 022 119 028 122 037
020 025 043 0210 086 015 156 017 187 0.24
025 030 049 008 109 013 1.78 015 220 0.22
030 035 043 0.07 134 011 214 019 237 014
035 0.40 057 007 114 007 202 012 261 048
0.40 045 0.63 007 118 009 188 012 239 0.12
045 0.50 0.62 007 120 008 193 015 237 012
0.50 0.60 048 006 114 007 189 012 225 0.14
060 0.70 024 005 095 011 160 017 198 0.21
0.70 0.80 015 0.04 054 011 1.08 018 146 0.22
0.55 0.75 0.10 015 035 016 051 022 097 034 089 037
015 020 048 042 102 018 1.76 018 1.83 0.29
020 025 0.67 0.09 131 013 205 017 280 0.22
025 030 0.71 011 114 009 194 011 246 014
030 035 0.65 010 125 011 195 012 254 0.16
035 0.40 056 006 120 008 1.5 012 258 0.15
0.40 045 049 005 107 007 1.0 010 239 0.14
045 0.50 045 005 099 007 156 0.09 217 043
0.50 0.60 030 0.04 0.78 007 134 011 166 012
0.60 0.70 018 0.04 047 007 088 012 119 013
0.70 080 | 0086 0023 029 006 054 010 082 0.14
0.75 095 0.10 015 0.60 045 080 019 1.02 027 103 030
015 020 0.76 011 134 013 199 014 222 0.21
020 025 0.80 0.09 158 013 208 011 230 0.4
025 030 0.61 007 129 010 192 011 228 0.7
030 035 057 006 109 009 1.5 0.09 205 0.12
035 040 048 0.06 102 007 147 0.08 1.72 042
0.40 045 043 005 082 005 124 0.08 161 0.09
045 0.50 032 004 068 005 1.09 0.06 137 0.08
0.50 060 | 0160 0034 045 005 080 0.07 103 0.08
0.60 0.70 | 0061 0018 025 004 048 0.07 066 0.09
0.95 115 0.10 015 055 014 098 0419 124 026 146 031
015 020 0.85 008 149 011 208 014 244 0.20
020 025 0.78 0.08 137 009 186 012 247 012
025 030 0.61 006 105 008 166 010 188 0.11
030 035 045 0.06 0.77 005 132 0.08 159 0.10
035 040 034 0.04 0.71 005 1.02 0.07 126 0.08
0.40 045 027 004 055 004 080 0.05 099 0.6
045 0.50 016 004 041 004 062 0.04 0.78 0.06
0.50 060 | 0073 0019 022 004 038 0.04 048 0.05
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& =dpd )

m in m ax Pn in Pm ax
(rad) (rad) (Gev=c) (Gev=c) (bam/ (G eV=c rad))
3Gev=c 5Gev=c 8 Gev=c 12 Gev=c
115 135 0.10 0.15 045 013 105 021 152 030 183 036
015 0.20 085 0.09 141 0212 218 0.17 245 021
020 0.25 067 0.07 119 008 191 011 211 015
025 0.30 046 0.05 0.86 0.06 128 010 149 0.10
030 035 033 0.05 0.66 005 087 0.06 1.06 0.08
035 040 | 0233 0.031 047 004 0.66 004 0.87 0.05
0.40 045 | 0153 0.025 030 004 0501 0032 0.67 0.04
045 050 | 0079 0019 0.188 0030 0374 0.027 048 0.04
135 1.55 0.10 0.15 038 0.11 116 025 140 036 190 037
015 0.20 0.79 011 143 0214 194 022 244 0.26
020 0.25 067 0.07 1.01 0210 167 0212 206 0.4
025 0.30 044 0.05 0.62 006 1.08 008 119 0.09
030 035 026 0.04 042 0.04 0.67 005 085 0.06
035 040 | 0152 0.025 0.288 0.030 047 0.04 0.63 0.05
0.40 045 0082 0018 0.170 0021 0351 0.024 043 0.04
045 050 | 0042 0011 0.103 00le 0252 0.026 030 0.04
155 1.75 0.10 0.15 058 0.15 111 024 140 033 167 041
015 020 0.78 0.09 133 014 165 047 206 023
020 0.25 053 0.06 095 008 136 009 169 013
025 0.30 032 0.05 049 005 0.75 006 090 0.9
030 035]| 0168 0.030 0.341 0.032 049 0.04 057 0.05
035 040 | 0081 0.018 0222 0.029 0327 0030 0353 0.031
0.40 045 | 0046 0012 0119 0.020 0218 0.022 0228 0.023
045 050 | 0030 0.009 0.071 0.014 0.149 0018 0.169 0.020
1.75 195 0.10 0.15 069 013 093 019 114 0249 139 023
015 020 0.68 0.07 1.08 0.08 127 0.09 157 011
020 0.25 041 0.05 0.74 0.06 094 0.06 114 0.08
025 0.30 024 0.04 035 005 049 005 0.69 0.08
030 035]| 0113 0.024 0.182 0023 0309 0.027 031 0.05
035 040 | 0057 0018 0124 0.017 0487 0019 0.198 0.022
0.40 0.45 0.07 0.04 0.087 0015 0.211 0.017 0.152 0.019
045 050 | 0019 0.009 0.046 0.012 0065 0012 0.098 0.020
195 215 0.10 0.15 061 0.12 082 014 1.05 016 133 020
015 0.20 053 0.06 0.73 0.06 1.02 005 1.07 0.07
020 025 020 0.04 045 0.04 0.69 005 0.75 0.6
025 030 | 0118 0.027 024 0.04 033 0.04 036 0.05
030 035]| 0064 0022 0.098 0021 0172 0022 0.162 0.021
035 040 | 0016 0.009 0.062 0011 0098 0015 0.109 0.018
0.40 045 0011 0.007 0.050 0.012 0.049 0012 0.064 0.014
045 050 | 0011 0.009 0.027 0010 0025 0.007 0.034 0.009
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Table 4: HARP results for the doubledi erential production cross-section in the laboratory system ,
d? =(dpd ). Each row referstoadierent (Bpn, P< Pmnax/ mn < max) bin, where p and
are the pion m om entum and polar angle, respectively. T he centralvalue as well as the squareroot of the
diagonal elem ents of the covariance m atrix are given.

min m ax Pn in P ax d? =(dpd )
(rad) (rad) (Gev=c) (Ge&V=c) (bam/ (G eV =c rad))
3Gev=c 5Gev=c 8 Gev=c 12 Gev=c
035 0.55 0.15 0.20 031 013 064 023 133 032 171 042
0.20 0.25 031 011 099 0.14 171 018 1.87 026
0.25 0.30 030 0.09 099 011 172 012 232 022
0.30 0.35 0.53 0.08 0.835 0.8 1.74 013 2.08 0.14
0.35 0.40 048 0.07 0.85 0.07 165 010 212 014
0.40 045 034 0.05 0.76 0.06 150 0.08 187 011
045 0.50 028 0.04 0.70 0.05 139 007 158 0.09
0.50 0.60 024 0.04 0.77 0.6 123 007 156 0.10
0.60 0.70 023 0.04 0.65 0.07 112 0.09 139 043
0.70 0.80 020 0.05 048 0.07 091 041 118 0.16
0.55 0.75 0.10 0.15 045 018 0.832 028 117 039 143 053
0.15 0.20 0.58 0.10 128 018 167 020 212 025
0.20 0.25 040 0.07 111 0410 2.02 0.16 249 019
0.25 0.30 046 0.09 117 010 183 042 239 017
0.30 0.35 037 0.06 0.88 0.07 156 010 213 013
0.35 0.40 031 0.04 0.85 0.07 143 0.08 182 0.09
0.40 045 031 0.05 0.78 0.6 134 0.07 157 0.08
045 0.50 027 0.04 0.61 0.05 114 0.06 148 0.07
0.50 0.60 026 0.04 050 0.04 1.00 005 129 007
0.60 0.70 016 0.04 043 0.04 084 0.07 112 0.10
0.70 0.80 | 0.086 0.027 036 0.05 067 0.08 096 0.13
0.75 0.95 0.10 0.15 050 0.16 1.08 022 132 032 1.74 041
0.15 0.20 0.60 0.08 125 013 2.00 013 226 0.16
0.20 0.25 057 0.08 114 0.09 193 043 239 017
0.25 0.30 0.61 0.07 094 0.07 167 0.09 227 013
0.30 0.35 032 0.05 0.834 0.07 134 0.07 185 011
0.35 0.40 033 0.04 0.74 0.05 119 0.06 146 0.09
0.40 045 025 0.04 057 0.04 098 0.6 131 0.07
045 050 | 0182 0.028 052 0.04 0.88 0.06 124 006
0.50 060 | 0136 0.024 046 0.04 0.71 0.04 1.02 0.06
0.60 0.70 | 0.080 0.018 031 0.04 054 0.05 0.72 0.08
095 115 0.10 015 0.71 014 127 021 176 029 2.00 036
0.15 0.20 0.64 0.07 123 0.09 204 014 220 014
0.20 0.25 054 0.07 1.07 0.08 1.75 013 2.02 013
0.25 0.30 0.53 0.07 0.83 0.06 141 0410 1.69 0.10
0.30 0.35 032 0.05 0.74 0.6 1.09 0.07 141 0.08
0.35 0.40 037 0.05 051 0.05 096 0.05 112 006
0.40 045 025 0.05 0376 0.029 0.78 0.05 093 0.06
045 050 | 0143 0.026 0328 0026 061 0.04 0.75 0.05
0.50 060 | 0098 0019 0.264 0025 0443 0033 055 0.05
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min max P in Pm ax & =(dpd )
(rad) (rad) (Gev=c) (Gev=c) (bam/ (G eV=c rad))
3Gev=c 5Gev=c 8 Gev=c 12 Gev=c
115 135 0.10 0.15 067 013 115 021 209 036 255 043
015 0.20 058 0.07 114 0210 200 0.14 231 0.19
020 0.25 046 0.05 096 007 159 0410 184 0.12
025 0.30 026 0.04 0.67 0.06 121 008 148 0.09
030 035 | 0160 0.025 056 005 0.87 0.06 1.09 0.07
035 040 | 0168 0.027 042 004 0.68 0.04 0.83 0.05
0.40 045 0141 0.025 0293 00260 0530 0.031 0.74 0.05
045 050 | 0085 0018 0227 0021 0432 0.030 057 0.05
135 1.55 0.10 0.15 055 013 118 021 229 054 292 0.4
015 0.20 053 0.07 1.04 012 182 0417 229 0.24
020 0.25 034 0.05 0.76 008 124 011 1.79 013
025 0.30 031 0.04 058 006 0.80 007 120 0.10
030 035| 0224 0.035 040 0.04 055 0.04 0.78 0.07
035 040 | 0144 0026 0282 0.028 0452 0.033 0.60 0.05
0.40 045 0081 0019 0206 0022 0334 0.025 048 0.04
045 050 | 0052 0012 0.135 0.0l6 0265 0021 0373 0.031
1.55 1.75 0.10 0.15 060 015 123 027 164 035 250 053
015 0.20 051 0.08 1.09 011 155 046 212 022
020 0.25 031 0.04 0.70 007 110 008 152 011
025 030 | 0185 0.032 045 005 0.63 006 095 0.08
030 035 0134 0025 0295 0.032 0403 0.033 059 0.06
035 040 | 0103 0.022 0212 0024 0292 0025 0429 0.033
0.40 045 | 0057 0016 0134 0.016 049 0016 0345 0.031
045 050 | 0040 0012 0101 0013 0139 0012 0251 0.023
1.75 195 0.10 0.15 0.71 012 127 022 134 021 199 031
015 0.20 048 0.06 1.04 008 120 0.09 164 012
020 0.25 030 0.05 055 005 0.81 0.06 1.06 0.09
025 030 | 0180 0.033 0.285 0.034 046 005 058 0.05
030 035 0112 0.028 0.199 0024 0241 0.027 038 0.04
035 040 | 0054 0017 0138 0019 0200 0016 0241 0.024
0.40 045 0038 0014 0.09 0.014 0475 0015 0.186 0.021
045 050 | 0026 0012 0.069 0.012 0218 0.014 0.107 0.016
195 215 0.10 0.15 051 011 123 0418 129 016 1.78 028
015 0.20 044 0.06 0.76 0.07 098 0.06 131 0.09
020 0.25 024 0.05 038 0.04 059 0.04 0.68 0.07
025 030 | 0080 0.030 0.198 0.030 034 005 0383 0.034
030 035]| 0020 0010 0.128 0.019 0.148 0017 0.285 0.034
035 040 | 0019 0010 0.114 0020 0.124 0014 0.147 0.023
0.40 045 0034 0017 0.056 0015 0426 0016 0113 0.017
045 050 | 0037 0018 0.032 0.010 0091 0014 0211 0.017
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B A Ilternative analysis

The data taken in the 5 G &V=c beam have been analysed w ith an altemative analysis which is described
n detail in Ref. [37]. W hilke the unfolding procedure corrects for the e clency, resolution sm earing and
a num ber of backgrounds in an integrated m anner, this m ethod m akes sequential corrections for PDD ,
energy-loss, e ciency and m igration due to resolution am earing.

T he altemative analysis proceeds w ith the follow ing steps:

T he beam particle selection is identical to the one in the analysis described in this paper.

The cut In the selection of the num ber of events accepted per spill is applied at 50 events reducing
the sam pl@ .

T he basic track selection is dentical. However, a stricter de nition of the target volum e is used.
The cuts are applied at jigj < 85mm and 72 mm < zg sih < 128 mm , corresponding to
tw o standard deviations In the resolution. T his selection reduces the tertiary background, but the
e ciency correction is larger.

A PID selection is applied based on the dE =dx of the particles and w ill be described below in
m ore detail. Them ain di erence is the m ethod to detemm ine the e ciency and backgrounds and
the choice of the cut (which ism ore e cient but has a lower purity). This is one of the two m ain
di erences between the two m ethods.

T he correction for e ciency and absorption of secondary particles is applied bin{by{bin asm uli-
plicative correction. T his correction, although di erently applied, is the sam e for both m ethods.

T he energy-loss correction is applied on a track {by{track basis, while in the m ethod described in
this paper it was part of the unfolding procedure.

The resolution am earing correction is sin pler; it does not consider the m igration between angle
bins (which is negligble), while it applies a m ultiplicative correction to account for the m om entum
an earing. It thus Introduces a dependence on the assum ed input spectra for this correction which
contributes to the system atic error.

T he correction for ° background follow s the sam e assum ptions, but is quite di erent in in plem en—
tation. T he relative size of the subtraction is an aller ow iIng to the stricter PID separation betw een
plons and electrons (positrons).

No subtraction for tertiary particles is applied. A lthough this is an approxin ation, the stricter
target volum e de nition reduces this background to less than 2% .

T he various corrections have been applied using the sam e sin ulation program as described in this paper.
The di erences In the analyses, both of principle and technical nature are large enough to provide a
usefiil crosscheck of the m ethods. Since the m ain di erence between the analyses is given by the PID ,
this issue is described in som ew hat m ore detail below .

ThePID isbased on a selection in dE =dx as a function of them om entum . T he purity and the e ciency

is evaluated studying the dE =dx spectra in the di erentm om entum bins for each angular bin separately
by tting two Landau distributions to each spectrum . Particle separation betw een protons and pions can
be achieved w ith a purity of about 99% up to 400 M eV =c (see Fig.[I8). A bove this value, e ciency and

purity are ower as shown in Fig.[I9. The two-com ponent ts are used to determ ine these quantities as
a function of them om entum in angular bins.

T he electron contam ination can be evaluated only for m om enta less than 125 M &V /c. Above this value
it is evaliated using a sinulation. A sin ilar assum ption ism ade for the © spectrum as in the analysis
described in this paper. U sing m om enta below 125 M €V /c where the electrons can be denti ed, the

8T his cut was decided consistently w ith other cuts on the in pact point to de ne as clean as possible data sam ples.
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Figure 31: Com parison of the doubledi erential crosssections m easured for * (right) and (eft)
production in p{Ta interactions as a function of m om entum displayed in di erent angular bins using the
tw o analyses. T he results of the altemative analysis are shown as shaded band and are available only for
5 G eV =c incident beam m om entum . The w idth of the band represents an estin ate of the uncorrelated
error (one standard deviation) between the two m ethods. T he results of the standard analysis described
in this paper are represented by data points.

sim ulated data are nomm alized to obtain the sam e num ber of electrons and positrons as In the m easured
data.

T he results of the alternative analysis are com patble w ith the results reported in Fig.[23 and w ithin
the quoted system atic errors. T he com parison is shown in Fig.[31l. O ne observes good agreem ent betw een
the two sets of spectra. Taking into account the large num ber of di erences betw een the two approaches
(event selection, track selection, energy—loss correction, particle denti cation, background subtraction)
this constitutes an Im portant crosscheck of the correctness of the two analysis approaches.
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