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A bstract

A very com pact architectiire has been developed for the st levelM uon Trigger of
the LHCb experin ent that processes 40  10° proton-proton collisions per second.
For each collision, it receives 3.2 kBytes ofdata and it nds straight tracksw ithin a
12 slatency. T he trigger in plem entation ism assively parallel, pipelined and fully
synchronous w ith the LHC clock. It relies on 248 high density Field Program able
G ate arrays and on them assive use ofm ultigigabit serial Iink transceivers em bedded
Inside FPGA s.
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1 Introduction

The LHCb experim ent [1]is installed at the Large Hadron Colliderat CERN,
to study CP viokhtion and rare decays in the beauty sector. Interesting b—
hadron decays have to be isolated In a large background, In proton-proton
collisions at a center ofm ass energy of 14 TeV . T he cross—section for producing
a bb pair is around 500 b while the inelastic cross section is 80 mb. In
addition, branching ratios for interesting b-m eson nal states vary between
10° and 10 7.

C orresponding author.
I Now at O bservatoire de H aute P rovence, SaintM ichelde 10 bservatoire, France

P reprint subm itted to E lsevier 6 April 2013


http://arxiv.org/abs/0705.0310v1

Fi. 1. Vertical cross-section of the LHCb detector.

The LHCb detector, shown in Figure 1, is a singlearm spectrom eter covering
the forward region of the proton-proton interactions. T he pseudo—rapidity do—
m ain rangesbetween 1.9 and 4 9. T hisgeom etry isdriven by the kinem atics of
the bb pair production at the LHC energy where both and b quarks m ainly
go In the forward or backward direction. T he Interaction point is surrounded
by the Vertex locator, a silicon strip (r; ’ ) detector m easuring precisely the
position of prim ary and secondary vertices. Tt also houses the pileup detector
w hich counts the num ber of interactions per collision .R ing In aging C herenkov
counters,R ICH 1 and R ICH 2, dentify kaonsand pions in them om entum range
of the experin ent, 2{100 G &V /c.A wam dipole m agnet produces a vertical

ed with a bending power of 4 Tm in the horizontal plane. T he tracking is
perform ed by tw o groups of tracking stations located before and after them ag—
net,the TT and T stations respectively. T hey m easure the kick given by the
m agnetic eld, in order to detem ine them om entum of the track w ith an accu-
racy of4 10 ° .A Scintillator pad detector, a preshower, an electrom agnetic
and a hadronic calorim eter dentify e , , hadrons and 0 and m easure their
energy. The m uon detector is com posed of ve stations sandw iched between
iron shielding blocks. The LHCb detector is designed to run at a lum inosity
of 2 10** an ?s!,much lower than the nom inal um inosity of the LHC
m achine. The um nosity for LHCb is tunable locally whereas Atlasand CM S
operate at the highest possible um inosity.



The LHCb trigger isdivided in two system s: the Level0 trigger and the H gh
Level Trigger. T he purpose of the Leveld is to reduce the LHC beam crossing
rate from 40 M Hz to 1 M H z where the entire detector can be read out. The
Level0 is based on custom electronics collecting dedicated inform ation from
the pileup, calorim eters and m uon detectors. It looks for electrons, m uons,

s and hadrons with a high transverse energy due to the large m ass of b—
hadrons. T he Jatency to process a proton-proton collision is lin ited to 4 s.
T his tim e includes the tin eof- ight, cabl length and alldelays in the front-
end electronics, leaving 2 s for the processing of the data In the Leveld
trigger. T he purpose of the H igh Level Trigger is to reduce the rate down
to 2 kHz by using data from all sub-detectors. It is based on a fam of a
thousand of com puters Interconnected through a gigabit Ethemet network.
Tt re nes candidates found by the Level0 trigger looking for tracks with a
high transversem om entum and large in pact param eter. T hen interesting nal
states are selected using inclusive and exclusive criteria. T he m easurem ents
ain ed forby LH Cb require a very high precision : hence system atic errorsm ust
be controlled to a very high degree. Am ongst the 2 kH z of accepted events, a
large fraction isdedicated to precise calibration and m onitoring of the detector
and its perform ance.

The Level) trigger is subdivided in three com ponents: the pileup systam ,
the Level0 calorim eters and the Level-0 muon. Each com ponent is connected
to a dedicated detector and to the central Level0 decision unit collecting all
candidates to m ake the naldecision. T he requirem ents for a Level0 subsys—
tem are the follow ing: input rate 40 M H z, tin e to process data lim ited to a
maxinum of 2 s; fully synchronous w ith the LHC clock; all collisions have
o be processed.

T his paper describes in detail the Level0 muon trigger. T he next section
gives an overview of the M uon system . A rchitecture and in plem entation of
the trigger are described in sections 3 and 4. Technologies used are discussed
in section 5, debugging and m onitoring tools in section 6.

2 Overview of theM uon System

Themuon system [1]has been designed to dentify muons w ith a high trans-
verse m om entum : a typical signature of a b-hadron decay. Tt isdivided in two
subsystam s Intin ately related: the m uon detector and the Level0 m uon trig-
ger.The system was optin ized to perform an e cientm uon denti cation and
standalone m uon track reconstruction w ith a pr resolution of 20% .

The muon detector, shown In Figure 2, consists of ve muon stations M 1-
M 5 interleaved with muon Iters.The st Iter,between stationM 1 and M 2,
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an accurate m easurem ent of the pr . T he pad size depends on the station

on its location in the station. A long the x-axis, it is twice snaller for
M 3 and tw ice coarser forM 4-M 5 with respect toM 1. T he segm entation is

are segm ented In pads that are thinner in the m agnet bending plane to
pro gctive to ease the tracking in the Level-0 m uon trigger: hence all stations
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from the interaction point.

of charged and neutral

The muon detectors are subcted to an intense ux



particles varying between 45 Hz/an? for the outer part of station M 5 and

230 kH z/am ? for the innerpart of station M 1.M ultiw ire proportionalcham —
bers have been adopted for all stations. H owever, triple-G EM (G as E lectron
M ultiplier) cham bers are used for the Inner part of station M 1 where the rate
is very high for a m ultiw ire proportional cham ber.

T he muon detector is com posed of 1 368 m ultiw ire proportional cham bers
and 12 GEM cham bers. T he total surface covered by all cham bers is equal to
435m*?.

2.1 M uon detector

The st station M 1 is placed In front of the calorin eter preshower at about
12m from the interaction point while the last station is at about 19 m . The
din ensions of stationsM 1 and M 5 are 77 6#4m? and 119 99 m ? respec—
tively. T he size of logical pad varies between 0:5 25 an ? or the fnner part
of station M 2 and 16 20 am ¢ for the outer part of station M 5.

Stations M 2-M 3 are devoted to themuon track nding while stationsM 4-M 5
con m the muon denti cation. The station M 1 plays an im portant role for
the pr m easurem ent of them uon track In proving its resolution by about 30% .

T he trigger algorithm usesa ve-fold coincidence, the e ciency for each sation
must be at least 99% , with a tin e resolution better than 25 ns in order to
unam biguously dentify the bunch crossing. Each station has two independent
detector layers, logically O R -ed on the cham ber, to form logical channels. T he
Independence of the detector layers provides a high degree of redundancy. T he
total num ber of logical channels is 25 920.

Each station is subdivided into four regions w ith di erent logical pad dim en—
sions, as shown In Figure 3. R egions and pad sizes scale by a factor two from

one region to the next. The logical layout In the wvemuon stations is projc—
tive In y to the interaction point. Tt is also pro Ective in x when the bending
in the horizontal plane Introduced by the m agnetic el is ignored.

Pads are obtained by the crossing of horizontal and vertical strips when ap-
plicable. Strips are em ployed in stationsM 2-M 5 while station M 1 and region
R1 of stationsM 4-M 5 are equipped w ith pads. Strips allow a reduction in the
num ber of Jogical channels to be transferred to the m uon trigger. T he proces—
sor receives 25 920 logical channels every 25 ns corresponding to 55 296 logical
pads obtained by crossing strips.

Each region is subdivided into sectors as shown in Figure 3. They are de ned
by the size of the horizontal and vertical strips and m atch the din ension of
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Fig. 3. Front view of one quadrant of m uon station M 2, show ing the dim ension of
the regions. Inside each region is shown a sector,de ned by the size of the horizontal
and vertical strips.

underlying cham bers.

2.2 Level0 m uon trigger

The Level0 muon trigger looks for muon tracks with a large pr . The track

nding is perform ed using the logical pad inform ation. Tt searches for hits
de ning a straight line through the wve muon stations and pointing towards
the interaction point, as shown in Figure 4. T he position ofa track in the rst
two stations allow s the determ nation of its pr .

To sin plify the processing and to hide the com plex layout of stations, them uon
detector is subdivided into 48 4 = 192 towers pointing to the interaction
point. The tower organization is shown for a quadrant of the m uon detector
in Figure 5. A1l towers contain logical pads w ith 48 pads from M 1, 96 pads
from M 2,96 pads from M 3,24 pads from M 4 and 24 pads from M 5.T herefore
the sam e algorithm can be executed in all towers. Each tower is connected to
a processing unit, the key com ponent of the trigger processor.
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Fig.4.Track nding by the Level) muon trigger. In the exam ple shown, * and
cross the sam e pad In M 3.G rey areas illustrate the eld of interests used by the
algorithm for station M 1,M 2,M 4 and M 5.

M5

M4

M3

M2

M1

=

Fig. 5. A quadrant of the muon detector w ith its 48 towers pointing toward the
Interaction point.
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Fig. 6. Fields of interest associated with a M 3 pad located on the left border of a
tower. T he straight line show s the extrapolated position in stations M 2, M 4 and
M 5. The hashed arrays show them axinum size of the el of interest centered on
the extrapolated position where hits are searched. T he dash line show s the straight
line extrapolation from M 3 and M 2 to M 1 when the pad labeled 5 is hit In M 2.
N um bers show the one-to-one corregpondence between a pair of padshit in M 3-M 2
and the extrapolated position In M 1. The track nding is also perform ed along the
y-axis for station M 4 and M 5. The y-size of the eld of interest is 1 pad. It isnot
drawn for sim plicity.

2.3 Track nding algorithm

The track nding isbased on a road algorithm illustrated in Figures 4 and 6.
Tt assum es m uon tracks com ing from the interaction point w ith a single kick
from them agnet.

For each logical pad hit in M 3, the straight line passing through the hit and
the interaction point is extrapolated toM 2,M 4 and M 5. H its are Jooked for
In these stations in search window s, called elds of interest, approxin ately
centred on the straight-line extrapolation. T he size of the eld of interest
depends on them uon station considered, the distance from the beam axis, the
Jevel of background, and the m inim um “bias retention required.W hen at least
one hit is found inside the eld of interest for each of the stationsM 2,M 4 and
M 5,amuon track is agged and thepad hit in M 2 closest to the extrapolation
from M 3 is selected for subsequent use.

The track position in station M 1 is determ ined by m aking a straight-line



extrapolation from M 3 and M 2, and dentifying in theM 1 eld of interest the
pad hit closest to the extrapolation point.

Since the logical layout is pro fctive, there is a one-to-onem apping from pads
hM3topadsihM2,M4 and M 5. There is also a oneto-one m apping from
pairs of pads n M 2 and M 3 to pads In M 1. This allow s the track— nding
algorithm to be in plam ented using only logical operations.

Once track nding is com pleted, a m axim um of 96 candidates can be found,
one perM 3 pad of the tower. T he two closest to the beam are selected and the
rem aining ones are dropped. The pr of the two selected tracks is determ ined
from the track hitsin M 1 and M 2, using look-up tables.

The track nding is run on each quadrant of them uon system independently.
T herefore, the two m uon tracks of highest pr are selected for each quadrant
and the inform ation forup to eight selected tracks is tranam itted to the Level0
decision unit.

To satisfy realtim e constraints, track nding algorithm s are run in parallel for
each pad of the station M 3 and for each proton-proton collision. T herefore,
the Level0 muon trigger executes 192 96 40 10°= 737 10° alyorithm s
per second.

24 A compkxdata ow

The In plam entation of the track nding algorithm is com plex: large num ber
of Jogical channels distrbbuted in a Jarge volum e; m ixture of pads and strips;
segm entation of logical pads varying between regions and stations; one-to-one
corregpondence between towers and trigger sectors except for region R1 of
stations M 2-M 3 where a trigger sector is shared by two towers and in region
R2 where a tower m aps two sectors (see F igure 3).

Each processing unit gathers a large num ber of logical channels. Tt receives
an equivalent of 288 pads from its tower every 25 ns. It also has to exchange
a signi cant am ount of data w ith its neighbours to avoid ine ciency on the
borders of the tower. T he quantity of logical channels is determ ined by the
maximum width of the elds of interest. A processing unit em its 224 and
receives 214 logical channels, in the worst case.

T he granularity of neighbours is often di erent since elds of interest are
open along the x-axis for stations M 1-M 2 and along the x and y-axis for
station M 4-M 5.A processing unit exchangesdata w ith up to eleven neighbours
since the track nding works In a space with a uniform granularity. In such
con gurations, the pattem of data exchange depends strongly on the location
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D edicated software tools have been developed to describe the topologies of
exchange and to store them in a database. The database is used by CAE
tools, by the em ulator and by m onitoring/debugging softw are.

10



3 A rchitecture for a Level-0 M uon processor

An overview of the Level) architecture isgiven in F igure 7. Each quadrant of
the m uon detector is connected to a separate Level:0 m uon processor through
312 optical links. T he latter arem ade of 36 ribbbons containing 12 optical bres
each.An optical link tranam its a 32-bit word every 25 ns by serializing data
at1.6 Gbps.

A Level0 muon processor isa 9U crate containing 12 processing boards, one
controller board and a custom badckplane. Tt is also connected to the Level
decision unitwhich collects allm uon candidates, to the data acquisition system
of the experim ent and to the T im Ing Trigger and C ontrol (T T C ) distribution
system of LHC [2].

A processing board houses ve processing elem ents, four PUs (P rocessing
Unit) and one BCSU (Best Candidate Selection Unit).A PU runs 96 tracking
algorithm s in parallel, one for each M 3 pad of the tower, while the BC SU
selects the two m uons w ith the highest m om entum w ithin the board.

A controller board houses a control unit and a shve unit. They receive 24
candidates from 12 processing boards, select the two w ith the highest pr and
send theam to the Level) decision unit. T hisboard also distributes the 40M H z
clock and TTC signals via the crate backplane.

The custom badkplane is necessary for the exchange of logical channels be-
tween PU s Iocated on di erent boards and to distrdbute the m aster clock and
TTC signals.

A 11 Iogical channels belonging to a tower are sent to a PU using a m axin um
of eight optical links: two for station M 1, one or two for M 2, one or two for
M 3, one forM 4 and one for M 5. Such an organization increases the num ber
of Iinks but eases the connectivity between the m uon detector and the trigger,
avoiding a com plex data distribution at the input of a processing board.

T he radiation level expected at them uon front-end electronics can reach 22Gy
after ten years of operation. O ptical links allow to place Level0 muon pro—
cessors In the counting room , far away from the detector, in a radiation free
environm ent w ith fuill access. The muon trigger is therefore Inm une to SEU
(Single Event Upset) and o the shelf com ponents can be usad. H owever,
the trigger interface, located in the the m uon front-end electronics [3], is sen—
sitive to SEU through the optical drivers in plam ented in the interface (see
section 5.1).

A single generic processing board was designed but con gurations loaded in
each PU di er according to the area covered by the board. T he num ber of
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Fig. 8. Interconnections between PU s located on a processing board. T hey are based
on 40 M H z parallel links, 80 M H z double data rate links and 1.6 G bps serial links.
Links on the periphery are used to connect PU s located on di erent boards.

con gurations is equal to 48, one per tower of a quadrant. T he size of each
connection between PUs has been m axin ized to accomm odate all con gu-
rations. W e use 40 M H z parallel links, 80 M H z double data rate links and
1.6 G bps serial Iinks. T he resulting topology of the data exchange is shown in
Figure 8.

The PUs are arranged ollowing a 2 2 m atrix. The left and right colum ns
are Interconnected to allow the data exchange required by the m uon tracking
along the x-axis. The top and bottom row s are Interconnected to allow the
data exchange required by the m uon tracking along the y-axis, and to solve
the special case appearing in region R 1 for stations M 2-M 3. Finally, the left-
top and left-bottom processing units are connected to the rightbottom and
right-top processing units, respectively, to exchange comer required by the
m uon tracking along the y-axis.

Each processing unit is also connected to the backplane to insure data ex—
change between boards. T his kind of exchange is perform ed via point to point
Iinks running eitherat 40M Hz orat 1.6 G bps.
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4 TIm plem entation

The In plam entation relies on high density FPG A s (Field Program able G ate
A rray) and on m assive use of m ultigigalbit serial links deserialized inside the
FPGA s. Processors are connected to the outside world via optical links while
processing elem ents are nterconnected w ith high speed copper serial links.

T he num ber of pins available on standard high density connectors is not suf-

cient to transfer at 40 M H z the huge am ount of logical channels required to
run the track nding algorithm .M ultiplexing the data at 80 M H z divides the
num ber of connections by a factor two, but the routing density rem ains very
high and therefore sensitive to cross talk. For this reason, 1 .6 G bps serial links
arem ainly used for the interconnection between processing m odules.

By serializing m ost of the data exchanges at 1.6 G bps, the num ber of con-
nections is divided by a factor 16. Sensitivity to crosstalk and to noise is
decreased by a large factor since links are routed on di erential lines. H ow —
ever, routing requires a lot of care since the geom etry of the tracks m ust be
totally controlled to guarantee a good in pedance m atching and to m inin ize
electrom agnetic em issions as well as sensitivity to electrom agnetic perturba—
tions.

A processing board em beds 92 high spead serdial links while the backplane as-
suring the connectivity between the processing units usesm ixed technologies:
288 single-ended linksat 40 M Hz and 110 di erential serdal Iinks at 1.6 G bps.

4.1 The Processing Board

The block diagram of the processing board is shown in Figure 9. Each pro—
cessing elem ent is In plem ented In an FPGA from the Stratix GX fam ily em —
bedding high gpesd serializers/deserializers.

T he board sends data to the data acquisition system via a Level0 bu er/de-
random izer housed n PUs and BCSU . A Level) bu er contains input and
output data for a processing elem ent. Tts size is equal to 544 bits fora PU and
352 bitsfora BCSU .These bu ers arem anaged by the BC SU which transfers
their contents to the data acquisition system via two high speed optical links
atamaxinum trigger rateofl1l.1 M Hz.

The interface to EC S (Experin ent C ontrol System ) is based on an em bedded
PC with a creditcard size [1]: Sm artM odule SM 520PC produced by D gital-
Logic Inc. It is connected to the FPGA s by a localbus running at 20 M H z.
T he creditcard PC downloads FPGA con gurations and loadsRAM aswell

13
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Fiy.9.H ardware In plam entation of the processing board w ith four PU s, oneBC SU .
Interface w ith the experin ent control system and the DAQ are also shown. Con-
nections between PU and BC SU are only drawn for one PU for sim plicity.

as registers. It is the m ain Interface to control and debug a processor.

T he processing board isa 9U board shown In Figure 10.D etails of its In ple-
m entation are given in A ppendix A 1.

4.2 The Controller Board

The block diagram of the controller board is shown in Figure 11. T he board
shares m any comm on fliinctionalities w ith the processing board: creditcard
PC, Level0-bu er/derandom izer, serializers/deserializers em bedded in FP-
GA s and power distribbution. It contains two FPGA s from the Stratix GX
fam iy since the num ber of high speed deserializers em bedded n a FPGA is
lim ited to 16.The st one is nam ed control unit, the second one shve unit.

The controller board distributes the system clock and TTC signals [2] to

14
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Fig. 10. Photography of the processing board. The ve FPGA s housing the four
PUs and the BCSU are visibl at the centre of the board. T he three rbbbon high
gpeed transceivers are on the left side interleaved w ith two single em itters.DC /DC
converters are on the top while the creditcard PC are on the bottom .
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Fig.1l.Hardware In plam entation of the controller board w ith its controland slave
units. Interface w ith the TTC , Level) D ecision Unit, Experin ent C ontrol System
and the DAQ are also shown.

the processing boards through the backplane. TTC inform ation are received
by an optical ber and decoded by the TTCrx chip. The 40 M Hz clock is
distributed using point to point connections while T TC signals are broadcast
using G unning Transceiver Logic Plus (G T L+ ) standard.This isa low voltage
(15V ) technology w ith open drain output where em itters con icts are totally
non-destructive for drivers.

Track candidates arrive from the backplane connector via 24 serialhigh speed
Iinks since candidates inform ation, com Ing from a processing board, is dis-
trdbuted over two serdal links. The rst one contains the bunch crossing den—
ti er, the transverse m om enta and the M 3 addresses of the candidates. T he
second one contains the candidate addresses n M 1-M 2, aswell as status and

16



bunch crossing ddenti cation. The st link is connected to the control unit,
the second one to the slave unit.

The nalcandidates are sent to the Level0 decision unit via two high speaed
optical links. O ne is driven by the control unit, the other to the slave unit.

T he control unit and the slave unit contain Level-0 bu er and derandom izer
bu er.The size of the Level-0 bu er isequal to 704 bits for a control unit and
720 bits for a slave unit. T he content of these two bu ers is sent to the data
acquisition system via two high speed optical Iinksata m axin um trigger rate
of 11 MHz.

T he controller board isa 9U board, shown in Figure 12.D etails of its In ple-
m entation are given In Appendix A 2.

4.3 The custom lackplne

T he backplane contains 15 slots: twelre for the processing boards, one for
the controller board and two for test. The zrst test slot allow s to check the
processing board by looping its outputs on its inputs. T he second one allow s
to Interface a Jogical analyser w ith a processing/controller board .

T he backplane, shown in Figure 13, distrbutes + 48 V and + 5V power sup-
plies, ground, the 40 M Hz clock and TTC control signals. Tt pemm its the hit
m aps exchange between processing boards and the candidates collection by
the controller board . D etails of its im plam entation are given in A ppendix A 3.

44 Processing Unit

Theblock diagram fora PU isshown in Figure 14. Tt is subd ivided in six m ain
blocks:

(1) TIne alignm ent
H it m aps corregponding to a given bunch crossing arrive atdi erent tim es
at the outputs of optical links. T hey are tin e-and phasealigned w ith the
40 M H z systam clock using circular m em ordes.

(2) Neighlouring exchanges
T he processing requires partial hit m aps located in the neighbouring pro-
cessing units. W hen the granularity of logical pads is not the sam e in the
an itting and receiving PU s, a data fomm atting is performed. A tin e-
alignm ent procedure is also necessary for neighbouring hit m aps trans—
ported by serial links.
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Fi.12. Photography of the controller board. T he two FPG A s housing the control
and the slhve units are visible at the centre of the board. T he four single high speed
em itters are on the left side.D C /D C converters are on the top while the credit-card
PC ison the bottom .
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Fi.13.Photography of thebackplane. T he controller board is inserted in the central

slot.

The 1rstrow of connectors distributes power, systam clock and TTC signals.

The second and third row s are for the data exchange between processing boards
via high spead serial links. T he fourth row is for data exchange between PU s using
point to point connections at 40 M H z. T he Jast row is for test purposes.

(3)

(4)

C ore processing

W hen all pads/strips hit m aps are availbble and phased w ith the system

clock, they are transform ed in pads. Local transform ations are applied
on pads w ith di erent granularity in order to run the track nding in

an hom ogeneous space com posed only of pads w ith the sam e granularity.
Transversem om enta of candidates are com puted using two Jook-up tables
embedded n the FPGA .

Level0 piceline bu er and derandom izer bu er

In order to wait for the Level0 trigger decision provided for each bunch
crossing, data are stored for 105 consecutive bunch-crossings, in a bu er
with a width of 532 bits and a maxinum depth of 128.A 12-Jit word
containing the bunch—crossing identi er for the bunch-crossing accepted
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Fig.14.Block diagram of a processing unit.

by the Level0 trigger is added. T he resulting 544-bit word is stored in a
derandom izer bu er w ith a depth of 16 words. T he output of the deran—
dom izer is tranam itted to the BC SU as 34 words of 16-bit.

Infction bu ers

These bu ers are only used to debug a processing unit as well as a pro-—
cessing board . T hey m in ic the Input of the optical links for 16 consecutive
events. Inputs and outputs of the processing are logged In the LevelO-
bu er. In this test m ode, they can be read by ECS through the Level0
derandom izer bu er for 16 consecutive events.

Capture bu er

During data taking, the ECS can not access the Level0 derandom izer
bu er since it isactively used to send data to the data acquisition system .
T he capture bu er allow s to m ake a snapshot of the Level0 bu ers for
one event accepted by the Level0 trigger. T his functionality is one of the
tools, developed to check the behavior of a processor during data taking.

D uring the processing a 0{3563 Bunch Crossing Identd er travels w ith data
transported by all serdal links. In addition a data valid signal, tagging the
start of a new LHC cycle, is present on all point to point links running at 40-
80M Hz orl6 Gbps. This inform ation guarantees the tin e alignm ent during
the processing.
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Fig.15.0verview of the ribbon optical link.

D etails of the Im plam entation fora PU can be found In Appendix A 4.

5 Technologies

In this section, m ore details on the technologies used for the Level0 m uon
trigger are given.

5.1 High spe=d optical links

H igh speed serial tranam ission reduces the num ber of signal lines required to
tranan it data from one point to another. Tt also o ersa high level of integra—
tion w ith m any advantages: high reliability for data transfer over 100 m eters;
com plete electrical isolation avoiding ground loops and com m on m ode prob—
Jem s. Tn addition, the integration of several high speed optical links in a single
device increases data rate while kesping the com ponent count m anageable at
a reasonable cost.

R bbon optical links integrate twelve optical tranam itters ( bres, receivers) in
one m odule. The in portant bene t of ribbon optical links is based on low -
cost array integration of electronic and opto-electronic com ponents. It also
provides a low power consum ption and a high level of integration.
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An overview of ribbon optical link developed for the Level) trigger is shown
In Figure 15. T he an itter stage relies on twelre serializer chips connected to
one optical tranan itter. The serializer isthe GO L [4], a radiation hard chip
designed by the CERN m icroelectronic group, transform ing every 25 ns 32-bit
words Into a serial signal cadenced at 1.6 Gbps using a 8B/10B encoding.
H igh frequency signals are converted into an optical signalby the 12-channels
optical tranam itter from Agilent HFBR -772BE . The m odule is designed to
operate w ith m ultin ode bers at a nom inal wavelength of 850 nm .

Tnitially, the LHC clock distrbution was not intended to be used for opti-
cal data tranam ission. Hence, it does not fiil 1l the severe jitter constraints
required by high speed serializers. The GOL requires a m axinum Jitter of
100 ps peak to peak to operate correctly whereas the LHC clock Jjitter is as
large as 400 or 500 ps. To reduce the jitter,a radiation hard chip,theQPLL [5],
was designed by the CERN m icroelectronics group. Tt reduces the jitter to an
acoeptable value w ith the help of a reference quartz crystal associated w ith a
phase locked loop.

T he am itter side is close to the detector In a place where SEU s are expected .
TheGOL and QPLL chipsare radiation hard chips inm une to SEU . H ow ever,
the optical transceiver is a comm ercial com ponent designed to work in an
environm ent free of radiation. A n irradiation cam paign took place at the Paul
Scherrer Institute in D ecem ber 2003. T he optical transceiver works w ithin its
Spoeci cation up to a totaldose of 150 Gy. T he crosssection for single event
upsets isequalto (41 0:1) 10 '° an? per single optical link.

T he connections between the front-end electronic boards and the processing
board consist of ribbons of twelve bers with M PO (M ulti ber Push-On)
type connectors on both side ( 10m .),M PO-M PO patch panels, long ca-
bles containing eight ribbonsw ith M PO connectors ( 80 m .), fanout panels
M PO-MPO orMPO-SC), cshort rbbonsoftwelre bers( 3m )withaM PO

connector on one side and a M PO or 12 SC connectors on the other side.

T he receiving side is the m irror of the am itting side. O ptical signals are con—
verted into 1.6 G bps serial electrical signals by the 12-channels optical receiver
HFBR-/82BE . The twelre high frequency signals are deserialized by the G X
block em bedded in Stratix GX FPGA 's.

T he tranan ission used by the G X blocks is based on the physical layer of the
IEEE802.3 standard. D ata tranan itted are encoded according to the 8B /10B
schem e. The 8B /10B schem e encodes 8-bit words into 10-bitwords. T he 10-bit
codes are chosen to contain: either 6 zeros and 4 ones; or 4 zeros and 6 ones;
or 5 zeros and 5 ones. T he purpose of this encoding is to balance the num ber
of ones and zeros transn itted and therefore to avoid the appearance ofa DC
Jlevel. Fach 8-bit data word has two com plem entary representations in the

22



10-bit space: a positive and a negative one. T he representation that balances
the quantity of zeros and ones is chosen for each word and tranam itted. T his
protocol is entirely m anaged by the GX bu ers.

T he size of data words is equal to 32 bits, their frequency is 40 M H z. Each
data word, ism ultiplexed on an 8-bitpath at 160 M H z to reach the G X block.
T he latter serialize the data on a di erential path at 1.6 G bps. T he reception
side is sym m etrical: data are dem ultiplexed by the G X blocks on an 8-bit path
at 160 M Hz and an Intemal logic dem ultiplexes the data on a 32-bit path at
40 M H z. M oreover for each channel a reception clock is extracted from the
data by the GX blocks. A 11 the reception clocks are not necessarily in phase.
D ata are aligned in tim e w ith the global system clock by a dualportm em ory
m echanism In plem ented w ith the help of intermal cells of the FPGA .

Perform ance of the optical link have been m easured with several setups In
di erentways. T he bit eror ratem easured w ith Lecroy SDA 11000 SerialD ata
Analyser is below 10 '° fora single 100 m eter Iong ber.

5.2 D ebugging features of F ied Program abk G ate A rrays

T he grow th In size and com plexity m akes design veri cation a critical bottle-
neck or FPG A system s. To help w ith the process of design debugging, A tera
provides the possibility to build a logic analyzer in the unused cells and m em —
ory ofa FPGA .W e heavily rely on this feature to exam ine the behavior of
intermal signals, w ithout using extra I/O pins, while the algorithm is running
at full spead . Sam pling clock and custom triggercondition logic are de ned.
A 1l captured signal data are stored in device m em ory until the designer is
ready to read and analyze the data. Then they are tranam itted by a JTAG

serial link to a control PC and digplayed on screen w ith a logic-analyzer-like
Jook.

5.3 The lyout of printed circuit boards

B ecause of the density of the design, 18 layers are required to route the signals
on a processing board. The stack-up uses a power plne / signal / signal /
pow er plane topology w hich reduces the num ber of layers required to route the
signals and at the sam e tin e allow s to control their In pedance. To m atch the
Intermal in pedance of the G X blocks the individual in pedance of the tracks
isset to 55 and fordi erential pairs to 107

Track w dth and track separation havebeen lin ited to 120 m to easethem an-
ufacturing. T he high speed signals are referenced to analog ground and pow er
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to decrease the noise Induced by hundreds of signals sw itching synchronously
at 40 M Hz. Analog and digital grounds are com pletely independent on the
board. They arem erged on one point in the backplane.

T he controller board and the backplane being slightly less com plex, they re—
Soectively contain 14 and 18 layers based on a m ore classical power plane /
signal/ power plane stack-up. A 11 the other features are dentical to those of
the processing board.

A purely m anual routing is in possible due to the large num ber of signals and
to the high density. O n the other hand a com pletely autom atic routing leads
to topologies that do not work because they generate re ections destroying
the signal integrity. To solve this issue, an iterative approach in three steps
have been used:

(1) sinulate foreach kind of driver the m ost appropriate topology and derive
constraints that are given to the autom atic router;

(2) run the autom atic router;

(3) valdate the result by running post=outing sin ulation to check the signal

Integrity.

TIn thisway, the autom atic router produces a correct routing for a large fraction
of the the fulldesign. A s an exam ple, for the processing board, the router has
to dealw ith an extrem ely high num ber of nets, 10 000. It failed only for 150
nets which were routed m anually.

54 Quality assurance during m anufacturing

D uring the PCB m anufacturing, two kinds of tests are perform ed:

(1) check electrical connections to guarantee that the connectivity is abso-
utely dentical to the CAD design.

(2) m easure characteristic in pedance for reference tracks. K esp only boards
where In pedance m atch speci cation for all layers.

D uring the assam bly process, four types of test are perform ed:

(1) Connections are veri ed using X Rayson allFPGA s. Since FPGA s use
BallG rid A rrays packaging connections cannot be visually checked after
sodering.

(2) Boardsareheated from 0to 70 C in two cycles ofapproxin ately 30 hours.
T he role of this test is to m echanically constrain the board to accelerate
the appearence of early life failures. In this way, failures are detected
directly at the m anufacturer level and the reliability of the boards is

24



In proved.

(3) A  ying probe control is m ade on the board after sodering. This test
allow s to detect shorts or open circuits, to control the value of passive
com ponents and eventually their polarity. The test is m ade by direct
contact on the com ponent pins or connectors or through the housing by
Halle ect forplasticBG A s.T he test covered 94 3% of the com ponents for
a processing board .U nfortunately the veFPG A softhe processing board
are am ong the 5.7% left out by this test. The m etallic shielding of the
housing doesnotallow any m easurem entby Halle ect.A sa consequence,
only 26% of the connections are covered by the ying probe test.

(4) A boundary scan test (JTAG ) was In plem ented.

6 D ebugging and M onitoring tools

Each board em beds a creditcard PC , running Linux, interfaced to FPG A sby
a custom 16-bitbus.By thatway, the operation ofany FPG A of the systam is
controlled and m onitored through error detection m echanian s, error counters,
Spy and snooping m echanian s.

The Level0 m uon trigger is a very com plicated system . A ny m alfunction can
therefore be di cult to understand and to interpret. W e developed the inter—
connection m atrix test, to verify exhaustively the connectivity of the system
and the functional test relying on a software em ulator.

Theanulatorand Level) bu ers are the key com ponents to debug the systam
and to validate its functionality, at any tim e, during a data taking period or
Jater on in the ultin ate phase of data analysis.

6.1 Emultor of the Level0 m uon trigger

Each processing elem ent logs its inputs and results of its com putation in a
Level) bu er. The width of Level0 bu ers varies between 352 and 720-bits
resulting to an event size of about 4 kB ytes for a processor. Zero suppression
and data com pression algorithm sapplied lateron in thedata acquisition chain,
reduce the event size below 0.3 kBytes.

To understand such a Jarge quantity of inform ation ,w e developed the em ulator
softw are reproducing the behaviour of the hardware on a bit to bit basis. By
com paring Level0 bu er contents w ith those produce by the em ulator run
on the sam e Input data, we can isolate any error and understand what has
happenned.
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The emulator is inplemented in C+ + and is based on two generic classes:
the unit and the ragister. A register is a bank of data denti ed by a nam e,
centrally controlled by a register factory.A unit is a sim ple ob fct containing
nput and output registers and which can execute a function on them . Ttm ay
also contain other units and trigger the execution of their function.

To sin ulate the Level-0 m uon trigger, units are specialized to represent a pro-
cessor com ponent such as a processing board or a processing elem ent. T he
em ulator is con gured using the database that describes the processor topolo—
gies. It then form s a hierarchical system of units that com m unicates through
a set of form atted registers reproducing exactly the data transferred in the
Processor.

6.2 Testof interconnection m atrix

T he Interconnection m atrix between FPG A s is com plicated and depends on
the processing board . To validate it globally, w e developed a dedicated software
called Spyd.

ANlIFPGAs of a Level) muon processor are loaded with a unique mware
which can valdate all links running at 40 MHz, 80 MHz and 1.6 Gbps in
parallel. Each interconnection has an em itter and a receiver side. They are
con gure di erently.

O n the am ission side, a fram e of 2048 words is em itted continuously, one word
every 25ns.The rst 12 wordsof the fram e form the header.For each of them ,
the header tag is encoded on the three LSB b. Four words are used to
synchronize the em itter w ith the receiver. T he rem aining eight words provide
the address of the am itter: slot in the crate, FPGA on the board and port
num ber in the FPGA . D ata words of the fram e m erge several 6-bit counters
to Ilthe width of the link.

O n the reception side, the behaviour ofa link is checked by com paring received
words w ith expected ones, every 25 ns. T he receiver logs two types of errors
In dedicated registers: no-synchronization and words error count on 16-bit. Tt
also keeps the address of the am itter.

W hen this test is running for a com plete processor crate, 570 serial links and
289 point—tofpoint connections, at 40 or 80 M H z, are running in parallelL. W e
developed a dedicated software based on a client server protocol to m onitor
the test.

2 Encoding the header on three LSB bits guarantee its decoding for all buses of the
systam since their w dth varies between 3 and 54 bits.
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T he processing board is generic: hence all possible connections w ith the back—
plane are available. H owever, on our custom backplane only relevant connec—
tions are im plem ented. Tn such con guration, som e links are always in error
since an am itter is not connected to a receiver and m issing links have to be
rem oved from the error analyzer using the topology database.

T he softw are is a distrdbuted application com posed ofam aster process running
on a supervision station and slave processes running on credit<ard PC s.A t the
end of the test period, the application collects Iink status and error counters to
produce a full error report. T his client—server application is w ritten in python
using a socket sarver m odule and XM L m essages.

The Spyd test was run on the rstmuon processor during 26 hours w ithout
any errors detected !

6.3 The functonal test

A functonaltestvalidates the functionality ofa Level-0 m uon trigger processor
covering the VHD L programm ing of the track nding as well as the intermal
tim ealignm ent m echanisn .

The Level) muon trigger em ulator is used In the simulation of the LHCDb
experin ent. H it m aps for optical links and sin ulated Level0 bu ers contents
are extracted from M onte-C arlo events.

ANl FPGAs of a muon processor are loaded w ith the Level0 muon trigger
con gurations. H it m aps are pushed in the infctions bu ers per block of 16
consecutive events. T he processor crunches them at the nom inal speed. T he
contents of the Level0 bu ersare read and autom atically com pared w ith those
from the enulator.

A dedicated software based on a client-server approach has been developed.
T his test is usually run on 10* events and takes about ten m inutes. M ost of
the tin e is spent in w ritting in fction bu ers and reading Level0 bu ers.

7 Conclusions

T he Level-0 m uon trigger requires a very Innovative architecture to handle the
com plex data ow , the Jarge volum e of data and the high Input rate. It relies
on a lJarge num ber of: high gpeed optical links, high density FPG A s and high
goeed serial linksbetween FPG A s. The com plex data ow hasbeen described
by a dedicated software tool which was used at each step of the design and
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Fi. 16.Photography of the rst Level0 m uon processor in D ecem ber 2006.

quali cation. T his software guarantees a perfect correspondance between the
hardware and the trigger em ulation used in the LHCb simulation. Tt is also
the key com ponent to understand rapidly any possible m alfinctions at any
tim e.

T he architecture of the Level-0 m uon triggerwas nalized in Septem ber 2004.
Sixteen m onths Jater, the rst processor, shown in Figure 16, was produced
and tested. The comm issioning in the LHCb experin ent started in February
2007 and w ill end during the sum m er of 2007.
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A A ppendices

Al The processing board

T he processing board is a 9U board with a width of 220 mm , a thickness
of 2.7 mm and a number of layers equal to 18. The m inin al size of a track
and the m inim al ssparation between two tracks is 120 m . The num ber of
di erential high speed serial lines is 92. T hey are routed on dedicated layers.
T heir In pedance is controlled and shoud match 107 11 .Weusethesame
type of FPG A for the processing units and the best candidates selection unit.
It isa Stratix GX EP1S25FF1020€ 6 from A lftera with 16 SERDES running
from 622 M bpsup to 3.125Gbps.A FPGA isconnected to the printed circuit
via 1020 pinswith apitch of Imm .A totalof1532 com ponentsarem ounted on
the board w ith seven press t connectorsallow ing connections to the backplane.
Two of them convey high soeed serialdata.W euse ERmet ZD Hard M etric
high gpeed connector from ERN I em bedding 30 pairs of signal w ith Intemal
di erential shielding and a di erential In pedance around 100

T he board is powered through the backplane by two independent sources:
+48V and +5V .DC/DC converters em bedded on the board generate + 1:5,
+33V from the+48V .TheQPLL chlp (see section 51 ) requires + 25 V.
It is obtained from + 3:3 V using a regulator. T he power consum ption of the
board isbelow 60 W .

A .2 The controller board

T he controller board shares a lot of functionality w ith the processing board.
T herefore their in plem entation are very sim ilar.

The controller board is a 9U board with a width of 220 mm , a thickness
of 26 mm and a number of layers equal to 14. The m Inim al size of track
and the m Inim al ssparation between two tracks is 120 m . The num ber of
di erentialhigh speed serial links is 28. They are routed on dedicated layers.
T heir In pedance is controlled and shoudd m atch 107 11 .Weussthesame
FPGA for processing and controller boards. In addition, 1032 com ponents are
m ounted on the board w ith six press t connectors. Two of them are ERm et
ZD Hard M etric high speed connectors from ERN I.
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A 3 The custom kackplne

D in ensions ofthe backplane are 426:72 3954 mm w ith a thicknessof34mm .
It is an eighteen layers printed circuit. The m Inim al size of tracks and the
m Inim al separation between two tracks are 120 m . The num ber of press t
connectors is 97. The number of di erential high speed serial lines is 110.
T hey are routed on dedicated layers. T heir In pedance is controlled and should
match 107 11

T he num ber of point to point data lines running at 40 M H z is 288. Point to
point traces for clock signals were tuned in order to obtain the sam e prop—
agation dely for all processing boards. The G TL+ standard used for the
broadcast control signals needs pullup resistors to +15 V. The +15V is
achieved from the+ 48 V ,using D C /D C converterm ounted on the backplane.

A 4 The processing Unit

T he processing unit is In plem ented in Stratix G X EP1SG X 25FF1020C 6 from
A Itera using 47% of logic elem ents, 32% ofm em ory bits, 5 of the 8 PLLs, all
high speed deserializers, half of high soeed serializers, none of the D SP blocks
and 65% of I/O pins.
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border of a tower. T he straight line show s the extrapolated
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show themaxinum size of the eld of interest centered on
the extrapolated position where hits are searched. T he dash
line show s the straight line extrapolation from M 3 and M 2
to M 1 when the pad labeled 5 is hit in M 2. Num bers show
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is also perform ed along the y-axis for station M 4 and M 5. The
y-size of the eld of nterest is 1 pad. It is not drawn for
sin plicity.

(on}

7 Overview of a Level) m uon processor. m

8 Interconnections between PU s located on a processing board.
They are based on 40 M H z parallel links, 80 M H z double data
rate links and 1.6 G bps serial links. L inks on the periphery are
used to connect PU s located on di erent boards. E

9 Hardware In plem entation of the processing board w ith four
PUs, one BC SU . Interface w ith the experin ent control system
and the DAQ are also shown. Connections between PU and
BCSU are only drawn for one PU for sim plicity. B
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Photography of the processing board.The ve FPG A shousing
the four PUs and the BC SU are visble at the centre of the
board. T he three ribbon high spead transceivers are on the left
side interleaved w ith two single em itters. DC /D C converters
are on the top while the creditcard PC are on the bottom .

Hardware in plem entation of the controller board with its
control and slave units. Interface with the TTC, Level0

D ecision Unit, Experin ent Control System and the DAQ are
also shown.

Photography of the controller board. The two FPG A s housing
the control and the slave units are visible at the centre of the

board. T he four single high speed em itters are on the left side.
DC /DC converters are on the top while the creditcard PC is

on the bottom .

Photography of the backplane. T he controller board is Inserted
In the central slot. The st row of connectors distributes
power, systam clock and TTC signals. T he second and third
row s are for the data exchange betw een processing boards via
high speed serial links. T he fourth row is for data exchange
between PU s using point to point connectionsat 40 M Hz. The
last row is for test purposes.

B lock diagram of a processing unit.
O verview of the ribbon optical Iink.

Photography of the rst Level:0 m uon processor in D ecam ber
2006.
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