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A bstract

A very com pactarchitecture hasbeen developed forthe�rstlevelM uon Triggerof

the LHCb experim entthatprocesses40� 106 proton-proton collisionspersecond.

Foreach collision,itreceives3.2 kBytesofdata and it�ndsstraighttrackswithin a

1.2 �slatency.Thetriggerim plem entation ism assively parallel,pipelined and fully

synchronouswith the LHC clock.Itrelies on 248 high density Field Program able

G atearraysand on them assiveuseofm ultigigabitseriallink transceiversem bedded

insideFPG As.

Key words: Firstleveltrigger,high speed seriallink,high density FPG A,m uon

detector,LHCb

PACS:84.30.-r,29.40.G x

1 Introduction

TheLHCb experim ent[1]isinstalled attheLargeHadron CollideratCERN,

to study CP violation and rare decays in the beauty sector.Interesting b-

hadron decays have to be isolated in a large background,in proton-proton

collisionsatacenterofm assenergyof14TeV.Thecross-section forproducing

a b�b pair is around 500 �b while the inelastic cross section is 80 m b.In

addition,branching ratios for interesting b-m eson �nalstates vary between

10�3 and 10�9 .
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Fig.1.Verticalcross-section ofthe LHCb detector.

TheLHCb detector,shown in Figure1,isa single-arm spectrom etercovering

theforward region oftheproton-proton interactions.Thepseudo-rapidity do-

m ain rangesbetween 1.9and 4.9.Thisgeom etry isdriven by thekinem aticsof

the b�b pairproduction attheLHC energy where both
�
and �b quarksm ainly

go in theforward orbackward direction.Theinteraction pointissurrounded

by the Vertex locator,a silicon strip (r;’)detectorm easuring precisely the

position ofprim ary and secondary vertices.Italso housesthepile-up detector

which countsthenum berofinteractionspercollision.RingIm agingCherenkov

counters,RICH1andRICH2,identifykaonsandpionsinthem om entum range

ofthe experim ent,2{100 GeV/c.A warm dipole m agnetproducesa vertical

�eld with a bending powerof4 Tm in the horizontalplane.The tracking is

perform ed bytwogroupsoftrackingstationslocated beforeand afterthem ag-

net,theTT and T stationsrespectively.They m easure thekick given by the

m agnetic�eld,in ordertodeterm inethem om entum ofthetrackwith an accu-

racy of4� 10�3 .A Scintillatorpad detector,a preshower,an electrom agnetic

and a hadronic calorim eteridentify e� ,,hadronsand �0 and m easure their

energy.The m uon detectoriscom posed of�ve stationssandwiched between

iron shielding blocks.The LHCb detectorisdesigned to run ata lum inosity

of2 � 1032 cm �2 s�1 ,m uch lower than the nom inallum inosity ofthe LHC

m achine.Thelum inosity forLHCb istunablelocally whereasAtlasand CM S

operateatthehighestpossiblelum inosity.
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TheLHCb triggerisdivided in two system s:theLevel-0 triggerand theHigh

LevelTrigger.ThepurposeoftheLevel-0 isto reducetheLHC beam crossing

rate from 40 M Hz to 1 M Hz where the entire detectorcan be read out.The

Level-0 isbased on custom electronicscollecting dedicated inform ation from

the pile-up,calorim eters and m uon detectors.It looks for electrons,m uons,

s and hadrons with a high transverse energy due to the large m ass ofb-

hadrons.The latency to processa proton-proton collision islim ited to 4 �s.

Thistim eincludesthetim e-of-ight,cablelength and alldelaysin thefront-

end electronics,leaving 2 �s for the processing ofthe data in the Level-0

trigger.The purpose ofthe High LevelTrigger is to reduce the rate down

to 2 kHz by using data from allsub-detectors.It is based on a farm ofa

thousand ofcom puters interconnected through a gigabit Ethernet network.

It re�nes candidates found by the Level-0 trigger looking for tracks with a

high transversem om entum and largeim pactparam eter.Then interesting�nal

states are selected using inclusive and exclusive criteria.The m easurem ents

aim ed forbyLHCb requireaveryhigh precision:hencesystem aticerrorsm ust

becontrolled to a very high degree.Am ongstthe2 kHzofaccepted events,a

largefraction isdedicated toprecisecalibration and m onitoringofthedetector

and itsperform ance.

The Level-0 trigger is subdivided in three com ponents:the pile-up system ,

theLevel-0 calorim etersand theLevel-0 m uon.Each com ponentisconnected

to a dedicated detectorand to the centralLevel-0 decision unitcollecting all

candidatesto m akethe�naldecision.Therequirem entsfora Level-0 subsys-

tem are the following:inputrate 40 M Hz,tim e to processdata lim ited to a

m axim um of2 �s;fully synchronous with the LHC clock;allcollisionshave

to beprocessed.

This paper describes in detailthe Level-0 m uon trigger.The next section

gives an overview ofthe M uon system .Architecture and im plem entation of

thetriggeraredescribed in sections3 and 4.Technologiesused arediscussed

in section 5,debugging and m onitoring toolsin section 6.

2 O verview ofthe M uon System

Them uon system [1]hasbeen designed to identify m uonswith a high trans-

versem om entum :a typicalsignatureofa b-hadron decay.Itisdivided in two

subsystem sintim ately related:them uon detectorand theLevel-0 m uon trig-

ger.Thesystem wasoptim ized toperform an e�cientm uon identi�cation and

standalonem uon track reconstruction with a pT resolution of20% .

The m uon detector,shown in Figure 2,consists of�ve m uon stations M 1-

M 5interleaved with m uon �lters.The�rst�lter,between station M 1and M 2,

3



Fig.2.Side view of the m uon system in the y,z plane showing the iron �lters,

stationsand cham bersorganization aswellastheprojectivity ofthesystem .

consistsoftheelectrom agneticand hadroniccalorim eters.Itisfollowed byfour

iron absorbers.Stationsprovide binary space pointm easurem ents oftracks.

They aresegm ented in padsthatarethinnerin them agnetbending planeto

givean accuratem easurem entofthepT.Thepad sizedependson thestation

and on its location in the station.Along the x-axis,it is twice sm aller for

M 2-M 3and twicecoarserforM 4-M 5 with respecttoM 1.Thesegm entation is

projectiveto easethetracking in theLevel-0 m uon trigger:henceallstations

coverthe sam e angularacceptance and the pad size scaleswith the distance

from theinteraction point.

The m uon detectorsare subjected to an intense ux ofcharged and neutral
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particlesvarying between �45 Hz/cm 2 forthe outerpartofstation M 5 and

�230kHz/cm 2 fortheinnerpartofstation M 1.M ulti-wireproportionalcham -

bershave been adopted forallstations.However,triple-GEM (GasElectron

M ultiplier)cham bersareused fortheinnerpartofstation M 1 wheretherate

isvery high fora m ulti-wireproportionalcham ber.

The m uon detector is com posed of1 368 m ulti-wire proportionalcham bers

and 12 GEM cham bers.Thetotalsurfacecovered by allcham bersisequalto

435 m 2.

2.1 M uon detector

The �rststation M 1 isplaced in frontofthe calorim eterpreshoweratabout

12 m from the interaction pointwhile the laststation isatabout19 m .The

dim ensionsofstationsM 1 and M 5 are7:7� 6:4 m 2 and 11:9� 9:9 m 2 respec-

tively.The size oflogicalpad variesbetween 0:5� 2:5 cm 2 fortheinnerpart

ofstation M 2 and 16� 20 cm 2 fortheouterpartofstation M 5.

StationsM 2-M 3 aredevoted to them uon track �nding whilestationsM 4-M 5

con�rm the m uon identi�cation.The station M 1 playsan im portantrole for

thepT m easurem entofthem uon track im provingitsresolution by about30% .

Thetriggeralgorithm usesa�ve-fold coincidence,thee�ciency foreach sation

m ust be at least 99% ,with a tim e resolution better than 25 ns in order to

unam biguously identify thebunch crossing.Each station hastwoindependent

detectorlayers,logically OR-ed on thecham ber,toform logicalchannels.The

independenceofthedetectorlayersprovidesahigh degreeofredundancy.The

totalnum beroflogicalchannelsis25 920.

Each station issubdivided into fourregionswith di�erentlogicalpad dim en-

sions,asshown in Figure3.Regionsand pad sizesscaleby a factortwo from

oneregion to thenext.Thelogicallayoutin the�vem uon stationsisprojec-

tive in y to the interaction point.Itisalso projective in x when the bending

in thehorizontalplaneintroduced by them agnetic�eld isignored.

Padsare obtained by the crossing ofhorizontaland verticalstripswhen ap-

plicable.Stripsareem ployed in stationsM 2-M 5 while station M 1 and region

R1 ofstationsM 4-M 5 areequipped with pads.Stripsallow a reduction in the

num beroflogicalchannelsto betransferred to them uon trigger.Theproces-

sorreceives25920logicalchannelsevery 25nscorrespondingto55296logical

padsobtained by crossing strips.

Each region issubdivided into sectorsasshown in Figure3.They arede�ned

by the size ofthe horizontaland verticalstripsand m atch the dim ension of
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Fig.3.Frontview ofone quadrantofm uon station M 2,showing the dim ension of

theregions.Insideeach region isshown asector,de�ned by thesizeofthehorizontal

and verticalstrips.

underlying cham bers.

2.2 Level-0 m uon trigger

The Level-0 m uon triggerlooks form uon tracks with a large pT.The track

�nding is perform ed using the logicalpad inform ation.It searches for hits

de�ning a straightline through the �ve m uon stationsand pointing towards

theinteraction point,asshown in Figure4.Theposition ofa track in the�rst

two stationsallowsthedeterm ination ofitspT.

Tosim plifytheprocessingandtohidethecom plexlayoutofstations,them uon

detector is subdivided into 48� 4 = 192 towers pointing to the interaction

point.The towerorganization isshown fora quadrantofthe m uon detector

in Figure 5.Alltowers contain logicalpadswith 48 padsfrom M 1,96 pads

from M 2,96padsfrom M 3,24padsfrom M 4and 24padsfrom M 5.Therefore

thesam ealgorithm can beexecuted in alltowers.Each towerisconnected to

a processing unit,thekey com ponentofthetriggerprocessor.
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Fig.4.Track �nding by the Level-0 m uon trigger.In the exam ple shown,�+ and

�
� crossthesam epad in M 3.G rey areasillustratethe�eld ofinterestsused by the

algorithm forstation M 1,M 2,M 4 and M 5.

Fig.5.A quadrant ofthe m uon detector with its 48 towers pointing toward the

interaction point.
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Fig.6.Fieldsofinterestassociated with a M 3 pad located on the leftborderofa

tower.The straight line shows the extrapolated position in stations M 2,M 4 and

M 5.The hashed arraysshow the m axim um size ofthe �eld ofinterestcentered on

theextrapolated position wherehitsaresearched.Thedash lineshowsthestraight

line extrapolation from M 3 and M 2 to M 1 when the pad labeled 5 is hit in M 2.

Num bersshow theone-to-one correspondencebetween a pairofpadshitin M 3-M 2

and theextrapolated position in M 1.Thetrack �nding isalso perform ed along the

y-axisforstation M 4 and M 5.They-size ofthe�eld ofinterestis� 1 pad.Itisnot
drawn forsim plicity.

2.3 Track �nding algorithm

Thetrack �nding isbased on a road algorithm illustrated in Figures4 and 6.

Itassum esm uon trackscom ing from the interaction pointwith a single kick

from them agnet.

Foreach logicalpad hitin M 3,the straightline passing through the hitand

the interaction pointisextrapolated to M 2,M 4 and M 5.Hitsare looked for

in these stations in search windows,called �elds ofinterest,approxim ately

centred on the straight-line extrapolation.The size ofthe �eld ofinterest

dependson them uon station considered,thedistancefrom thebeam axis,the

levelofbackground,and them inim um -biasretention required.W hen atleast

onehitisfound insidethe�eld ofinterestforeach ofthestationsM 2,M 4 and

M 5,am uon track isagged and thepad hitin M 2closesttotheextrapolation

from M 3 isselected forsubsequentuse.

The track position in station M 1 is determ ined by m aking a straight-line
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extrapolation from M 3 and M 2,and identifying in theM 1 �eld ofinterestthe

pad hitclosestto theextrapolation point.

Sincethelogicallayoutisprojective,thereisa one-to-onem apping from pads

in M 3 to padsin M 2,M 4 and M 5.There isalso a one-to-one m apping from

pairs ofpads in M 2 and M 3 to pads in M 1.This allows the track-�nding

algorithm to beim plem ented using only logicaloperations.

Once track �nding iscom pleted,a m axim um of96 candidatescan be found,

oneperM 3pad ofthetower.Thetwoclosesttothebeam areselected and the

rem aining onesaredropped.The pT ofthe two selected tracksisdeterm ined

from thetrack hitsin M 1 and M 2,using look-up tables.

Thetrack �nding isrun on each quadrantofthem uon system independently.

Therefore,the two m uon tracksofhighestpT are selected foreach quadrant

andtheinform ationforuptoeightselected tracksistransm itted totheLevel-0

decision unit.

To satisfy realtim econstraints,track �nding algorithm sarerun in parallelfor

each pad ofthe station M 3 and foreach proton-proton collision.Therefore,

theLevel-0 m uon triggerexecutes192� 96� 40� 106 = 737� 109 algorithm s

persecond.

2.4 A com plex data ow

The im plem entation ofthe track �nding algorithm iscom plex:large num ber

oflogicalchannelsdistributed in a large volum e;m ixture ofpadsand strips;

segm entation oflogicalpadsvarying between regionsand stations;one-to-one

correspondence between towers and trigger sectors except for region R1 of

stationsM 2-M 3 where a triggersectorisshared by two towersand in region

R2 wherea towerm apstwo sectors(seeFigure3).

Each processing unit gathers a large num ber oflogicalchannels.It receives

an equivalentof288 padsfrom itstowerevery 25 ns.Italso hasto exchange

a signi�cantam ountofdata with itsneighboursto avoid ine�ciency on the

borders ofthe tower.The quantity oflogicalchannels is determ ined by the

m axim um width ofthe �elds ofinterest.A processing unit em its 224 and

receives214 logicalchannels,in theworstcase.

The granularity of neighbours is often di�erent since �elds of interest are

open along the x-axis for stations M 1-M 2 and along the x and y-axis for

stationM 4-M 5.A processingunitexchangesdatawith uptoeleven neighbours

since the track �nding works in a space with a uniform granularity.In such

con�gurations,thepattern ofdata exchangedependsstrongly on thelocation
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Fig.7.O verview ofa Level-0 m uon processor.

ofthetower.

Dedicated software tools have been developed to describe the topologies of

exchange and to store them in a database.The database is used by CAE

tools,by theem ulatorand by m onitoring/debugging software.
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3 A rchitecture for a Level-0 M uon processor

An overview oftheLevel-0 architectureisgiven in Figure7.Each quadrantof

them uon detectorisconnected to a separateLevel-0 m uon processorthrough

312opticallinks.Thelatterarem adeof36ribbonscontaining12optical�bres

each.An opticallink transm itsa 32-bitword every 25 nsby serializing data

at1.6 Gbps.

A Level-0 m uon processorisa 9U cratecontaining 12 processing boards,one

controllerboard and a custom backplane.Itisalso connected to the Level-0

decision unitwhich collectsallm uoncandidates,tothedataacquisition system

oftheexperim entand to theTim ing Triggerand Control(TTC)distribution

system ofLHC [2].

A processing board houses �ve processing elem ents, four PUs (Processing

Unit)and oneBCSU (BestCandidateSelection Unit).A PU runs96tracking

algorithm s in parallel,one for each M 3 pad ofthe tower,while the BCSU

selectsthetwo m uonswith thehighestm om entum within theboard.

A controller board houses a controlunitand a slave unit.They receive 24

candidatesfrom 12 processing boards,selectthetwo with thehighestpT and

send them totheLevel-0decision unit.Thisboard alsodistributesthe40M Hz

clock and TTC signalsvia thecratebackplane.

The custom backplane is necessary for the exchange oflogicalchannels be-

tween PUslocated on di�erentboardsand to distributethem asterclock and

TTC signals.

Alllogicalchannelsbelonging to a toweraresentto a PU using a m axim um

ofeightopticallinks:two forstation M 1,one ortwo forM 2,one ortwo for

M 3,one forM 4 and one forM 5.Such an organization increasesthe num ber

oflinksbuteasestheconnectivity between them uon detectorand thetrigger,

avoiding a com plex data distribution attheinputofa processing board.

Theradiation levelexpected atthem uon front-endelectronicscanreach 22Gy

after ten years ofoperation.Opticallinks allow to place Level-0 m uon pro-

cessorsin the counting room ,faraway from the detector,in a radiation free

environm entwith fullaccess.The m uon triggeristherefore im m une to SEU

(Single Event Upset) and o� the shelf com ponents can be used.However,

thetriggerinterface,located in thethem uon front-end electronics[3],issen-

sitive to SEU through the opticaldrivers im plem ented in the interface (see

section 5.1).

A single generic processing board wasdesigned butcon�gurationsloaded in

each PU di�er according to the area covered by the board.The num ber of
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Fig.8.Interconnectionsbetween PUslocated on aprocessingboard.They arebased

on 40 M Hz parallellinks,80 M Hz doubledata rate linksand 1.6 G bpsseriallinks.

Linkson the periphery are used to connectPUslocated on di�erentboards.

con�gurations isequalto 48,one pertower ofa quadrant.The size ofeach

connection between PUs has been m axim ized to accom m odate allcon�gu-

rations.W e use 40 M Hz parallellinks,80 M Hz double data rate links and

1.6 Gbpsseriallinks.Theresulting topology ofthedata exchangeisshown in

Figure8.

The PUsare arranged following a 2� 2 m atrix.The leftand rightcolum ns

areinterconnected to allow thedata exchangerequired by them uon tracking

along the x-axis.The top and bottom rows are interconnected to allow the

data exchange required by the m uon tracking along the y-axis,and to solve

thespecialcaseappearing in region R1 forstationsM 2-M 3.Finally,theleft-

top and left-bottom processing unitsare connected to the right-bottom and

right-top processing units,respectively,to exchange corner required by the

m uon tracking along they-axis.

Each processing unit is also connected to the backplane to insure data ex-

changebetween boards.Thiskind ofexchangeisperform ed via pointto point

linksrunning eitherat40 M Hzorat1.6 Gbps.
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4 Im plem entation

The im plem entation relieson high density FPGAs(Field Program able Gate

Array)and on m assive use ofm ultigigabitseriallinksdeserialized inside the

FPGAs.Processorsareconnected to theoutsideworld via opticallinkswhile

processing elem entsareinterconnected with high speed copperseriallinks.

Thenum berofpinsavailableon standard high density connectorsisnotsuf-

�cientto transferat40 M Hzthehugeam ountoflogicalchannelsrequired to

run thetrack �nding algorithm .M ultiplexing thedata at80 M Hzdividesthe

num berofconnectionsby a factortwo,buttherouting density rem ainsvery

high and thereforesensitivetocrosstalk.Forthisreason,1.6Gbpsseriallinks

arem ainly used fortheinterconnection between processing m odules.

By serializing m ost ofthe data exchanges at 1.6 Gbps,the num ber ofcon-

nections is divided by a factor 16.Sensitivity to cross-talk and to noise is

decreased by a large factorsince links are routed on di�erentiallines.How-

ever,routing requiresa lotofcare since the geom etry ofthe tracksm ustbe

totally controlled to guarantee a good im pedance m atching and to m inim ize

electrom agnetic em issionsaswellassensitivity to electrom agnetic perturba-

tions.

A processing board em beds92 high speed seriallinkswhilethebackplaneas-

suring theconnectivity between theprocessing unitsusesm ixed technologies:

288 single-ended linksat40 M Hzand 110 di�erentialseriallinksat1.6 Gbps.

4.1 The Processing Board

The block diagram ofthe processing board isshown in Figure 9.Each pro-

cessing elem entisim plem ented in an FPGA from theStratix GX fam ily em -

bedding high speed serializers/deserializers.

Theboard sendsdata to thedata acquisition system via a Level-0 bu�er/de-

random izer housed in PUs and BCSU.A Level-0 bu�er contains input and

outputdataforaprocessing elem ent.Itssizeisequalto544bitsforaPU and

352bitsforaBCSU.Thesebu�ersarem anaged by theBCSU which transfers

theircontentsto thedata acquisition system via two high speed opticallinks

ata m axim um triggerrateof1.1 M Hz.

Theinterfaceto ECS (Experim entControlSystem )isbased on an em bedded

PC with a credit-card size [1]:Sm artM odule SM 520PC produced by Digital-

Logic Inc.Itisconnected to the FPGAsby a localbusrunning at20 M Hz.

The credit-card PC downloadsFPGA con�gurationsand loadsRAM aswell
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Fig.9.Hardwareim plem entation oftheprocessingboard with fourPUs,oneBCSU.

Interface with the experim ent controlsystem and the DAQ are also shown.Con-

nectionsbetween PU and BCSU are only drawn forone PU forsim plicity.

asregisters.Itisthem ain interfaceto controland debug a processor.

Theprocessing board isa 9U board shown in Figure10.Detailsofitsim ple-

m entation aregiven in Appendix A.1.

4.2 The ControllerBoard

The block diagram ofthe controllerboard isshown in Figure 11.The board

shares m any com m on functionalities with the processing board:credit-card

PC,Level-0-bu�er/derandom izer,serializers/deserializers em bedded in FP-

GAs and power distribution.It contains two FPGAs from the Stratix GX

fam ily since the num berofhigh speed deserializers em bedded in a FPGA is

lim ited to 16.The�rstoneisnam ed controlunit,thesecond oneslave unit.

The controller board distributes the system clock and TTC signals [2]to

14



Fig.10.Photography ofthe processing board.The �ve FPG As housing the four

PUs and the BCSU are visible at the centre ofthe board.The three ribbon high

speed transceiversareon theleftsideinterleaved with two singleem itters.DC/DC

convertersare on thetop whilethe credit-card PC are on the bottom .
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Fig.11.Hardwareim plem entation ofthecontrollerboard with itscontroland slave

units.Interface with the TTC,Level-0 Decision Unit,Experim entControlSystem

and theDAQ are also shown.

the processing boardsthrough the backplane.TTC inform ation are received

by an optical�ber and decoded by the TTCrx chip.The 40 M Hz clock is

distributed using pointto pointconnectionswhileTTC signalsarebroadcast

usingGunningTransceiverLogicPlus(GTL+)standard.Thisisalow voltage

(1.5V)technology with open drain outputwhereem ittersconictsaretotally

non-destructive fordrivers.

Track candidatesarrivefrom thebackplaneconnectorvia 24serialhigh speed

links since candidates inform ation,com ing from a processing board,is dis-

tributed overtwo seriallinks.The�rstonecontainsthebunch crossing iden-

ti�er,the transverse m om enta and the M 3 addresses ofthe candidates.The

second onecontainsthecandidateaddressesin M 1-M 2,aswellasstatusand
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bunch crossing identi�cation.The �rstlink isconnected to the controlunit,

thesecond oneto theslaveunit.

The �nalcandidatesaresentto the Level-0 decision unitvia two high speed

opticallinks.Oneisdriven by thecontrolunit,theotherto theslaveunit.

The controlunitand the slave unitcontain Level-0 bu�erand derandom izer

bu�er.ThesizeoftheLevel-0 bu�erisequalto 704bitsforacontrolunitand

720 bitsfora slave unit.The contentofthese two bu�ersissentto the data

acquisition system via two high speed opticallinksata m axim um triggerrate

of1.1 M Hz.

The controllerboard isa 9U board,shown in Figure12.Detailsofitsim ple-

m entation aregiven in Appendix A.2.

4.3 The custom backplane

The backplane contains 15 slots:twelve for the processing boards,one for

the controllerboard and two fortest.The �rsttestslotallowsto check the

processing board by looping itsoutputson itsinputs.Thesecond oneallows

to interfacea logicalanalyserwith a processing/controllerboard.

The backplane,shown in Figure13,distributes+48 V and +5 V powersup-

plies,ground,the 40 M Hz clock and TTC controlsignals.Itperm itsthe hit

m aps exchange between processing boards and the candidates collection by

thecontrollerboard.Detailsofitsim plem entation aregiven in Appendix A.3.

4.4 Processing Unit

Theblock diagram foraPU isshown in Figure14.Itissubdivided in six m ain

blocks:

(1) Tim e alignm ent

Hitm apscorrespondingtoagiven bunch crossingarriveatdi�erenttim es

attheoutputsofopticallinks.They aretim e-and phase-aligned with the

40 M Hzsystem clock using circularm em ories.

(2) Neighbouring exchanges

Theprocessingrequirespartialhitm apslocated in theneighbouringpro-

cessing units.W hen thegranularity oflogicalpadsisnotthesam ein the

em itting and receiving PUs,a data form atting is perform ed.A tim e-

alignm ent procedure is also necessary forneighbouring hitm aps trans-

ported by seriallinks.
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Fig.12.Photography ofthe controllerboard.The two FPG Ashousing the control

and theslaveunitsarevisibleatthecentreoftheboard.Thefoursinglehigh speed

em ittersareon theleftside.DC/DC convertersareon thetop whilethecredit-card

PC ison thebottom .
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Fig.13.Photographyofthebackplane.Thecontrollerboard isinserted in thecentral

slot.The �rstrow ofconnectorsdistributespower,system clock and TTC signals.

The second and third rows are for the data exchange between processing boards

via high speed seriallinks.Thefourth row isfordata exchange between PUsusing

pointto pointconnectionsat40 M Hz.Thelastrow isfortestpurposes.

(3) Core processing

W hen allpads/stripshitm apsareavailableand phased with thesystem

clock,they are transform ed in pads.Localtransform ations are applied

on pads with di�erent granularity in order to run the track �nding in

an hom ogeneousspacecom posed only ofpadswith thesam egranularity.

Transversem om entaofcandidatesarecom puted usingtwolook-up tables

em bedded in theFPGA.

(4) Level-0 pipeline bu�erand derandom izerbu�er

In orderto waitfortheLevel-0 triggerdecision provided foreach bunch

crossing,data arestored for105 consecutive bunch-crossings,in a bu�er

with a width of532 bits and a m axim um depth of128.A 12-bitword

containing the bunch-crossing identi�erforthe bunch-crossing accepted

19



Fig.14.Block diagram ofa processing unit.

by theLevel-0 triggerisadded.Theresulting 544-bitword isstored in a

derandom izerbu�erwith a depth of16 words.Theoutputofthederan-

dom izeristransm itted to theBCSU as34 wordsof16-bit.

(5) Injection bu�ers

These bu�ersareonly used to debug a processing unitaswellasa pro-

cessingboard.Theym im ictheinputoftheopticallinksfor16consecutive

events.Inputs and outputs ofthe processing are logged in the Level-0-

bu�er.In thistestm ode,they can be read by ECS through the Level-0

derandom izerbu�erfor16 consecutive events.

(6) Capture bu�er

During data taking,the ECS can not access the Level-0 derandom izer

bu�ersinceitisactivelyused tosend datatothedataacquisition system .

The capture bu�erallowsto m ake a snapshotofthe Level-0 bu�ersfor

oneeventaccepted by theLevel-0trigger.Thisfunctionality isoneofthe

tools,developed to check thebehaviorofa processorduring data taking.

During the processing a 0{3563 Bunch Crossing Identi�er travels with data

transported by allseriallinks.In addition a data valid signal,tagging the

startofa new LHC cycle,ispresenton allpointto pointlinksrunning at40-

80 M Hzor1.6 Gbps.Thisinform ation guaranteesthetim ealignm entduring

theprocessing.
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Fig.15.O verview oftheribbon opticallink.

Detailsoftheim plem entation fora PU can befound in Appendix A.4.

5 Technologies

In this section,m ore details on the technologies used for the Level-0 m uon

triggeraregiven.

5.1 High speed opticallinks

High speed serialtransm ission reducesthenum berofsignallinesrequired to

transm itdata from onepointto another.Italso o�ersa high levelofintegra-

tion with m any advantages:high reliability fordata transferover100 m eters;

com plete electricalisolation avoiding ground loopsand com m on m ode prob-

lem s.In addition,theintegration ofseveralhigh speed opticallinksin asingle

device increasesdata ratewhilekeeping thecom ponentcountm anageableat

a reasonablecost.

Ribbon opticallinksintegratetwelveopticaltransm itters(�bres,receivers)in

one m odule.The im portant bene�t ofribbon opticallinks is based on low-

cost array integration ofelectronic and opto-electronic com ponents.It also

providesa low powerconsum ption and a high levelofintegration.
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An overview ofribbon opticallink developed fortheLevel-0 triggerisshown

in Figure 15.The em itterstage relieson twelve serializerchipsconnected to

one opticaltransm itter.The serializer isthe GOL [4],a radiation hard chip

designed by theCERN m icroelectronicgroup,transform ingevery 25ns32-bit

words into a serialsignalcadenced at 1.6 Gbps using a 8B/10B encoding.

High frequency signalsareconverted into an opticalsignalby the12-channels

opticaltransm itter from Agilent HFBR-772BE.The m odule is designed to

operatewith m ultim ode�bersata nom inalwavelength of850 nm .

Initially,the LHC clock distribution was not intended to be used for opti-

caldata transm ission.Hence,it does not ful�llthe severe jitter constraints

required by high speed serializers.The GOL requires a m axim um jitter of

100 pspeak to peak to operate correctly whereasthe LHC clock jitterisas

largeas400or500ps.Toreducethejitter,aradiationhardchip,theQPLL [5],

wasdesigned by theCERN m icroelectronicsgroup.Itreducesthejitterto an

acceptablevaluewith thehelp ofa referencequartzcrystalassociated with a

phaselocked loop.

Theem ittersideiscloseto thedetectorin a placewhereSEUsareexpected.

TheGOL and QPLL chipsareradiation hard chipsim m unetoSEU.However,

the opticaltransceiver is a com m ercialcom ponent designed to work in an

environm entfreeofradiation.An irradiation cam paign took placeatthePaul

ScherrerInstitutein Decem ber2003.Theopticaltransceiverworkswithin its

speci�cation up to a totaldose of 150 Gy.The cross-section forsingle event

upsetsisequalto (4:1� 0:1)� 10�10 cm 2 persingleopticallink.

The connectionsbetween the front-end electronic boardsand the processing

board consist ofribbons oftwelve �bers with M PO (M ulti-�ber Push-On)

type connectors on both side (� 10 m .),M PO-M PO patch panels,long ca-

blescontaining eightribbonswith M PO connectors(� 80 m .),fanoutpanels

(M PO-M PO orM PO-SC),shortribbonsoftwelve�bers(� 3m )with aM PO

connectoron onesideand a M PO or12 SC connectorson theotherside.

The receiving side isthem irrorofthe em itting side.Opticalsignalsarecon-

verted into1.6Gbpsserialelectricalsignalsby the12-channelsopticalreceiver

HFBR-782BE.The twelve high frequency signalsare deserialized by the GX

block em bedded in Stratix GX FPGA’s.

Thetransm ission used by theGX blocksisbased on thephysicallayerofthe

IEEE802.3 standard.Data transm itted areencoded according to the8B/10B

schem e.The8B/10B schem eencodes8-bitwordsinto10-bitwords.The10-bit

codesarechosen to contain:either6 zerosand 4 ones;or4 zerosand 6 ones;

or5 zerosand 5 ones.Thepurposeofthisencoding isto balancethenum ber

ofonesand zerostransm itted and thereforeto avoid theappearanceofa DC

level.Each 8-bit data word has two com plem entary representations in the
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10-bitspace:a positiveand a negativeone.The representation thatbalances

thequantity ofzerosand onesischosen foreach word and transm itted.This

protocolisentirely m anaged by theGX bu�ers.

The size ofdata words isequalto 32 bits,theirfrequency is40 M Hz.Each

dataword,ism ultiplexed on an 8-bitpath at160M Hztoreach theGX block.

Thelatterserializethedata on a di�erentialpath at1.6 Gbps.Thereception

sideissym m etrical:dataaredem ultiplexed by theGX blockson an 8-bitpath

at160 M Hz and an internallogic dem ultiplexesthe data on a 32-bitpath at

40 M Hz.M oreover for each channela reception clock is extracted from the

data by theGX blocks.Allthereception clocksarenotnecessarily in phase.

Data arealigned in tim ewith theglobalsystem clock by a dualportm em ory

m echanism im plem ented with thehelp ofinternalcellsoftheFPGA.

Perform ance ofthe opticallink have been m easured with severalsetups in

di�erentways.Thebiterrorratem easured with Lecroy SDA11000SerialData

Analyserisbelow 10�16 fora single100 m eterlong �ber.

5.2 Debugging featuresofField Program able Gate Arrays

Thegrowth in sizeand com plexity m akesdesign veri�cation a criticalbottle-

neck forFPGA system s.To help with theprocessofdesign debugging,Altera

providesthepossibility to build a logicanalyzerin theunused cellsand m em -

ory ofa FPGA.W e heavily rely on this feature to exam ine the behavior of

internalsignals,withoutusing extra I/O pins,whilethealgorithm isrunning

atfullspeed.Sam pling clock and custom trigger-condition logic are de�ned.

Allcaptured signaldata are stored in device m em ory untilthe designer is

ready to read and analyze the data.Then they are transm itted by a JTAG

seriallink to a controlPC and displayed on screen with a logic-analyzer-like

look.

5.3 The layoutofprinted circuitboards

Becauseofthedensity ofthedesign,18layersarerequired toroutethesignals

on a processing board.The stack-up uses a power plane / signal/ signal/

powerplanetopologywhich reducesthenum beroflayersrequired toroutethe

signalsand atthesam etim eallowsto controltheirim pedance.To m atch the

internalim pedance ofthe GX blocksthe individualim pedance ofthe tracks

issetto 55 
 and fordi�erentialpairsto 107 
.

Trackwidthandtrackseparationhavebeenlim ited to120�m toeasethem an-

ufacturing.Thehigh speed signalsarereferenced to analog ground and power
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to decreasethenoiseinduced by hundredsofsignalsswitching synchronously

at 40 M Hz.Analog and digitalgrounds are com pletely independent on the

board.They arem erged on onepointin thebackplane.

The controllerboard and the backplane being slightly lesscom plex,they re-

spectively contain 14 and 18 layers based on a m ore classicalpower plane /

signal/ powerplane stack-up.Alltheotherfeaturesareidenticalto thoseof

theprocessing board.

A purely m anualrouting isim possibledueto thelargenum berofsignalsand

to thehigh density.On theotherhand a com pletely autom aticrouting leads

to topologies that do not work because they generate reections destroying

the signalintegrity.To solve this issue,an iterative approach in three steps

havebeen used:

(1) sim ulateforeach kind ofdriverthem ostappropriatetopologyand derive

constraintsthataregiven to theautom aticrouter;

(2) run theautom aticrouter;

(3) validatetheresultby runningpost-routingsim ulation tocheck thesignal

integrity.

In thisway,theautom aticrouterproducesacorrectroutingforalargefraction

ofthethefulldesign.Asan exam ple,fortheprocessing board,therouterhas

to dealwith an extrem ely high num berofnets,10 000.Itfailed only for150

netswhich wererouted m anually.

5.4 Quality assurance during m anufacturing

During thePCB m anufacturing,two kindsoftestsareperform ed:

(1) check electricalconnections to guarantee thatthe connectivity is abso-

lutely identicalto theCAD design.

(2) m easurecharacteristicim pedanceforreferencetracks.Keep only boards

whereim pedancem atch speci�cation foralllayers.

During theassem bly process,fourtypesoftestareperform ed:

(1) Connectionsare veri�ed using X-Rayson allFPGAs.Since FPGAsuse

BallGrid Arrayspackaging connectionscannotbevisually checked after

soldering.

(2) Boardsareheatedfrom 0to70�C intwocyclesofapproxim ately30hours.

Theroleofthistestisto m echanically constrain theboard to accelerate

the appearence ofearly life failures.In this way,failures are detected

directly at the m anufacturer leveland the reliability ofthe boards is
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im proved.

(3) A ying probe controlis m ade on the board after soldering.This test

allows to detect shorts oropen circuits,to controlthe value ofpassive

com ponents and eventually their polarity.The test is m ade by direct

contacton thecom ponentpinsorconnectorsorthrough thehousing by

Halle�ectforplasticBGAs.Thetestcovered 94.3% ofthecom ponentsfor

aprocessingboard.Unfortunatelythe�veFPGAsoftheprocessingboard

are am ong the 5.7% leftoutby this test.The m etallic shielding ofthe

housingdoesnotallow anym easurem entbyHalle�ect.Asaconsequence,

only 26% oftheconnectionsarecovered by theying probetest.

(4) A boundary scan test(JTAG)wasim plem ented.

6 D ebugging and M onitoring tools

Each board em bedsa credit-card PC,running Linux,interfaced toFPGAsby

acustom 16-bitbus.By thatway,theoperation ofany FPGA ofthesystem is

controlled and m onitored through errordetection m echanism s,errorcounters,

spy and snooping m echanism s.

TheLevel-0 m uon triggerisa very com plicated system .Any m alfunction can

thereforebedi�cultto understand and to interpret.W edeveloped theinter-

connection m atrix test,to verify exhaustively the connectivity ofthe system

and thefunctionaltestrelying on a softwareem ulator.

Theem ulatorand Level-0bu�ersarethekey com ponentstodebugthesystem

and to validate itsfunctionality,atany tim e,during a data taking period or

lateron in theultim atephaseofdata analysis.

6.1 Em ulatorofthe Level-0 m uon trigger

Each processing elem ent logs its inputs and results ofits com putation in a

Level-0 bu�er.The width ofLevel-0 bu�ersvariesbetween 352 and 720-bits

resulting to an eventsizeofabout4 kBytesfora processor.Zero suppression

anddatacom pression algorithm sapplied lateroninthedataacquisition chain,

reducetheeventsizebelow 0.3 kBytes.

Tounderstand such alargequantityofinform ation,wedeveloped theem ulator

software reproducing thebehaviourofthehardware on a bitto bitbasis.By

com paring Level-0 bu�er contents with those produce by the em ulator run

on the sam e input data,we can isolate any error and understand what has

happenned.
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The em ulator is im plem ented in C++ and is based on two generic classes:

the unitand the register.A registerisa bank ofdata identi�ed by a nam e,

centrally controlled by a registerfactory.A unitisa sim pleobjectcontaining

inputand outputregistersand which can executea function on them .Itm ay

also contain otherunitsand triggertheexecution oftheirfunction.

To sim ulatetheLevel-0 m uon trigger,unitsarespecialized torepresentapro-

cessor com ponent such as a processing board or a processing elem ent.The

em ulatoriscon�gured using thedatabasethatdescribestheprocessortopolo-

gies.Itthen form sa hierarchicalsystem ofunitsthatcom m unicatesthrough

a set ofform atted registers reproducing exactly the data transferred in the

processor.

6.2 Testofinterconnection m atrix

The interconnection m atrix between FPGAsiscom plicated and depends on

theprocessingboard.Tovalidateitglobally,wedeveloped adedicated software

called Spyd.

AllFPGAs ofa Level-0 m uon processor are loaded with a unique �rm ware

which can validate alllinks running at 40 M Hz,80 M Hz and 1.6 Gbps in

parallel.Each interconnection has an em itter and a receiver side.They are

con�guredi�erently.

On theem ission side,afram eof2048wordsisem itted continuously,oneword

every 25ns.The�rst12wordsofthefram eform theheader.Foreach ofthem ,

the header tag is encoded on the three LSB bits2.Four words are used to

synchronizetheem itterwith thereceiver.Therem aining eightwordsprovide

the address ofthe em itter:slot in the crate,FPGA on the board and port

num berin the FPGA.Data wordsofthe fram e m erge several6-bitcounters

to �llthewidth ofthelink.

On thereception side,thebehaviourofalinkischecked bycom paringreceived

wordswith expected ones,every 25 ns.The receiverlogstwo typesoferrors

in dedicated registers:no-synchronization and wordserrorcounton 16-bit.It

also keepstheaddressoftheem itter.

W hen thistestisrunning fora com pleteprocessorcrate,570 seriallinksand

289 point-to-pointconnections,at40 or80 M Hz,arerunning in parallel.W e

developed a dedicated software based on a clientserver protocolto m onitor

thetest.

2 Encoding theheaderon threeLSB bitsguaranteeitsdecoding forallbusesofthe

system sincetheirwidth variesbetween 3 and 54 bits.
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Theprocessing board isgeneric:henceallpossibleconnectionswith theback-

plane areavailable.However,on ourcustom backplane only relevantconnec-

tionsare im plem ented.In such con�guration,som e linksare alwaysin error

since an em itterisnotconnected to a receiver and m issing linkshave to be

rem oved from theerroranalyzerusing thetopology database.

Thesoftwareisadistributed applicationcom posed ofam asterprocessrunning

onasupervision stationandslaveprocessesrunningoncredit-card PCs.Atthe

end ofthetestperiod,theapplication collectslinkstatusand errorcountersto

producea fullerrorreport.Thisclient-serverapplication iswritten in python

using a socketserverm oduleand XM L m essages.

The Spyd testwasrun on the �rstm uon processorduring 26 hourswithout

any errorsdetected !

6.3 The functionaltest

A functionaltestvalidatesthefunctionalityofaLevel-0m uontriggerprocessor

covering the VHDL program m ing ofthe track �nding aswellasthe internal

tim e-alignm entm echanism .

The Level-0 m uon trigger em ulator is used in the sim ulation ofthe LHCb

experim ent.Hitm apsforopticallinksand sim ulated Level-0 bu�erscontents

areextracted from M onte-Carlo events.

AllFPGAs ofa m uon processor are loaded with the Level-0 m uon trigger

con�gurations.Hitm apsare pushed in the injectionsbu�ersperblock of16

consecutive events.The processorcrunches them atthe nom inalspeed.The

contentsoftheLevel-0bu�ersarereadandautom aticallycom paredwith those

from theem ulator.

A dedicated software based on a client-server approach hasbeen developed.

Thistestisusually run on 104 eventsand takesaboutten m inutes.M ostof

thetim eisspentin writting injection bu�ersand reading Level-0 bu�ers.

7 C onclusions

TheLevel-0m uon triggerrequiresavery innovativearchitecturetohandlethe

com plex data ow,thelargevolum eofdata and thehigh inputrate.Itrelies

on a largenum berof:high speed opticallinks,high density FPGAsand high

speed seriallinksbetween FPGAs.Thecom plex data ow hasbeen described

by a dedicated software toolwhich was used ateach step ofthe design and
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Fig.16.Photography ofthe �rstLevel-0 m uon processorin Decem ber2006.

quali�cation.Thissoftware guaranteesa perfectcorrespondance between the

hardware and the triggerem ulation used in the LHCb sim ulation.Itis also

the key com ponent to understand rapidly any possible m alfunctions at any

tim e.

ThearchitectureoftheLevel-0 m uon triggerwas�nalized in Septem ber2004.

Sixteen m onths later,the �rstprocessor,shown in Figure 16,was produced

and tested.The com m issioning in the LHCb experim entstarted in February

2007 and willend during thesum m erof2007.
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A A ppendices

A.1 The processing board

The processing board is a 9U board with a width of220 m m ,a thickness

of2.7 m m and a num ber oflayers equalto 18.The m inim alsize ofa track

and the m inim alseparation between two tracks is 120 �m .The num ber of

di�erentialhigh speed seriallinesis92.They arerouted on dedicated layers.

Theirim pedanceiscontrolled and should m atch 107� 11 
.W eusethesam e

typeofFPGA fortheprocessing unitsand thebestcandidatesselection unit.

Itisa Stratix GX EP1S25FF1020-C6 from Altera with 16 SERDES running

from 622M bpsup to3.125Gbps.A FPGA isconnected totheprinted circuit

via1020pinswith apitch of1m m .A totalof1532com ponentsarem ounted on

theboardwithseven press�tconnectorsallowingconnectionstothebackplane.

Two ofthem convey high speed serialdata.W e use ERm etZD Hard M etric

high speed connectorfrom ERNIem bedding 30 pairsofsignalwith internal

di�erentialshielding and a di�erentialim pedancearound 100 
.

The board is powered through the backplane by two independent sources:

+48 V and +5 V.DC/DC convertersem bedded on theboard generate+1:5,

+3:3 V from the +48 V.The QPLL chip (see section 5.1 )requires+2:5 V.

Itisobtained from +3:3 V using a regulator.The powerconsum ption ofthe

board isbelow 60 W .

A.2 The controllerboard

The controllerboard sharesa lotoffunctionality with the processing board.

Thereforetheirim plem entation arevery sim ilar.

The controller board is a 9U board with a width of220 m m ,a thickness

of2.6 m m and a num ber oflayers equalto 14.The m inim alsize oftrack

and the m inim alseparation between two tracks is 120 �m .The num ber of

di�erentialhigh speed seriallinksis28.They arerouted on dedicated layers.

Theirim pedanceiscontrolled and should m atch 107� 11 
.W eusethesam e

FPGA forprocessing and controllerboards.In addition,1032com ponentsare

m ounted on the board with six press�tconnectors.Two ofthem are ERm et

ZD Hard M etrichigh speed connectorsfrom ERNI.
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A.3 The custom backplane

Dim ensionsofthebackplaneare426:72� 395:4m m with athicknessof3.4m m .

It is an eighteen layers printed circuit.The m inim alsize oftracks and the

m inim alseparation between two tracks are 120 �m .The num ber ofpress�t

connectors is 97.The num ber ofdi�erentialhigh speed seriallines is 110.

They arerouted on dedicated layers.Theirim pedanceiscontrolled and should

m atch 107� 11 
.

The num berofpointto pointdata linesrunning at40 M Hz is288.Pointto

point traces for clock signals were tuned in order to obtain the sam e prop-

agation delay for allprocessing boards.The GTL+ standard used for the

broadcast controlsignals needs pull-up resistors to +1:5 V.The +1:5 V is

achieved from the+48V,usingDC/DC converterm ounted on thebackplane.

A.4 The processing Unit

Theprocessing unitisim plem ented in Stratix GX EP1SGX25FF1020C6from

Altera using 47% oflogicelem ents,32% ofm em ory bits,5 ofthe8 PLLs,all

high speed deserializers,halfofhigh speed serializers,noneoftheDSP blocks

and 65% ofI/O pins.
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