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How did you accomplish this?

Through previous experience.



How might you get a machine to accomplish this task?

Modeling image formation

Geometry Fewer human priors,
more data-driven priors
SIFT features, HOG features + SVM ]
. . Greater success.
Fine-tuning from ImageNet features *
Domain adaptation from other painters

[

Can we explicitly learn priors from previous experience
that lead to efficient downstream learning?

Can we learn to learn?



What can meta-learning enable?

Adapting to new objects
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Adapt from simulation to real

Adapting to new molecules
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Can we deploy few-shot learning algorithms in the real world?

- the feedback problem

- can we approach the problem using meta-learning?

- can deploy the approach to real students?

- reflections on real-world meta-learning



Few-shot learning to give
feedback to student code

Mike Wu, Chris Piech, Noah Goodman, Chelsea Finn




The Feedback Problem

Code-in-Place 2021: Free intro to CS course, 12,000+ students from 150+ countries

How can we give feedback on a diagnostic?

Submissions: open-ended Python code snippets

Fstimated 8+ months of human labor




This problem isn't unique to Code-in-Place.

What does feedback look like in MOOCs?



CodeAcademy

Learn JavaScript N /JQ\ u Try Pro For Free

A4

main.js /" /home/ccuser/workspace/learn-javascript-functions-functions-
function-declarationV3/main. js:4

getReminder(); console.log(Forgot my string markers);

function getReminder() { SyntaxError: missing ) after argument list
console.logfForgot my string markers); at createScript (vm.js:53:10)

at Object.runInThisContext (vm.js:95:10)
at Module. compile (module.js:543:28)
at Object.Module. extensions..]js (module.]s:580:10)
at Module.load (module.js:488:32)
at tryModulelLoad (module.js:447:12)
at Function.Module. load (module.js:439:3)
at Module.runMain (module.js:605:10)
at run (bootstrap node.]s:427:7)
at startup (bootstrap node.js:151:9)

(_) View Solution




Code.org

| finished!

Artist @

Instructions
WU NIV IN LW 7 VLN LB S A l, I v LIJ SN L INATINN e JIIIIHI\’ J\.«'UUI\’ A lv SN WA lgl IO ANINNCTIN LA INA T HIN YV N TN VY UL NA NIV STV ealAaN L D JIENANG DIV AT N LI\J]) "/ '
be 100 pixels long.
@ ~ Not quite. You have to use a block you aren’t using yet. € P

Blocks | Workspace: 4 / 8 blocks ) Start Over </> Show Code

when run

move by (A pixels

move by EEERA pixels
turn by EILAA degrees move by EEIERA pixels

move by (TR pixels
turn by EIRD degrees

@ Engish v ©



Coursera

Module 1 Review Quiz

x 3/10 points earned (30%) Review Related Lesson

You haven't passed yet. You need at least 80% to pass.
Review the material and try again! You have 3 attempts every 8 hours.

X 1. Part of motivation is a feeling of competence. Both Stephen Krashen and Leo Vygotsky
believe students work best just a little above their performance level. Stephen Krashen
calls this...

) 4 Z. Vygotsky's theory of the Zone of Proximal Development has students working slightly

above their level so they feel comfortable yet challenged. To assist students in this zone,
teachers offer support - scaffolding - as they master a skill. Which of the following
scenarios is an example of scaffolding?

4 3. Inorder to scaffold correctly, a teacher needs to break down difficult concepts by...




The Feedback Challenge

e Train a model to infer student misconceptions, VY,
from the student solution, Xx.

| x| Incorrect Syntax

def my_solution(n) [x] Did not loop

print(1) | ] Uses “print” fn

print(2)

print(3) Predict!




The Feedback Challenge

Why is this a hard problem for ML?

e Limited annotation: grading student work takes
expertise and 1s very time consuming.

Example: annotating 800 blockly codes took 25 hrs




Generative Grading: Neural Approximate Parsing for Verifiable Automated Student Feedback (Malik et. al. 2020)

The Feedback Challenge

Why is this a hard problem for ML?

e Long tailed distribution: students solve the same
problem 1in many many ways.
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The Feedback Challenge

Why is this a hard problem for ML?

¢ Changing curriculums: instructors constantly edit

assignments and exams. Student solutions and
instructor feedback look different year to year.




https://code.org/hints

Naive methods don’'t work

e Crowdsourcing human labor: in 20614, Code.org got
1000s of instructors to label 55k student solutions

to “"artist” problems. But this barely covered the
distribution and new solutions were frequent.

Help us add smart hints to Code.org

tutorials

At this time, we are no longer crowd-sourcing hints for our tutorials. Please see how

else you can help here.




Generative Grading: Neural Approximate Parsing for Verifiable Automated Student Feedback (Malik et. al. 2020)

Naive methods don’'t work

e Supervised learning: dataset of a few 1000 examples
(at best) + long tail make this really hard.

Model Body F1  Tail F1 Model Body Acc  Tail Acc Model Avg F1 Tail F1
Output CNN [26] 0.10 0.10 NeuralNet [28] 0.20 021 Handcrafted [6] 0.58
Human 0.68 0.69 Human 0.81 0.80 T&N Best [17] 0.55
Human 0.97 0.90
Block-based programming CS106A Graphics programming

free response



Can we use prior data & formulate this as a
meta-learning problem?

Prior experience Meta-test task

Give feedback on new
problems with small amount
of labeled examples

10 years of feedback from
Stanford midterms and finals



CS106A Dataset

Contains 4 final exams and 4 midterm exams from CS166.

e Total of 63 questions and 24.8k student solutions.

e Every student solution has feedback via a rubric.

e 10% of questions were annotated by more than 1 TA,
which we use to compute human accuracy.

Question Description

Student Solution

def find diff_chars(string_1, string_2):
Write a function "find_diff_chars(string_1, string_2)" indices = []

f L ] 1 tring_1)):
that takes in two strings (guaranteed to be of equal >[Student}———> or i in range(len(string_1))

length), and returns a list of all the indices where

if string_1[i] == string_2[i]:
those two strings have different characters.

indices.append(1i)
return indices




CS106A Dataset

A rubric has several items, each describes a

misconception. Each item has several options that an

grader may pick to be true.

e More than one option can be true.

e Every problem has its own (possibly unique) rubric
items and options.

Rubric Item: String Insertion

Rubric Item: Problem Setup Rubric Item: General Deductions

Perfect Perfect >2 syntax errors Perfect

Incorrectly gets character to insert
Incorrectly assumes one digit
Doesn’t insert character at correct place

Minor issue
Major issue
No attempt

1 syntax error Variable scoping issue

2 syntax errors Null pointer exception



CS106A Dataset

We treat every rubric option as a task.
- Every task is a binary classification problem!
- Total of 259 tasks (K = 10, Q = 10)

Task

Rubric Item: String Insertion /
Perfect 4///////’4 Also task
Incorrectly gets character to insert

Incorrectly assumes one digit Yet another task

Doesn’t insert character at correct place —— \
another task?!




ProtoTransformer

Support and query sets:

S = {(X1; Y1), (XZ; y2); IR (XKXN' yKXN)}

Q = {(X1*l y1*)l (XZ*; yz*); c ) (XQXN*l yQXN*)}



Prototypical Networks for Few-shot Learning (Snell et. al. 2017)

ProtoTransformer

Use the support set S to derive a prototype embedding
for each class. Try to classify each example in query
set Q by distance to each prototype.




Prototypical Networks for Few-shot Learning (Snell et. al. 2017)

ProtoTransformer b. is the average
embedding over

—) examples in the

support set with
label c.

| temperature

exp{ —dist(fo(z*), py~)/7}
Z(J;Vzl eXp{—dist(fg (x*)’ pc)/T} L, norm

L(z%,y") = —log




Prototypical Networks for Few-shot Learning (Snell et. al. 2017)

ProtoTransformer

L(z™,y") = —log exp{ —dist(fo(x*), py=)/T}

Sy exp{—dist(fs(z*),p)/7}

e We assume x = (X4, X2, ..., X7) a sequence of discrete
tokens (e.g. code, language).
e The embedding fg: X~Rd is a RoBERTa model (stacked

transformers) where non-padded token embeddings are
averaged (single vector).



Prototypical Networks for Few-shot Learning (Snell et. al. 2017)

ProtoTransformer

exp{ —dist( fo(z*), Py~ )/ T}
S | exp{—dist(fs(z*),pc)/7}

£(33*, y*) — lOg

Attention 1s not all you need.

e Applying this “out-of-the-box"” fails. We needed
several “tricks” to get past the small data size.



Trick #1: Task Augmentation

259 is not a lot of tasks. Meta-learning often operates

on 1000s of tasks. We apply the “data augmentation” idea
to coding tasks!

Cloze Task Compilation Task
def my solution(n): def my solution(n):
<MASK> 1 in range(n) : for 1 in range(n): DlVldeb Zero
print (i) I:> For print (i / i) [ Y
Error
def other solution (x): def other solution (x):
for j <MASK> range (x) : . for i range(n):
print (2) C 111 print (i) C Syntax Error




Trick #2: Side Information

A task is only composed of 10 or 20 examples, leaving a
lot of ambiguity.

Suppose we have “side information” z = (z{, z, ..., Z7)

about each task: rubric option name and question text.
How do we add this side information into our embedding
function f4?



Few-shot Sequence Learning with Transformers (Logeswaran et. al. 2020)
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks (Reimers and Gurevych 2019)

Trick #2: Side Information

token embeddings % to transformer
Slde Information [ T ] g(p > - \ .1 r.w r‘ﬁ — ) r.w r.1 r.w . 1
®® ® e e

oooe 0
¥_;LQ< “"!L’“JLVKL'J!
[Write] [a] [pro;gram] [to] [add] [two] [integers] [J] [defJ [add_tw;m X | ,}]Iy ﬁ)][:][retum]%] ﬁ-][‘)ﬁ

Question Text

SBERT

Prepend side information as a first token.




CodeBERT: A Pre-Trained Model for Programming and Natural Languages (Feng et. al. 20620
CodeSearchNet Challenge: Evaluating the State of Semantic Code Search (Husain et.al. 2020)

Trick #3: Code Pre-training

Can we utilize large unlabeled datasets of code to help
the model learn a good prior for code?

In practice, we initialize the embedding network from
pretrain weights and finetune top M layers.
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Results

Held-out rubric

Model AP P@50 P@75 ROC-AUC
ProtoTransformer 384.2 35.2 74.2 32.9
(=1.7) (£3.8) (£1.4) (£1.3)
Supervised 66.9 59.1 53.9 61.0
(+£2.2) (£1.7) (£1.5) (£2.1)
Human TA 82.5 — — —
Held-out exam
Model AP P@50 P@75 ROC-AUC
ProtoTransformer 74.2 77.3 67.3 77.0
— T (£1.6) (£2.7) (£2.0) (+1.4)
Supervised 65.8 60.1 54.3 60.7
(£2.1) (£3.00 (£1.8) (£1.6)
Human TA 82.5 — — —

Room to grow!



Ablations

Legend
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Embeddings

Visualize “prototype” embeddings to interpret student
ability and question quality.

B T . . > 8 \;",-‘-J -
K -:-:j_,?;,d. L . o e ToN | :‘b" & 8 \.;"w }
of Lt @ ) ;{. ,.",:.{::&. . g}i”}‘ :
Tty . * | J
(a) All Students (b) Random Student (c) Random Question (d) Random Question

Color shows the numeric grade (not used by model ever)
given to student (darker is lower).



Can we deploy few-shot learning algorithms in the real world?

- can deploy the approach to real students?



Can we deploy this to Code-in-Place?

May 10th, 2021: Students took diagnostic.

Piech & Sahami & Zelenski, @)
Stanford University




® @ €3 Code in Place Feedback X e (v

&< —- C O @& codeinplace.stanford.edu/diagnostic/feedback w ¢ R) E O » '@
Overview Question 1 Question 2 Question 3 Question 4 .
Algorithm uses
Feedback Your Solution a’Ften’Flon to
| highlight where
GETTING INPUT FROM USER def main(): | é :
# TODO write your solution here in the code the
This question requires you to get input height=input("Enter your height in meters: ")
from the user, convert it to a number, if height < 1.6: error comes from
and save it as a variable. Did you print("Below minimum astronaut height")
correctly do all of these steps? if height > 1.9:
print("Above maximum astronaut height")
AT gene rated Close. There is a minor error with if height >= 1.6 and height <= 1.9:

feedback your logic to get input from user. print("Correct height to be an astronaut") Syntax error

This could be something like

w forgetting to convert user input to a h ere wou 1 d

float if __name__ == "__main__: preven t unit

Do you agree with the feedback in the neint) tests from being
purple box? useful

Students

evaluate the lﬁ !\’J)

feedback Please explain (optional):

N

designed by.Alan Cheng & Chris Piech



Blind, randomized trial evaluated by real students

=« 100% .
- Effect size = 0.9pp
Humans gave feedback ~1k 3 p < 0.02
answers. % I
AI gave feedback on the >
Ve 2 |
remaining ~15Kk. =
QO
Y/
~2k could be auto-graded and % o
were not included in analysis. %’D
<
Humans gave good feedback. 5
ML model gave slightly better s
feedback. g5
é_" 90%

Al feedback Human feedback

Average holistic rating of usefulness by students was 4.6 * 0.018 out of 5.



No signs of bias by demographics

100%

95%

90%

Al Feedback Agreement by Students

Male Female United India Nigeria
States



Can we deploy few-shot learning algorithms in the real world?

- reflections on real-world meta-learning



A first for education A first for ML

Ja «
First successful deployment of First successful deployment of
ML-driven feedback to open prototypical networks in live

ended student work application.

* to the best of our knowledge



What was hard and different?

1. Limited meta-training tasks.

Also see:
: Bansal et al. SMLMT 20
->
task augmentation can help Murty et al. DRECA ‘21
-> regulariza‘tion may help Also see: Yao et al. MLTI 21

2. Where does the support set come from?

-> active learning? expert-designed support sets?

3. Can the model defer harder examples for the instructor?

-> calibration, selective classification

4. Domain shift between meta-training & deployment.

Also see: Koh*, Sagawa* WILDS '21



Mike Wu Alan Cheng  Noah Goodman  Chris Piech

Want to learn more about meta-learning?

Stanford CS330: Deep Multi-Task and Meta Learning
cs330.stanford.edu
All lecture videos onlinel!



http://cs330.stanford.edu

