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Introduction

Recent growing interest in autonomous interacting
software agents and their potential application in areas
such as electronic commerce (Sandolm & Lesser 1995)
has given increased importance to automated negotia-
tion. Much DAI and game theoretic research (Rosen-
schein & Zlotkin 1994; Osborne & Rubinstein 1994)
deals with coordination and negotiation issues by giv-
ing pre-computed solutions to speci�c problems. There
has been much research reported on developing theo-
retical models in which learning plays an eminent role,
especially in the area of adaptive dynamics of games
(e.g., (Jordan 1992; Kalai & Lehrer 1993)). However,
to build autonomous agents that improve their nego-
tiation competence based on learning from their inter-
actions with other agents is still an emerging area.
We are interested in developing autonomous agents

capable of reasoning based on experience and improv-
ing their negotiation behavior incrementally. Learn-
ing in negotiation is closely coupled with the issue of
how to model the overall negotiation process, i.e., what
negotiation protocols are adopted. Standard game-
theoretic models (Osborne & Rubinstein 1994) tend
to focus on outcomes of negotiation in contrast to
the negotiation process itself. DAI research (Rosen-
schein & Zlotkin 1994) emphasizes special protocols
articulating compromises while trying to minimize the
potential interactions or communications of the in-
volved agents. Since we are motivated by a di�er-
ent set of research issues, such as including e�ec-
tive learning mechanisms in the negotiation process,
we adopt a di�erent modeling framework, i.e., a se-
quential decision making paradigm (Bertsekas 1995;
Cyert & DeGroot 1987).
The basic characteristics of a sequential decision
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making model are: (1) there is a sequence of decision
making points (di�erent stages) which are dependent
on each other, and (2) the decision maker has a chance
to update his knowledge after implementing the deci-
sion made at a certain stage and receiving feedback so
that he can make a more informed decision at the next
stage. The following observations support our choice of
sequential decision making as the baseline negotiation
model. First, most negotiation tasks involve multiple
rounds of exchanging proposals and counter-proposals.
A sequential decision making framework provides read-
ily available constructs to model the iterative nature of
inter-agent interactions. Second, negotiating agents in-
deed receive feedback after they o�er a proposal or a
counter-proposal in the form of replies from the re-
cipient agent(s). Third, a sequential decision mak-
ing framework supports an open world approach. An
agent doesn't need to have a complete world model
at the outset of negotiation. Whenever new informa-
tion comes in, irrespective of whether the agent learns
the new knowledge by itself or some other informa-
tion sources become available, it can make use of the
newly acquired knowledge at the next decision mak-
ing point. The agent can handle in the same manner
more di�cult situations where agents not only don't
have complete information, but also the environment
and other agents might be constantly changing. Last
but not least, learning can take place naturally in a se-
quential decision making framework. This type of on-
line incremental learning behavior is highly desirable
in an automated negotiation program.

In this paper, we propose such a sequential decision
making model, called Bazaar, which is able to learn.
We address multi-agent learning issues in Bazaar by ex-
plicitly modeling beliefs about the negotiation environ-
ment and the participating agents under a probabilis-
tic framework using a Bayesian learning representation
and updating mechanism. Our ultimate research goal
is to develop an adaptive negotiation model capable
of exhibiting a rich set of negotiation behaviors with



modest computational e�ort.

A Survey of Existing Negotiation

Models

Traditional single-agent decision making models typ-
ically assume that the decision maker has complete
knowledge of (1) his own preference ordering or utility
function, and (2) the probabilities associated with the
various outcomes. When multiple agents are involved,
such as in negotiation, the introduction of strategic in-
teraction, however, complicates this picture. In mak-
ing his decision, the rational individual must take into
account the probable choices of others, whose choices
are in turn contingent upon his own. This leads to
the well known outguessing regress (Young 1975) where
no accurate prediction or con�dent expectation about
the individual choices can be produced. Therefore, the
central theme of all negotiation models is avoiding this
dilemma involved in strategic interaction.
In order to circumvent the outguessing regress of

strategic interactions, game theoretic models make the
following restrictive assumptions: 1 (1) Both the num-
ber of players and their identity are assumed to be �xed
and known to everyone. (2) All the players are assumed
to be fully rational, and each player knows that the
others are rational (commonknowledge). Each player's
set of alternatives is �xed and known. (3) Each player's
risk-taking attitude and expected-utility calculations
are also �xed and known to each and every individ-
ual involved in decision making. These assumptions
limit the applicability of game theoretic frameworks
for solving realistic problems. Another important lim-
itation of game theoretic models is that these models
are fundamentally static in the sense that they pri-
marily focus on outcomes in contrast to negotiation
processes. The search for determinate rational deci-
sions within the framework of game theory has not
led to a general model governing rational choice in in-
terdependent situations. Instead, it has produced a
number of special models applicable to speci�c types
of interdependent decision making. For instance, the
most celebrated solution concept, the von Neumann-
Morgenstern solution, is based on the fact that in a
two-person, zero-sum game an outguessing regress can
be avoided by assuming (not unrealistically) that one
player knows that his opponent will \do his worst",

1It should be noted that some of the very recent game
theoretic models are directly motivated by considerations of
dropping or relaxing some of these assumptions. Although
there has been interesting progress reported in the litera-
ture (e.g., (Jordan 1992)), the fundamental framework and
methodology of game theory remains almost the same and
it might be too early to tell whether these new results will
reshape the current game theoretic framework.

whatever strategy he himself selects. Analyses of the
N-person cooperative game circumvent the di�culties
associated with strategic interaction in a di�erent way
by introducing detailed decision rules concerning such
things as the relative power of the players (e.g., the
Shapley value and the Nash solution).

Some game theorists (e.g., (Harsanyi & Selten
1972)) have sought to achieve determinate solutions
for nonzero-sum games by introducing the notion that
each player may be able to assign subjective probabil-

ities to the choices of the other participant. In other
words, it is possible to suppose that each individual
proceeds in some subjective fashion to estimate the
probable choices of the other player. In essence, the
individual acquires information in the process so that
his choice problem reduces to a situation that is fun-
damentally analogous to a game against nature as in a
traditional single-agent decision making situation. We
view this line of research as more closely coupled with
sequential decision making view of negotiation rather
than orthogonal game models.

To a large extent, these theoretical models are not
concerned with computational issues, i.e., how to deal
with inevitable practical complexities that don't have
proper analytic representations and therefore haven't
found their way into the models. Some of the AI mod-
els, in this sense, can be understood as bridges between
applications and abstract theoretical models. Playing
games (e.g., chess, go) has been one of the major foci of
AI. For certain games, game theory is able to provide
a theoretically sound mathematical solution and win-
ning strategy. The existence of the solution, however,
doesn't guarantee that the player can �nd the solution.
AI models and programs help the players locate an ap-
proximate solution strategy according to bounded ra-
tionality principles by utilizing heuristic search, heuris-
tic evaluation, and learning techniques. Along with the
emergence and development of DAI techniques, there
has been increasing interest in using AI methodol-
ogy and frameworks in negotiation modeling. (Sycara
1990) enriched the negotiation model by integrating
AI planning, Case-Based Reasoning and other decision
theoretic techniques. Multi-agent resource allocation
as a special case of negotiation has been extensively
explored by (Kraus & Subrahmanian 1995), in which
logic framework and time constraints are taken into
consideration within the traditional framework of game
theory. Some recent work (e.g., (Sen & Sekaran 1995;
Sandolm & Lesser 1995)) in the context of Distributed
AI addresses multiagent learning issues in various set-
tings. Our work di�ers from others by explicitly mod-
eling negotiation as a sequential decision making task
and using Bayesian updating as the underlying learn-



ing mechanism.

Sequential Decision Making with
Rational Learning

Our overall research goal is to develop a computa-
tional model of negotiation that can handle multi-agent
learning and other complicated issues (e.g., multi-issue
multi-criteria negotiation) that don't have straightfor-
ward and computationally e�cient analytic models.
We believe that a useful computational model of ne-
gotiation should exhibit the following characteristics:
(1) The model should support a concise yet e�ective
way to represent negotiation context. (2) The model
should be prescriptive in nature. (3) The computa-
tional resources required for �nding reasonable sugges-
tions/solutions should be moderate, sometimes at the
cost of compromising the rigor of the model and the
optimality of solutions. (4) The model should provide
means to model the dynamics of negotiation. (5) The
model should also support the learning capability of
participating agents.

Motivated by these desirable features, we have devel-
oped Bazaar, a sequential decision making negotiation
model that is capable of learning. We describe how the
proposed model works in a simple negotiation scenario
for illustrative purposes before we present the formal
description of Bazaar.
Suppose two computer programs are negotiating on

behalf of their users in a supply chain management
scenario. Agent 1 is the producer (supplier)'s agent
and Agent 2 is the buyer's agent. These two agents
are involved in a negotiation process where a detailed
contract concerning product mix, delivery date, price,
etc., is expected to be achieved. The overall negotia-
tion process can be modeled as exchanging proposals
and counter-proposals, as typically happens in human
negotiations.

Let us �rst view the negotiation from the supplier,
i.e., Agent 1's point of view. We ignore the problem
associated with locating potential buyers and assume
that the existence of Agent 2 is known to Agent 1.
We also assume a communication channel between
Agent 1 and Agent 2 is readily available. At the out-
set, Agent 1 needs to come up with a solution pack-
age detailing its o�er with respect to product, price,
delivery date, quality, etc. How to determine the par-
ticular value of these variables depends on the follow-
ing factors: (1) Agent 1's own cost and pro�t struc-
ture and evaluation, (2) Agent 1's understanding of
the current economic situation and potential demand
for its product, (3) Agent 1's model of Agent 2, and
(4) Agent 1's expectation from Agent 2, such as po-
tentially pro�table future transactions.

Considering all these factors and the trade-o�s
among them, Agent 1 calculates the expected pay-
o� value function associated with possible o�ers, and
selects the o�er that maximizes his payo�. Agent 2

receives the o�er transmitted by Agent 1. To de-
cide whether to accept this o�er or to counter-propose,
Agent 2 essentially uses a similar evaluation procedure
as Agent 1.

The next step would be easy if Agent 2 decides to
accept the o�er. In that case, Agent 2 just needs to
send an acceptance message to Agent 1, which �nal-
izes the contract. If Agent 2 is not satis�ed with the
o�er, it can either abort the negotiation or send back
a counter-proposal. Again, the process of determining
the counter-proposal is similar to that used by Agent 1

to determine the initial proposal. First, Agent 2 cal-
culates the payo� function whose domain is all feasi-
ble o�ers. Then, the o�er that maximizes Agent 2's
payo� is selected. It should be noted that the fact
that Agent 1 has sent a proposal does have an im-
pact on the decision making process that Agent 2 goes
through when deliberating his counter-proposal, since
Agent 2's internal knowledge of Agent 1 and possi-
bly the knowledge about the supply situation have
been updated. Agent 1's proposal a�ects Agent 2's
decision in a quite indirect way by causing changes in
Agent 2's perception of Agent 1.

After Agent 1 receives the counter-proposal of-
fered by Agent 2, Agent 1 �rst updates its model of
Agent 2, then evaluates the o�er in the light of newer
knowledge. If it is deemed as an acceptable o�er, the
negotiation process is brought to an end. Otherwise,
Agent 1 sends a counter-proposal based on its pay-
o� structure and newer knowledge about its counter-
part, Agent 2. Exchanges of proposals and counter-
proposals will go on until one of the agents decides
to accept an o�er or to quit. The negotiation process
can also end because of other external events such as
missing an agreement deadline, etc.

Bazaar: a formal description

I In Bazaar, a negotiation process can be modeled by
a 10-tuple < N;M;�; A;H;Q;
; P;C;E >, where,

A-1 A set N (the set of players).

A-2 A set M (the set of issues/dimensions covered
in negotiation. For instance, in the supply
chain management domain, this set could include
product price, product quality, payment method,
transportation method, etc.)

A-3 A set of vectors � � f(Dj)j2Mg (a set of vectors
whose elements describe each and every dimension
of an agreement under negotiation).



A set A composed of all the possible actions that
can be taken by every member of the players set.

B A � � [ fAccept;Quitg

A-4 For each player i 2 N a set of possible agreements
Ai.

B For each i 2 N , Ai � A.

A-5 A set H of sequences (�nite or in�nite) that sat-
is�es the following properties:

B The elements of each sequence are de�ned over
A.

B The empty sequence � is a member of H.

B If (ak)k=1;:::;K 2 H and L < K then
(ak)k=1;:::;L 2 H.

B If (ak)k=1;:::;K 2 H and aK 2 fAccept;Quitg
then ak2fAccept;Quitg when k = 1; : : : ;K � 1.

Each member of H is a history ; each component
of a history is an action taken by a player. A
history (ak)k=1;:::;K is terminal if there is no aK+1
such that (ak)k=1;:::;K+1 2 H. The set of terminal
histories is denoted by Z.

A-6 A function Q that associates each nonterminal his-
tory (h 2 H n Z) to a member of N . (Q is called
the player function which determines the order-
ings of agent responses.)

A-7 A set of 
 of relevant information entities. 
 is in-
troduced to represent the players' knowledge and
belief about the following aspects of negotiation:

B The parameters of the environment, which can
change over time. For example, in supply chain
management, global economic or industry-wide
indices such as overall product supply and de-
mand and interest rate, belong to 
.

B Beliefs about other players. These beliefs can be
approximately decomposed into three categories:

(a) Beliefs about the factual aspects of other agents,
such as how their payo� functions are struc-
tured, how many resources they have, etc.

(b) Beliefs about the decision making process of
other agents. For example, what would be other
players' reservation prices.

(c) Beliefs about meta-level issues such as the over-
all negotiation style of other players. Are they
tough or compliant? How would they perceive
a certain action? What about their risk-taking
attitudes? etc.

A-8 For each nonterminal history h and each player
i 2 N , a subjective probability distribution Ph;i
de�ned over 
. This distribution is a concise rep-
resentation of the knowledge held by each player
in each stage of negotiation.

A-9 For each player i 2 N , each nonterminal history
H n Z, and each action ai 2 Ai, there is an im-

plementation cost Ci;h;a. C can be interpreted
as communication costs or costs associated with
time caused by delaying terminal action (Accept
or Quit).

A-10 For each player i 2 N a preference relation �i on
Z and Ph;i for each h 2 Z. �i in turn results in
an evaluation function Ei(Z;PZ;i).

Characteristics of Bazaar

Most game-theoretic models assume that the player
has in�nite reasoning and computation capacity. On
the one hand, this in�nite rationality assumption elimi-
nates some of the theoretical problems (e.g., the precise
de�nition of degree of rationality is unknown) associ-
ated with modeling agents with bounded rationality;
on the other hand, it is just because of assuming in�-
nite smartness of players that outguessing regress be-
comes a problem, since every participating agent tries
to model others in a recursive fashion (e.g., (Gmy-
trasiewicz & Durfee 1992)). The fact that the agents
don't have in�nite reasoning capacity imposes natural
termination for otherwise endless outguessing regress.
This is precisely the foundation of Bazaar. Bazaar ig-
nores some aspects of the \strategic" part of a game by
modeling other players explicitly (see A-7b) in terms
of beliefs and uncertainty. This, along with its learning
capability, di�erentiates Bazaar from other negotiation
models. Other observations about Bazaar are:

� Bazaar aims at modelingmulti-issue negotiation pro-
cesses. By incorporating multiple dimensions into
the action space, Bazaar is able to provide an expres-
sive language to describe the relationships between
these issues and possible trade-o�s among them.

� Bazaar supports an open world model. Any change
in the outside environment, if relevant and perceived
by a player, will have an impact on the player's sub-
sequent decision making processes. This feature is
highly desirable and is seldom found in other nego-
tiation models.

� In most of existing negotiation models, learning is-
sues have been either simply ignored or oversimpli-
�ed for theoretical convenience. Multi-agent learn-
ing issues can be addressed in Bazaar and conve-
niently supported by the iterative nature of sequen-
tial decision making and the explicit representation
of beliefs about other agents (the distribution P over

).

Learning in Negotiation

The importance of learning in negotiation has been
recently recognized in the game research community



as fundamental for understanding human behavior as
well as for developing new solution concepts (Osborne
& Rubinstein 1994; Jordan 1992; Kalai & Lehrer 1993).
Theoretical results (most of which are partial and pre-
liminary), however, are available only for the simplest
game settings. Multi-agent learning has also increas-
ingly drawn research e�orts from Distributed AI com-
munity (e.g., (Mor, Goldman, & Rosenschein 1995;
Sen & Sekaran 1995)). In the context of Bazaar, we
are using the Bayesian framework to update the knowl-
edge and belief that each agent has about the environ-
ment and other agents. To address the computational
complexity issues with Bayesian analysis, we use the
Bayesian belief network representation and updating
mechanism. In addition to providing e�cient updat-
ing techniques, Bayesian belief networks o�er an ex-
pressive modeling language and allow easy and exible
encoding of domain-speci�c knowledge (Pearl 1988).

In this section, we revisit the buyer-supplier example
used before to demonstrate how the Bayesian frame-
work can be utilized in a negotiation setting. For il-
lustrative purposes, we consider the negotiation pro-
cess only from the viewpoint of the buyer and assume
that the relevant information set 
 is comprised of only
one item: belief about the supplier's reservation price
RPsupplier

2. It is obvious that although the buyer
knows his own reservation price, the precise value of
RPsupplier is unknown to him. Nevertheless, the buyer
is able to update his belief (learn) about RPsupplier
based on his interactions with the supplier and on his
domain knowledge. As a result of learning, the buyer
is expected to gain more accurate expectation of the
supplier's payo� structure and therefore make more ad-
vantageous o�ers. In this example, we show how the
buyer's belief about RPsupplier can be updated during
negotiation.

The buyer's partial belief about RPsupplier can be
represented by a set of hypotheses Hi; i = 1; 2; : : : ; n.
For instance, H1 can be \RPsupplier = $100:00"; H2

\RPsupplier = $130:00". A priori knowledge held by
the buyer can be summarized as probabilistic evalua-
tion over the set of hypotheses fHig (e.g., P (H1) = 0:2,
P (H2) = 0:35, : : : ). The Bayesian updating occurs
when the buyer receives new signals from the out-

2An agent's reservation price is the agent's threshold of
o�er acceptability. Typically a reservation price is private
to each agent, and is di�erent for each agent for each ne-
gotiation issue. For example, a supplier reservation price
is the price such that the supplier agent will not accept
an o�er below this price; a buyer's reservation price is the
price such that the buyer will not accept an o�er above this
price. It is obvious that if one agent knows other agents'
reservation price, its proposals can be more well-targeted
and result in a potentially more bene�cial �nal outcome.

side environment or from the supplier. Along with
domain-speci�c knowledge, these new signals enable
the buyer to acquire new insights about RPsupplier in
the form of posterior subjective evaluation over Hi. In
our case, the o�ers and counter-o�ers (O�ersupplier)
from the supplier comprise the incoming signal; while
the domain knowledge can be an observation such
as: \Usually in our business people will o�er a price
which is above their reservation price by 17%", which
can be represented by a set of conditional statements
of similar form, one of which is shown as follows:
P (e2 j H2) = 0:95, where e2 represents \O�ersupplier =
$152:1", and H2 \RPsupplier = $130:00".
Given the encoded domain knowledge in the form of

conditional statements and the signal (e) in the form
of o�ers made by the supplier, the buyer can use the
standard Bayesian updating rule to revise his belief
about RPsupplier:

P (Hi j e) =
P (Hi)P (e j Hi)Pn

k=1 P (e j Hk)P (Hk)

We use a numerical example to show how this updat-
ing works. For simplicity, we suppose that the buyer
knows that the supplier's reservation price is either
$100:00 or $130:00. In other words, the buyer has only
two hypotheses: H1: \RPsupplier = $100:00" and H2:
\RPsupplier = $130:00".
At the beginning of the negotiation, the buyer

doesn't have any other additional information. His
a priori knowledge can be summarized as: P (H1) =
0:5; P (H2) = 0:5.
In addition, we suppose that the buyer is aware of

\Suppliers will typically o�er a price which is above
their reservation price by 17%", part of which is en-
coded as: P (e1 j H1) = 0:95 and P (e1 j H2) = 0:75,
where e1 denotes the event that the supplier asks
$117:00 for the goods under negotiation.
Now suppose that the supplier o�ers $117:00 for the

product the buyer wants to purchase. Given this signal
and the domain knowledge, the buyer can calculate the
posterior estimation of RPsupplier as follows:

P (H1 j e1) =
P (H1)P (e1 j H1)

P (H1)P (e1 j H1) + P (H2)P (e1 j H2)

= 55:9%

P (H2 j e1) =
P (H2)P (e1 j H2)

P (H2)P (e1 j H1) + P (H2)P (e1 j H2)

= 44:1%

Suppose that the buyer adopts a simple negotiation
strategy: \Propose a price which is 10% below the es-
timated RPsupplier". Prior to receiving the supplier's



o�er ($117:00), the buyer would propose $115:00 (the
mean of the RPsupplier subjective distribution). After
receiving the o�er from the supplier and updating his
belief about RPsupplier, the buyer will propose $113:23
instead. Since the new o�er is calculated based on a
more accurate estimation of the supplier's utility struc-
ture, it might result in a potentially more bene�cial
�nal outcome for the buyer and may also help both
sides reach the agreement more e�ciently.

Some observations about this example are as fol-
lows: (1) Parameters contained in domain knowledge
such as the estimated percentage of the supplier's of-
fer over his reservation price (17%) can be updated
in a similar fashion. For instance, it is not unreal-
istic to suppose that this percentage will drop when
the negotiation process continues. (2) The belief up-
dating can be triggered by events such as discovery of
externally available information in addition to the sup-
plier's o�ers. For instance, if the buyer �nds out dur-
ing the negotiation the overall supply of the particular
goods under negotiation is experiencing a tremendous
increase, his estimation about the supplier's reserva-
tion price might drop without even receiving any new
o�ers from the supplier. (3) In this example, we use the
traditional Bayesian representation for illustrative pur-
poses. Other e�cient updating mechanisms utilizing
more expressive representations such as the Bayesian
network work essentially in the same way.

Concluding Remarks and Future work

In this paper, we present Bazaar, a sequential deci-
sion making model of negotiation in which multi-agent
learning is an integral modeling construct. This model
is motivated by providing a computational frame-
work for negotiation which satis�es the following fea-
tures: (1) complicated issues such as multi-issue, multi-
criteria negotiation can be addressed, (2) the model
provides an operational algorithm to guide o�ers in-
stead of only prescribing the �nal outcome, and (3)
learning can be easily incorporated into the model.
Current work focuses on analyzing theoretically the im-
pact of learning in various negotiation settings. We are
also conducting empirical work on applying the Bazaar
framework on nontrivial negotiation scenarios such as
supply chain management.
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