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Abstract implementation of the system using moderate computational
A real-time unwanted-audio cancellation system is devel—p Ower. AN important_diﬁerence bet_ween t_his and_previous
oped. The system enhances recorded sound by canceling uvr\1/(—)rk IS that our goal is to enhance Interactive music perfor-
wanted loudspeaker sounds picked up during the recordin mance systems. The often-independent nature of comput_er-

Qbenerated “unwanted” sounds and the sparseness of musical

After cancellation, the resulting sound gives an improved estl-spectra can make it very difficult to estimate the system char-

mation of the live performer’s sound. The cancellation Worksacteristics. This has led us to develop new techniques, which

by estimating the unwanted audio signal and subtracting |tWe describe below.

from the recorded signal. The canceller is composed of a de- . . . .
9 P For this work, we assume interactive music performance

l(i)ynsleonili(oir;?;g]%acc::lipctle\llgt(ijé?lltrileftlgggss. tg)l;';i\cli\/rztskse)(rfbr:grsns stems with a single microphone and a single loudspeaker,
) . L sP though extension to more channels should be possible. The

we encountered in music applications. We describe a real- . .

L o . microphone captures the sound of one or more instruments.

time implementation in Aura and present experimental results..

. . imultaneously, sounds generated by a computer are played

in which the proposed canceller enhances the performance Q

a real-time pitch detector. The cancellation ratio is measured rough a loudspeaker. In these situations, the microphone
-ume p ' : often picks up unwanted sound from the loudspeaker. This
and limitations of the system are discussed.

unwanted sound may degrade the computer analysis of the
acoustic instrument.
1 Introduction We want to enhance the recorded signal quality by can-
celing the unwanted sound. Note that the computer-generated
In interactive computer music performances, a live musi-sound is available in digital form, so the real problem is to es-
cian often uses a microphone to capture an acoustic perfof:i.mate how this sound is transformed on the path to the loud-
mance, but the microphone also picks up sounds from thgpeaker, through the room, to the microphone, and back to the
computer. To enhance the quality of the recorded sound angPmputer. If we can estimate this entire channel, then we can
to reduce the capture of other sounds, we usually use a godtigitally simulate the effects of the channel on the computer-
directional microphone and locate it as close as possible tgenerated signal and subtract the result from the signal ob-
the player, but some computer sound is still captured. Thiained from the microphone.
unwanted sound can interfere with the signal analysis and sig- Atfirstglance, one might guess that the computer-generated
nal processing typically used by interactive music systems. signal can simply be delayed, attenuated, and subtracted from
Signal processing systems can use various methods to e microphone signal to accomplish our goal. Unfortunately,
timate unwanted signals and subtract them from the recordeiée frequency-dependent behavior of the loudspeaker and mi-
sound. One approach synthesizes an inverted signal to cand@Pphone have a large effect on the signal. Thus, the system
the unwanted signal acoustically (Kuo and Morgan 1999). must estimate the overall response of the entire signal path,
In this paper, we describe an application of cancellatiorPr channel, to achieve cancellation. To make matters even

to enhance recording quality. We have created a real-tim@orse, the channel is not fixed. As the performer moves, the
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channel characteristics change. For example, the performg@roblem.” (J. Benesty and Cho 2000; Kuo and Pan 1993)

might move into the direct path from loudspeaker to micro-Usually, only one speaker talks at a time, and the double-talk

phone, or the performer might accidentally move the micro=situation is often detected by comparing the incoming signal

phone. with echo to a threshold. Adaptation is stopped when double
Our cancellation system is implemented as a signal protalk is detected. With live music, the “double-talk” situation

cessing component of Aura (Dannenberg and Brandt 1996)s the norm rather than the exception.

Using pre-recorded sound files to simulate both performers

and computer-generated signals, we can experiment with difx .

ferent configurations and listen to the results. One importan;3 Cancellation SyStem

application of this work is to isolate the wanted audio signal _ ) i

for analysis. We experimented with the cancellation system Figure 1 offers an overview of our cancellation system.

as a front-end to a pitch estimation module and show that (t) IS @n accompaniment signal played from the loudspeaker.

pitch estimation is enhanced by canceling unwanted sounds’: Musician is playing near a microphone producing the wave-
form y(t). The sound of the accompaniment and target in-

strument are recorded together, so the recorded waveform is
the sum of two sounds. Because of the effect of the acous-
tic channel, the recorded sound is not exactly identical to
z(t) andy(t), so we define the recorded soundA4s) =

z'(t) + y'(¢t), wherez'(¢) andy’(t) are distorted versions of

X(t)

Accompaniment Acoustic \
Sound —— Channel i x(t) andy(t), respectively. We want to get only the target
(Unwanted) _ sound by canceling the sound of the loudspeaker. The can-
Loud Speaker Microphone . .
2(t) - X(0)+ Y1) cellation system inputs are the sound sent to the loudspeaker
RO and the sound received from the microphone. The output is
the cancelled sound which is written g4(t).
y' () The recorded sound'(¢) is not a simple time-delayed
. . copy ofz(t) because of many effects including sound reflec-
Figure 1: The overview of sound canceller system.  tjon and diffraction in the acoustic environment. Other effects

are the transfer characteristic of the loudspeaker, microphone,

amplifier and recording equipment, including quantization er-

rors in the A/D and D/A converters, the nonlinearity of the
2 Related Work amplifier, and frequency characteristic of the loudspeaker and

: . microphone. All these effects are referred to collectively as
These are not entirely new problems, and adaptive Sy§

. . . . he acoustic channel. When the player or microphone moves,
tems already exist for active noise cancellation (Kuo and Mor- . s
X . . the channel varies. Therefore the recorded sound, which is
gan 1999) and echo cancellation (Haykin 1969). However, in . . . S .
. . o . now a discrete signal indexed hy is given mathematically
an active noise canceller, the noise is continuous and speg—
trally stable, and in an echo canceller, the echo signal is fairly
deterministic. For example, in telephony, the echo comes z(n) = 2'(n) + 9/ (n) (1)
from re_lat|vel_y stable electrical circuits rathef than changing = h(n) * 2(n) + /(1) + ng(n) + ng(n)
acoustic environments. In telephony, we believe the channel
+nn(n)  (2)

varies more slowly than in a live music performance. Also,

telephony uses a training signal to analyze the circuit befOV@vhereng(n) is background noise, and we assume its prob-
talking begins. ability density function (PDF) is white Gaussiam,,(n) is

In our application, the wanted signal can interfere withquantization noise due to A/D conversion, ang(n) is the
our estimation of the unwanted signal, but we do not knowsum of unknown noises due to nonlinearitiesis the time

when the wanted signal starts or stops. Also, when the unindex and- is the convolution operator. The PDF0f(n) is
wanted signal is absent or weak, it is impossible to estimatgiven as

the channel or to estimate the canceling signal. Therefore,

we develop a method to evaluate when the adaptation leads P(ng) = { 1/Q -Q/2<n,<Q/2 3)
to improvement. When there is no improvement, the channel 0 elsewhere
estimate is not updated. whereQ is number of quantization steps determined by the

In the field of telephony, this is called the “double-talk number of bitaw: Q =2~ (w=1)
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If we know the channel(n) exactly, we can estimate the Assuming a mean square cost functidn) = E[e?(n)],
soundz’(n). When the target sound(n) does not exist, the the adaptive filter minimizes the instantaneous square error
problem is similar to system identification problem shown iné(n) = ¢2(n). Using the steepest descent algorithm, we up-
Figure 2. date the coefficient vector in the direction of the negative gra-

dient with the step sizg:

Acoustic domain

S w(n+1) = w(n) - £VE(n) (®)
Accompaniment Electric domain 2
Unk X' (n) .
(u nsv‘\’lggfe 3 ~ Channel H () (O —eln) whereV¢(n) is an instantaneous estimate of the mean squared
x(n) \‘ p, error (MSE) gradient at time and is expressed as
! Digital
Del m— _. w .

2T e M Vén) = Ven) =2Vemlen)  (©)
0 = —d(n)e(n) (10)

Figure 2: System identification block diagram. Therefore we have the LMS adaptation

The delay block in Figure 2 compensates for the delay of w(n + 1) = w(n) + pd(n)e(n) (11)
the D/A system, the acoustic delay, and the capture delay of
the A/D system. If the digital filtei?(z) is long enough, The performance of the cancellation system can be deter-

the delay block is not required, but a long filter is undesirablemined by a frequency-domain analysis of the residual error
because it requires additional computation and memory. Weignale(n). The autopower spectrum efn) is: (Kuo and
use the Phase Transform (PHAT) delay estimation to estimat®lorgan 1999)
time delay (Knapp and Carter 1976; lanniello 1982; Carter
1987). PHAT require two real fast Fourier transforms (FFT) See(w) =1 = Capr (w)] Sz (W) (12)
and one complex FFT transform.

whereCy, (w) is the magnitude-squared coherence function

TpHAT = arg max Ryq(7) (4) betweeni(n)andz’(n), andS, ./ (w) is the auto power spec-
trum of 2’ (n). The magnitude-squared coherence function is
defined as

% X'(w)D(w) ; 1S 40 (w) |2
Ryalr) = / X D) w6 S(w) = g
d( ) . |X’(u})D(w)| Cdx (W) de(W)Sm’m’ (w) (13)
FFET {X:(W)D(w)} (6) andifz’(n) andd(n) are perfectly correlated suchalgn) =
| X! (w)D(w)| h(n) * d(n), C4mr(w) is 1. Therefore the power of the error

See(w) is 0. This equation indicates that the performance of
the canceller system is dependent on the coherence, which is
a measure of noise and the relative linearity of the two pro-
cessegl(n) andz’(n).

To check the influence of error we can replacg:) with

where X’ (w) and D(w) is the real FFT oft’(n) andd(n)
respectively, and(n) is the delayed version af(n).

After estimating delay, we must estimate the digital filter.
The objective of the adaptive filter is to minimize a residual
error signak(n). We wante(n) = 0 after the adaptive filter - -

W(z) conver(ge?s. The digite(ll f)ilteW(z) can be estimated us- * (%) = (7) +n(n) wher?/@(n) ~ h(n)t;xgn) arr:dn(n) :f .
ing the LMS or RLS algorithm (Haykin 1969). In our system, Zg(n)l 4(—:1 nq(nf,;)l + ng(n)' © a_ssurr;)e al we have pertec
we use the LMS adaptation algorithm because the computa. o ¢¢9€ © (n). Caar (w) is given by

tion is feasible in real time. The residual signal is expressed S 2
__ |Saar(w)]
as Cawr (@) = Saa(w)Szrzr (w) (14
e(n) = a'(n) — w” (n)d(n) (7) dare o ,
_ o . B |Saz(w) + San(w)] (15)
wheren is the time indexw (n) = [w1(n) wQ(n)T- -~ wr(n)] T Saa(@){Spn (@) + Szz(w)}
andd(n) = [d(n)d(n — 1) --- d(n — L 4+ 1)]* are the co- () Sz (w)
efficient and signal vectors, respectively,is the transpose = 3 5 dd Zf 5 (16)
operation and. is the filter order. The filteFV’(z) must be of 4d(w)S52(w) + Spn () Saa(w)
sufficient order to accurately model the impulse response of — 1
7
the acoustic channel. 1+ Spn(w)/ Sz (w)
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( Accompaniment + Instrument) cancelled sound
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Comparator
~ / 5
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Digital Filter -
&,(n)
Figure 3: Block diagram of Alternative Canceller.
and the power spectrum of the error signal is given by Due to limitations in computation power and also to the
difficulty in estimating the high frequency behavior of the
= 1 — ’ 75 i
See(w) [ = Caar ()] 955(w) (18) channel, we run the cancellation system at 1/4 of the 44,100
= Shn (@) Sprar (W) (19) Hz sample rate used elsewhere in the system. We put two
Spn(w) + Szz(w) downsampling blocks and one upsampling block at the ports
According this equation, ifz; (w) = 10 X S, (w), the the- of the cancellation system. The number of taps (weights) in
oretic limitation of the canceller i%_ the canceller is 500, modeling 45.5 ms of the channel's im-

After implementing the system as described thus far, wepulse response. The CPU load is 11% using a 2.4GHz Pen-
found that sometimes the filter adaptation performs poorlytium 4 (and Redhat Linux). The computation time for the
The adaptation algorithm assumes that the target sound doéancellation algorithm i€)(n?), wheren is the number of fil-
not exist and that the unwanted sound is white Gaussian. Sintgf taps. Therefore, if the sampling frequency is doubled and
these assumptions are not ordinarily true, the adaptation do#ge time duration of the digital filter is the same, the number
not always converge to a good estimate of the channel. Fdf filter taps is doubled, and 4 times the computation power
example, when the computer-generated sound is very smaf required.
or silent, it is very unlikely that any changes to the filter will  Notice that latency is independent of CPU load and filter
make improvements. Therefore, we developed an extendedelay. In fact, since the computer “knows” the source of un-
adaptive method shown by the block diagram in Figure 3. wanted sound before it even reaches the D/A converters, the

In this block diagram the cancellation system has two digancellation system can estimate the unwanted sound long
ital filters: an adaptive and a fixed digital filter. The coeffi- before it reaches the microphone. The unwanted sound esti-
cients of the adaptive filter are updated rapidly using incommate can then be subtracted from incoming samples as soon
ing samples whereas the coefficients of the fixed digital filteras they arrive. The only additional delay is due to the down-
are updated (or not) only at decision points. Between thesgampling and upsampling filters (see Figure 4). Of course,
decision points, we form the sum of error power and decidéhe computer audio system adds some buffering and there-
which filter has better performance. Atthe end of the decisiorfore latency, but thisystemlatency is not increased by the
window (at the decision point), if the adaptive filter performs cancellation processing.
better, we copy its coefficients to the fixed filter. For testing, we recorded a stereo waveform in which one

channel plays the role of the “computer generated” sound

) and the other is the “live performer” sound. We play this
4 Implementation over two loudspeakers, and place a microphone near the “live
) ] ) ~ performer” loudspeaker to simulate a live performance. This

Our ultimate goal is to develop a real-time cancellationyakes the performance repeatable, allowing more controlled
system for use in interactive performance. Toward this goaleyperiments. The unwanted sound and the live performance
we implemented the cancellation system as an Aura compQsoynd are captured and sent to the canceller, which computes
nent and.conflgured a test system using Aura.. AUIta.IS a softhe outputy” (n). The recorded sound and (n) are stored
ware environment fo'r reaI-Flme audio processing; it includesy, 3 sound file in real-time.
various audio and video signal processing blocks (Dannen- 1, provide one objective measurement of the system per-
berg and Brandt 1996). Using Aura, we implemented the
block diagram as shown in Figure 4.
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Figure 4: Canceller installed in Aura system. Figure 5: An example of weights.

formance, we connected a pitch estimationodule to the
output of the cancellation system. Our hypothesis is that b
rejecting unwanted sounds from the recording process, we . : .
. ) dccurate estimate of the impulse response of the channel, it
can improve the performance of feature detection such as

: T . . i is clear that a simple delay with attenuation would not be a
pitch estimation. The particular pitch estimator uses a very 00d model of the channel

simple time-domain algorithm that relies upon the generap We show two types of evaluation results: cancellation
shape of trumpet waveforms, which have one pronounce%erformance and pitch estimation performanée Due to the

peak per period. b . : . : X
The pitch estimation algorithm generates reports only wh double-talk. problem mennpned earlier, we do not gon3|der
%He conventional adaptive filter approach to be suitable for

consistent consecutive periods are detected. Since the algo- .
our musical examples, so all of our results are from the com-

rithm rarely makes mistakes, a good measure of quality is tQ . . . : 4
count the total number of reported pitch estimates. We perPIete system (Figure 3) combining an adaptive and a fixed fil

form pitch estimation directly on the recorded sound and alsctﬁr' To evaluate the cancellation performance, weyGe) =
. y'(n) = 0 because we do not have any method to get the
on the output of the cancellation system.

waveformy’(n) exactly. Ideally,y” (n) should also be zero,
but since cancellation is imperfeat, (n) will be non-zero.

5 Experimental results We define the cancellation ratio as

o . . . E{z"?(n)}

The first interesting result is the acoustic channel char- CR= —1—5—7 (20)
acteristic, but we cannot find this directly. We only know E{y™(n)}
weights of the digital filter, and we estimate the acoustic Chanrntuitively, CR is the amount by which the unwanted signal
nel from the weights. The filter coefficients are highly depen-is suppressed (higher is better). The result is shown in the
dent upon the property of the source, the frequency responsgyple 1. Music A is a smooth pop music and music B is hip-
of the loudspeaker, the microphone, and other nonlinear ehop music with strong percussion sounds. In these tests, CR
fects. Even in the same acoustic channel, the weights depeRgyies from about 9 to 18dB. Two versions of Music A were
upon sound sources, and the weights approximate the convgtied, one at a sample rate of 11.25kHz and one at 44.1kHz.
lution of the microphone, speaker and channel. An examplehe CR is better for the 11.25kHz version because the can-
of weights,w(n), is shown in Figure 5. The top part plots celler operates at 11.25kHz and therefore high frequencies in
all weights, and the bottom shows only the first 9 ms of thethe 44.1kHz version are not cancelled. We show an example

1Even though technically incorrect, we use “pitch” rather than “funda- of 2’(n) and the canceller OUtp'yt/(_n) in Figure 6. .
mental frequency” here because the term is shorter and we feel the meaning Next, we show test results using target sounds. In Fig-
is clear in this context. ure 7, we show the recorded waveform, cancelled waveform,

weights. Although it is hard to determine, the duration of the
hannel appears to be about 35 ms. Assuming that this is an
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and target sound’(n). Here, the “unwanted sound” is a Original sound
computer-generated music accompaniment containing Syr o: T ——
thesized piano, bass, and drums playing Gershwin’s jazz star °'°2
dard “Summertime.” The “wanted” sound is a recording of _,os[M™
an acoustic trumpet. As explained earlier, these signals ex -o1
ist as left and right channels of a stereo recording. Head

phones were used in the original recording process to obtail

nearly perfect isolation of the trumpet sound. The channels 0‘;;
are played simultaneously (see Figure 4) to test the cancelle
simulating a live performance of computer and trumpet. To°%
obtain the “true” value of/(n) (the trumpet), we can simply o

Cancellation sound

0 2 4 6 8 10 12 14 16 18 20

run the test again while muting the unwanted channel. No- second

tice that you can still see (and hear) accompaniment sounds

in the cancelled sound, but they are much attenuated. For the Figure 6: Waveforms without wanted sound.
first 7 seconds of Figure 7 (middle), the system was estimat-

ing the delay, and after that time the cancellation algorithm is Original sound

running. o4 ‘

Listening to the cancelled version of the sound reveals °*
substantial artifacts as the filter coefficients change. As it °
stands now, this system would not be suitable for reducing®?
cross-talk in a recording for human listening; however, ma-"*
chine listening (or feature extraction) is another interesting o«
possibility that also allows for a more objective evaluation. o
One useful feature is pitch, and we use performance on pitcl o
estimation to measure the effect of cancellation. -02

The pitch estimation module uses a very simple algorithm.o.
that looks for well-defined pitch periods based on equally-
spaced threshold crossings. When detected, pitch and tim |
are logged to a file. The pitch detection performance with ,
and without the canceller is shown in Figure 8. The top grapkm
is obtained from the waveform of recorded sound (without the

Cancellation sound

canceller) and represents performance with perfect cancelle " 5 10 o 20 ] 30
tion. The other two graphs represent pitch estimation with
unwanted sounds added, with and without cancellation. Figure 7: Waveforms with wanted sound.

We use the top graph (no unwanted sound) as a reference

to classify points in the other graphs as correct (near a ref- ] S
erence point) or incorrect (differing in time by 50 ms and/orMation algorithm to detect periodicity at many more places.

pitch by 1 Hz from any reference point). Table 2 shows the/NOt€ that more sophisticated fundamental frequency estima-
number of detected pitches in all three conditions. There arfPrs might not be so sensitive o interference, so results with
almost 80% more correct pitch estimates using the cancell2ther algorithms might vary quite a bit. We believe this test
tion system, although the number of incorrect estimates rosguggestshat the reduction of unwanted sounatsght im-
from almost none to about 2.5 percent. The canceller apPToVe audio featyre detection. Demon;tratlng this with a real
parently removes enough interference to allow the pitch estifeature detector in a real performance is left to future work.

| B{22(n)} | E{y™(x)} | cr@e) 6 Conclusions
Music A (44kHz) || 2.13 x 1073 | 8.46 x 10~° | 14.01
Music A (11kHz) || 2.02 x 103 | 2.81 x 10° | 18.572
Music B (11kHz) || 3.71 x 107% [ 427 x 107° | 9.389

In this paper, a real-time unwanted audio cancellation sys-
tem is described. The system can be used to enhance the
recorded sound’s quality and to improve pitch estimation of a
soloist in the presence of computer-generated sound.

The proposed system estimates unwanted audio sounds

Table 1: Canceling performance.
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Recorded waveform further evaluate the system, we assembled a pitch estimation
application and showed that pitch estimates can be improved
when cancellation is applied. (We will play sound examples
at the conference.)

In conclusion, unwanted sound cancellation can be ap-
plied in real-time to improve the performance of an interac-

Pitch detection result (ho unwanted sound)

[ — —— ‘ ‘ — o tive computer music system. We learned that classical echo
s B T ey . T cancellation techniques alone are not suitable for this appli-
sor n ~ ! B cation because of the sparse nature of musical spectra com-
51 - ’ - bined with the possibility that the computer-generated sound
50 ‘Pitch ‘detect‘ion re;ult (Wi‘th Can‘ce”er)‘ can contain silence. Our final.system combine; three com-
70 | — | : ‘ ‘ : : ponents: a channel delay estimator, an adaptive filter, and
P - ’ o e a controller that ensures that adaptation actually improves
6ol - it T 0 performance. All of this runs in real time in software on
55| N b - a single-CPU personal computer. The time-varying nature
50 L L L L L L L of the adaptive filter produces artifacts that might be consid-
o Pitch ietECti({” result (without canceller) ered more objectionable than the original unwanted sound, so
S ’ . vl ot the system should not be used to “clean up” recordings for
ol ' . e human listeners. However, the reduction of unwanted noise
s . ¥ ‘- i may be very helpful for various sound analysis tasks. We

demonstrated how unwanted sound cancellation can improve
eoorooww o w Be 2w the performance of a simple pitch estimation system.

Figure 8: Pitch detection result.
7 Acknowledgements

and subtracts them from the recorded sound. Although we This work was mainly performed at Carnegie Mellon Uni-
know the source waveform of the unwanted audio, the unversity by the first author supported by the Brain Korea 21
wanted audio component in the recorded sound is delayeBroject, School of Information Technology, KAIST in 2004
and distorted according to the acoustic channel. We combinand the Ministry of Science and Technology managed by MI-
a pure delay with a digital filter to compensate for the effectCROS and KOSEF (R01-2003-000-10829-0). Additional sup-
of the acoustic channel and describe the methods of estimaport (for the second author) came from the National Science
ing delay and adapting filter weights. To increase the robustFoundation, grant 11S-0085945, and from the Computer Sci-
ness and performance, we developed an alternative adaptatience Department at Carnegie Mellon. This work was inspired
method that avoids making changes that would decrease pdsy discussions at the Connecticut College Symposium on Art
formance. We implemented the unwanted sound cancellatioand Technology in 2003 and with Allen Heidorn.
system in Aura, a real-time platform for interactive computer
music.

To demonstrate the cancellation system performance, WBeferences
show the recorded waveforms anq the cance'llati.on ratio (CR). Carter, G. C. (1987). Coherence and time delay estimafian.
CR depends on the error, especially quantization error. To ceedings of the IEEE 7236-255.

Dannenberg and Brandt (1996, 8). A flexible real-time software
number of number of synthesis system. IRroceedings of the International Com-
wrong points| correct points puter Mus_lc Confe_repcepp. 270-273. International Com-
puter Music Association.

Instrume.nt only 4829 Haykin, S. (1969)Adaptive Filter Theory3 ed.). Prentice-Hall.
Instrument with canceller 39 1536 . i L :
lanniello, J. P. (1982, 12). Time-delay estimation via cross-
Instrument 1 859

correlation in the presence of large estimation errtEEE
Transaction on Acoustics, Speech and Signal processing 30
998-1003.

without canceller

Table 2: Pitch detecting performance.



Jonghyun Lee, Roger B. Dannenberg, and Joohwan Chun. 2004. “Cancellation of Unwanted Audio to Support Interactive
Computer Music.” InThe ICMC 2004 ProceedingSan Francisco: The International Computer Music Association, pp.
692-698.

J. Benesty, D. R. M. and J. H. Cho (2000). A new class of dou-
bletalk detectors based on cross-correlati®&EE Transac-
tions on Speech and Audio Processind.88-172.

Knapp, C. H. and G. C. Carter (1976). The generalized correla-
tion method for estimation of time delafEE Transaction
on Acoustics, Speech and Signal Processin@R820-327.

Kuo, S. M. and D. R. Morgan (1999). Active noise control: a
tutorial review.Proceedings of the IEEE §8), 943-975.

Kuo, S. M. and Z. Pan (1993, 12). Distributed acoustic echo
cancellation system with double talk detecttwurnal of the
Acoustical Society of America @), 3057-3060.



