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Abstract

In this paper, we give an overview for the shared task at the 6th
CCF Conference on Natural Language Processing & Chinese Computing
(NLPCC 2017): single document summarization. Document summariza-
tion aims at conveying important information and generating significantly
short summaries for original long documents. This task focused on sum-
marizing the news articles and released a large corpus, TTNews corpus’,
which was collected for single document summarization in Chinese. In
this paper, we will introduce the task, the corpus, the participating teams
and the evaluation results.
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1 Introduction

Document summarization has been an important role in today’s fast-grow infor-
mation time. Now, the Internet products tens of millions of documents every-
day and it is impossible for human being to manually summarize them, or even
though read them. So the technology of automatic document summarization is
necessary for us to obtain and reorganize the information from the Internet.

The methods of document summarization can be defined as extractive and
abstractive summarization[1]. The extractive summarization attempts to ex-
tract key sentences or key phrases from the original document and then reorders
these fragments into a summary. Meanwhile the abstractive summarization fo-
cused on generating new fragments and new expressions which are based on the
understanding of this document.

Additionally, the document summary can be produced from a single doc-
ument or multiple documents[2]. In this shared task, we just focus on single
document summarization.

ITTNews corpus can be downloaded at https://pan.baidu.com/s/1bppQ4zl



2 Task

Traditional news article summarization techniques have been widely explored
on the DUC and TAC conferences, and existing corpora for document summa-
rization are mainly focused on western languages, while Chinese news summa-
rization has seldom been explored. In this shared task, we aim to investigate
single document summarization techniques for Chinese news articles. It is de-
fined as a task of automatically generating a short summary for a given Chinese
news article.

We will provide a large corpus for evaluating and comparing different docu-
ment summarization techniques. This corpus has a test/training set consisting
of a large number of Chinese news articles with reference summaries, together
with a large number of news articles without reference summaries (perhaps for
semi-supervised methods). Almost these news articles and reference summaries
are used for news browsing and propagation at Toutiao.com.

3 Data

TTNews corpus contains test set and training set. For the training set, it con-
tains a large set of news articles browsed on Toutiao.com and corresponding
human-written summary which was used on news pushing and other tasks on
Toutiao.com. Furthermore it contains another large set of news articles with-
out summary (perhaps for semi-supervised methods). For the test set, it just
contains the news articles. The news articles are from lots of different sources
and meanwhile contain of different topics, such as sports, foods, entertainments,
politics, technology, finance and so on.

As far as we know, TTNews corpus is the largest single document summa-
rization corpus in Chinese. There are 50,000 news articles with summary and
50,000 news articles without summary in training set, and 2000 news articles
in test set. As shown in Table 1, the mean length of the short summary is 45
Chinese characters

The example of a news article and its reference summary is shown in Table 2.

Table 1: Statistical information of TTNews corpus

Mean length of  Mean length of
Number .
news article news summary
Training(with summary) 50000 1036 45
Training(without summary) 50000 1526 /
Test 2000 1037 45




Table 2: An example of news article and reference summary

News summary:

Fh BRI SN B S 58 UOSE AL R AR, RFBRAE AR SN S AR s v
B, PHERT AR, DAUBRENL

News article:

S HEM 5 H 30 HHGEREZ & #5586 E e AR AE X 50157 ABiE
HAEFR, WIREANAZ B R AR TR 55 bE v 3 AL WG KRR AR shd k£ . dls
CRIREY 5 H 29 HGE, KEEM AT ABES TR, G S iatiT
%#ﬁ@%ﬁ%ﬂﬁ&( ) FRAETE R AR BB BR R TE B &80 757, “(4h)
BN AR TR 2 - AR e () K5 AIBEEAR SRS, a2t
BALITHRR, ANSHEMEHL 5 A 3 HAESLS e 36 R i 34 b 24 s ffiy
TEEIBRL T 4.616 AT RAFMA, FEREFzmEWSEPgIk. &, M4
BT BRI B, RS SR Tl KA Sh At <2 2 i IR B A 24
A TR AR A R RS S . BIMERAE AT H A TE R R 5, IR
T LB A0 A ()08 HE R PTIE . S5 2 5 IRIEFR, FARERIIALZY, AN B
WNFERAAERL . MBS E A e i A, AN HRAS R SN B T A
RNk A . SEE R AR MEM R MR AFR, SRR E,
BRSSO SO OB URA 2 YO AL B A fy, S e B Rl RO, RARIRAIE
FCAE AN AT RS s T ] 5 [ s e A O £ 58 N URCEIE FA DR P e 2Ty AR
R (ERHPEY S4F 3 HIRGERR, BAMIENNERA LT
MAERRT EAEA T 6.5 T ETTAA IS T3 S . GEFR, ISR H AN E
%ﬂ%@%mmﬂ%ﬁﬁ@ﬁﬁgﬁﬁoiﬁﬂ,E%m%%@mmagﬁﬁ7
IR AN AZ B R IEHE KA B TR A 2 46+ (Chivas Regal) W RHE % . 4
3 H, fEd b, %ﬁ%&ﬁ%ﬁ%ﬁ27,h$&Mﬁ%fAﬁﬁﬁﬁﬁ
k. RIEFR, RERFHIMROE (F, ¥R R) Fon, “HEGE. EEM
i ] 1) 0 3 ) 2% ,ﬁA%ﬁﬁw%%%ﬁé%mﬁﬁﬁﬁﬂm IR K AHIEZ
B EATER . IREU, HESR, M ESE T Rk, £
LT XA IRAT . Flﬁ%ﬁ&(%ﬁ%g)éﬁﬁﬁﬁﬁ<“Iiﬁﬁrﬁw
FHEHAML A AN BT FITE 1 22 5 BES B 53, IR PSS ERUR ...

4 Participants

Each team was allowed to submit at most 5 runs of results in the period of
this shared task. The participants were allowed to use any NLP resources and
toolkits, but not allowed to use any other news articles with reference summaries.

There were 9 teams submitting their final results in this shared task. The
participating teams are shown in Table 3. And they totally submitted 29 runs
of result for validation. Both extractive summarization and abstractive summa-
rization was used by the participating teams.



Table 3: Introduction of participating teams

Team Name Organization Name

NLP_ONE Central China Normal University
ICDD_ Mango | Beijing Information Science And Technology University
NLP@WUST Wuhan University of Science and Technology
CQUT_AC326 Chongqing University of Technology

HIT ITNLP TS Harbin Institute of Technology

DLUT_NLPer Dalian University of Technology

AC_Team Chongqing University of Technology
ECNU_BUAA Beihang University, East China Normal University

ccnuSYS Central China Normal University

5 Evaluation

The single document summarization was evaluated automatically.

5.1 Evaluation Metric

We used ROUGEI3] for automatic evaluation metric. ROUGE is the short-
hand of Recall-Oriented Understudy for Gisting Evaluation, and contains a set
of metrics used for automatic document summarization, machine translation
evaluation and other tasks in NLP. We defined the mean value of ROUGE-1,
ROUGE-2, ROUGE-3, ROUGE-4, ROUGE-L, ROUGE-SU4, ROUGE-W-1.2
scores as the overall evaluation score. And we used ROUGE-1.5.5 toolkit to
compute the overall score. Note that the length of each summary was limited
to 60 Chinese characters at our shared task, so we used -1 60 for truncating
longer news summary.

5.2 Results

There are 9 submitted teams in this shared task, and the results are shown in
Table 4. As Table 4 given, NLP_ ONE, ICCD_ Mango and NLPQWUST have
better results than others.

5.3 Some Representative Systems

In this section, some representative systems will be brief introduced.

LEAD system is a extractive summarization baseline system. It tasks the
first 60 characters one by one from the document as a summary.

ccnuSYS system uses an LSTM encoder-decoder architecture[4] with atten-
tion mechanism[5] to generate abstractive summary[6, 7] for this shared task.
It uses the article as input sequence and the summary as output sequence.



Table 4: Evaluation results

ROUGE-2 ROUGE-4 ROUGE-SU4 Overall Score
NLP_ONE 22.89 12.81 21.24 22.10
ICDD_ Mango 23.82 12.04 21.19 22.09
NLP@WUST 22.53 10.39 20.81 21.65
CQUT _AC326 19.62 7.83 18.12 19.14
HIT ITNLP_TS 19.33 8.38 17.86 19.13
DLUT_ NLPer 17.64 7.58 16.35 17.54
AC_Team 18.16 7.88 15.92 17.09
ECNU_BUAA 15.73 6.86 14.72 15.99
ccnuSYS 15.58 6.57 14.47 15.79
LEAD 20.91 11.75 19.28 20.31

NLP__ONE system is also focused on abstractive summarization. Due
to the shortcoming of traditional attention encoder-decoder models, this work
proposes to add an new attention mechanism on output sequence and uses the
subword method. And it gets a significant improvement.

NLP@WUST system uses an feature engineering based sentence extraction
framework to get extractive summary for this shared task. After the extraction
processing, it adds an sentence compression algorithm|[8] for compressing shorter
summary. And the performance is further improved.

6 Conclusion

This paper briefly introduces the overview of single document summarization
shared task at NLPCC 2017. There are 9 participants having submitted final
results. And some participants get exciting results in this corpus. Meanwhile, we
release a large Chinese news articles and reference summaries corpus (TTNews
corpus) for more large-scale research in Chinese document summarization.
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