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/
(/ Clustered data

o How to model this data?

o Mixture of Gaussians:

p(z1, .- on|m Lk {2k }) x
— Hzozl Z?zl WkN(xk‘,uka Zk’) ’%‘x *

o Parametric model: Fixed finite number of parameters.
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% Bayesian finite mixture model

o How to choose the mixing weights and mixture parameters”?
o Bayesian choice: Put a prior on them and integrate out:
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o Where possible, use conjugate priors
o Gaussian/inverse Wishart for mixture parameters
o What to choose for mixture weights?




/
{/ The Dirichlet distribution

a The Dirichlet distribution is a distribution over the (K-7)-dimensional
simplex.

o It is parametrized by a A-dimensional vector (aq,...,akx)
suchthat a >0, k=1,....,K and )_par >0
o Its distribution is given by




% Samples from the Dirichlet distribution

a |f 7 ~ Dirichlet(ayq,...,ax) then =, > 0 for all k<, and S e = L.

o Expectation: E[(Wh---mK)] _ (@1,enak)
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a = (0.01,0.01,0.01) o = (100,100,100) a = (5,50,100)




ﬁ Conjugacy to the multinomial

11d

o |f 0 ~ Dirichlet(aq,...,ax) and z, ~ 0
p(m|xy, ..., xn) < p(ay,. .. xn\w) ()
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Distributions over distributions

o The Dirichlet distribution is a distribution over positive vectors that sum to
one.

o We can associate each entry with a set of parameters
o e.q. finite mixture model: each entry associated with a mean and covariance.

o |In a Bayesian setting, we want these parameters to be random.

o We can combine the distribution over probability vectors with a
distribution over parameters to get a distribution over distributions over
parameters.



/
ﬁ Example: finite mixture model

o Gaussian distribution: distribution over means.
o Sample from a Gaussian is a real-valued number/vector.



/
{/ Example: finite mixture model

o Gaussian distribution: distribution over means. k.
o Sample from a Gaussian is a real-valued number/vector.

a Dirichlet distribution:
o Sample from a Dirichlet distribution is a probability vector.
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/
{/ Example: finite mixture model

o Dirichlet prior

o Each element of a Dirichlet-distributed vector is associated with a parameter value drawn from
some distribution.

o  Sample from a Dirichlet prior is a probability distribution over parameters.
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/
4 Properties of the Dirichlet distribution (collapsing)

a Relationship to gamma distribution: If 7 ~ Gamma(ay;, 1)

(771”"’7;7K) ~ Dirichlet(ay, . .., ax)
a Ifm ~ Gamma(ai,1) andne ~ Gamma(as, 1) then
m + n2 ~ Gamma(a; + s, 1)
a Therefore, if (7m1...,7x) ~ Dirichlet(a,...,ax) then

(w1 4 7o, w3, ..., Tk ) ~ Dirichlet(a; + s, as, ..., ak)



Properties of the Dirichlet distribution (splitting)

o The beta distribution is a Dirichlet distribution on the 1-simplex.

a Let(m...,7x) ~ Dirichlet(ay, ..., ak)
and 0 ~ Beta(a1b,a1(1 —b)),0 < b < 1.

o Then

(m16, 7 (1 — 60),ma, ..., 7mx) ~ Dirichlet(a1b1, a1 (1 — b1), a9, ..., aK)

a More generally, if 6 ~ Dirichlet(a1by, a1ba,...,a1bn), >, b; = 1.
then

(7'('1(91, ce ,71'1(9]\7,7'('27 ce ,7TK) ~ DiI’iChlet(Oélbl, .. .,Oéle,OéQ, .. .,OJK)



/
(/ Properties of the Dirichlet distribution

o Renormalization:

If (1 ...,7K) ~ Dirichlet(aq,. .., ax)
theﬂ (7T27°'°77TK) 7
= .
D k1 Tk
(72, ..., TK)

I ~ Dirichlet(aa, ..., ax)
D k=1 Tk



/
{/ Choosing the number of clusters

Heys : Heys

a Mixture of Gaussians — but how many components?
a What if we see more data — may find new components”?




% Parametric vs nonparametric

Parametric model:

o Assumes all data can be represented using a fixed, finite number of
parameters.

o Mixture of K Gaussians, polynomial regression.
Nonparametric model:
o Number of parameters can grow with sample size.

o Number of parameters may be random.
o Kernel density estimation.

Bayesian nonparametrics:

o Allow an /nfinite number of parameters a priors.

o A finite data set will only use a finite number of parameters.
o Other parameters are integrated out.



Bayesian nonparametric mixture models

o Make sure we always have more clusters than we need.

Q

Q

Solution — infinite clusters a prior!
p(@n|m, {pkt, {Xk}) = Zﬂk/\/(ﬂlnmk, Xk)

k=1

A finite data set will always use a finite — but randorm — number of

clusters.

How to choose the prior?

We want something //ke a Dirichlet prior —
but with an infinite number of components.

@0




Constructing an appropriate prior

Q

Q

Q

Q

2 2 .. o Q
Start off with 72 = (7T§ ), 7T§ )) ~ Dirichlet (5, 5)

Split each component according to the splitting rule:

. 1l o 1
P2 p@iidp (X L X 2
172 “alg 979 73

2) (2 2 2 2) (2 2 2

7@ = (6P, (1 - 6w, 0873 (1 05)n ()
a o a «
~ Dirichl —, =, =, —
1T'1C et(4,4,4,4>

(K) ~ Dirichlet | —, ..., —
Repeat to get ™ riehlet| 7. 7o

As K — oo , we get a vector with infinitely many components



The Dirichlet process

o Let Abe a distribution on some space () — e.g. a Gaussian distribution
on the real line.

. . . (@7 Qo
a Let T~ Klgnoo Dirichlet (? e E)
o For k=1,...,00 let 0, ~ H.
a Then G := $2°, mdp, is an infinite distribution over A

a We write G ~ DP(a, H)



Samples from the Dirichlet process

o Samples from the Dirichlet process are discrete.
o We call the point masses in the resulting distribution, afoms.

Lo b II|L.1 I.ll

o IThe base measure H determines the /ocations of the atoms.




Samples from the Dirichlet process

o The concentration parameter a determines the distribution over atom
sizes.

o Small values of a give sparse distributions.

a=0.1 =1 a=10

0 0 “ ol I.H.th



/
(/ Properties of the Dirichlet process

a For any partition A,,..., A, of Q (imagine different colors from a possibly
infinite color library), the total mass assigned to each partition is
distributed according to

Dir(aH(Ay),....,aH(AL)
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/
(/ Definition: Finite marginals

o A Dirichlet process is the unigue distribution over probability distributions
on some space (), such that for any finite partition A,,..., A of (),

(P(A1),..., P(Ag)) ~ Dirichlet(aH (A1), ..., aH(Ag)).

| ‘ | |
OOL_-—1 [Ferguson, 1973]



Conjugacy of the Dirichlet process

o Let A,,...,A.be a partition of (2, and let A/ be a measure on 2. Let AlA,)
be the mass assigned by G ~ DP(«, H) to partition A,. Then

(P(Ay),...,P(Ak)) ~ Dirichlet(a«H (A1), ...,aH(Ak)).

a If we see an observation in the J" segment, then
(P(A1),...,P(A4,),...,P(AK)| X1 € A))
~Dirichlet(aH (A1),...,aH(A;)+1,...,aH(AK)).
a This must be true for a/l possible partitions of Q).
a Thisis only possible if the posterior of G, given an observation x, is given

Dy oaH + 0,
a—+1

G| X4 :a:NDP<a+1,



Predictive distribution

The Dirichlet process clusters observations.
A new data point can either join an existing cluster, or start a new cluster.
Question: What is the predictive distribution for a new data point?

Assume His a continuous distribution on Q). This means for every point &
inQ, P, 68)=0.
o First data point:

o Start a new cluster.
o Sample a parameter &, for that cluster.

o O O O



Predictive distribution

o O O O

We have now split our parameter space in two: the singleton 8,, and
everything else.

Let 77, be the size of atom at &..

The combined mass of all the other atoms is 7. = 7-77,.
A priori (71, 7% ) ~ Dirichlet(0, )

A posteriori, (71,74 )| X1 = 01 ~ Dirichlet(1, )



)
7 Predictive distribution

o If we integrate out 77, we get
P(Xy = 04X, = 60,) = /P(X2 0| (my, ) P((, | X = 0y)dmy

= /ﬂkDirichlet((m, 1 —m)|1, a)dmy

= EDiI‘iChlet(l,a) [Wk]
1 .

(8%
s for new k.



/
f Predictive distribution

o Lets say we choose to start a new cluster, and sample a new parameter
&, ~ H. Let 7, be the size of the atom at &..

o A posteriori, (mwy,mo, )| X1 = 01, Xo = 05 ~ Dirichlet(1, a).
o If we integrate out ™ = (71, 72, T« ) | we get

P(Xs =0, X1 =01, X =05)
— /P(Xg — 9k|7T)P(7T|X1 — (91,X2 — (92)d7'('

= EDiI’iChlet(l,l,a) [W’f]

4 1 . L
2—|——Oz lfk—]_
=45, fk=2
ijiLa for new k.



; Predictive distribution

o In general, it m,is the number of times we have seen X=k, and Kis the
total number of observed values,

P(Xn_|_1 :9k|X1,,Xn) — /P(Xn+1 — (9]€|7T)P(7T’X1,...,Xn)dﬂ'

n+o

—2_ for new cluster.
n+o

{”% if k<K

o We tend to see observations that we have seen before — rich-get-richer
property.
o We can always add new features — nonparametric.



f DP - a Polya urn Process

25

Go=p(eee ..
Joint: “' ~
o G( 6 ) DP(aGO) o Self-reinforcing property
K o Q
Marginal: ¢ |¢_;, 0, Gy ~ 5¢k + Go - of samples

k11—1+a i—1+a



Polya urn scheme

o The resulting distribution over data points can be thought of using the
following urn scheme.

o An urn initially contains a black ball of mass a.

a For n=1,2,... sample a ball from the urn with probability proportional to its
mass.

a If the ball is black, choose a previously unseen color, record that color,
and return the black ball plus a unit-mass ball of the new color to the urn.

o If the ball is not black, record it's color and return it, plus another unit-
mass ball of the same color, to the urn

[Blackwell and MacQueen,1973]

©Eric Xing @ CMU, 2005-2020 33



% Chinese restaurant process

o The distribution over partitions can be described in terms of the following
restaurant metaphor:

a The first customer enters a restaurant, and picks a table.

: S ¢



% Chinese restaurant process

o The distribution over partitions can be described in terms of the following
restaurant metaphor:

a The first customer enters a restaurant, and picks a table.

a The rih customer enters the restaurant. He sits at an existing table with

probability m,/(n-7+a), where m, is the number of people sat at table 4.
He starts a new table with probability a/n-7+a).
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% Chinese restaurant process

o The distribution over partitions can be described in terms of the following
restaurant metaphor:

a The first customer enters a restaurant, and picks a table.

a The rih customer enters the restaurant. He sits at an existing table with

probability m,/(n-7+a), where m, is the number of people sat at table 4.
He starts a new table with probability a/n-7+a).




Exchangeability

o An interesting fact: the distribution over the clustering of the first /
customers does not depend on the order in which they arrived.

o Homework: Prove to yourself that this is true.

o However, the customers are not independent — they tend to sit at popular
tables.

o We say that distributions like this are exchangeable.

o De Finetti’'s theorem: If a sequence of observations is exchangeable,
there must exist a distribution given which they are iid.

a The customers in the CRP are iid given the underlying Dirichlet process —
by integrating out the DP, they become dependent.



% The Stick-breaking Process

G ~ DP(a, Go)

k-1
7 =B [ - Bo)
Jj=1

B, ~Beta(l,a) "




Stick breaking construction of DP

o We can represent samples from the Dirichlet process exactly.
o Imagine a stick of length 1, representing total probability.
o Fork=1,2,...

Sample a beta(1,a) random variable b,.
Break off a fraction b, of the stick. This is the A" atom size
Sample a random location for this atom.

u
u
u
o Recurse on the remaining stick.

G = Zzozl Tk 00,

by, NBeta(l’ 04) [Sethuraman, 1994]



/
f Graphical Model Representations of DP

The Poélya urn construction The Stick-breaking construction



/
(/ Inference in the DP mixture model

G = Zﬂkégk ~ DP(a, H)
k=1



Inference: Collapsed sampler

We can integrate out G to get the CRP.

o Reminder: Observations in the CRP are exchangeable.
o Corollary: When sampling any data point, we can always rearrange the

ordering so that it is the last data point.
Let z, be the cluster allocation of the mth data point.

o Let K'be the total number of instantiated clusters.
o Then

Jo f(znl@)H(dp) k=K+1

It we use a conjugate prior for the likelihood, we can often integrate out the
cluster parameters

p(zn — k‘xn7z—n7¢1:K) {



Problems with the collapsed sampler

o We are only updating one data point at a time.

o Imagine two “true” clusters are merged into a single cluster — a single
data point is unlikely to “break away”.

a Getting to the true distribution involves going through low probability
states =» mixing can be slow.

o If the likelihood is not conjugate, integrating out parameter values for new
features can be difficult.

o Neal [2000] offers a variety of algorithms.
o Alternative: Instantiate the latent measure.



; Topic models

o Topic models describe documents using a distribution over features.
o Each feature is a distribution over words

o Each document is represented as a collection of words (usually
unordered — “bag of words” assumption).

o The words within a document are distributed according to a document-
specific mixture model

o Each word in a document is associated with a feature.
o [The features are shared between documents.

o The features learned tend to give high probability to semantically related
words — “topics”



% Latent Dirichlet allocation

o For eachtopic A=7,... K

o Sample a distribution over words, 5~Dir(n,,..., n,)

o For each document m=17,... M

o Sample a distribution over topics, 8,,~Dir(a,,...,ax)

a Foreachword n=7,....\V/,

o Sample a topic z,,,~Discrete(6,,)
o Sample a word w,~Discrete(s,)

oo}

ﬁ : I n (m)

/

OIt0

K

Blei et al, 2002



/
ﬁ Constructing a topic model with infinitely many topics

o LDA: Each distribution is associated with a distribution over Ktopics.
a Problem: How to choose the number of topics?

o Solution:
o Infinitely many topics!
o Replace the Dirichlet distribution over topics with a Dirichlet process!

o Problem: We want to make sure the topics are shared between
documents



; Sharing topics

o In LDA, we have Mindependent samples from a Dirichlet distribution.
o The weights are different, but the topics are fixed to be the same.

o It we replace the Dirichlet distributions with Dirichlet processes, each
atom of each Dirichlet process will pick a topic /ndependently ot the

other topics.



Sharing topics

Because the base measure is continuous, we have zero probability of
picking the same topic twice.

It we want to pick the same topic twice, we need to use a discrete base
measure.

K
For example, if we chose the base measure to be H = Z&k(Sgk , then we
would have LDA again. k=1

We want there to be an infinite number of topics, so we want an /nfinite,
a/screte base measure.

We want the location of the topics to be random, so we want an /nfinite,
aiscrete, random base measure,



/
{/ Hierarchical Dirichlet Process (Teh et al, 2006)

o Solution: Sample the base measure from a Dirichlet process!
GO ~ DP(W? H)
Gm ~ DP(CV, Go)

G,

| | .\ll‘l

S\

G,
‘1 11‘[

Illll‘l




Chinese restaurant franchise

o O O O

Imagine a franchise of restaurants, serving an infinitely large, global
menu.

Each table in each restaurant orders a single dish.

Let 1, be the number of customers in restaurant rsitting at table ¢

Let m,,be the number of tables in restaurant 7 serving dish d.

Let m 4 be the number of tables, across a//restaurants, serving dish @.



% Chinese restaurant franchise

o Customers enter the restaurants, and sit at tables according to the
Chinese restaurant process
o The first customer enters a restaurant, and picks a table.

: S ¢
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o The " customer enters the restaurant. He sits at an existing table with probability
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with probability a/n-7+a).
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o Customers enter the restaurants, and sit at tables according to the
Chinese restaurant process
o The first customer enters a restaurant, and picks a table.

o The " customer enters the restaurant. He sits at an existing table with probability
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% Chinese restaurant franchise

o Each fable in each restaurant picks a arsh, with probabillity proportional
to the number of times it has been served across a// restaurants.

—d for an existing table

T+~

Y
T for a new table

p(table t chooses dish d|previous tables) = {




% Chinese restaurant franchise

o Each fable in each restaurant picks a arsh, with probability proportional
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? Chinese restaurant franchise

o Each fable in each restaurant picks a arsh, with probability proportional
to the number of times it has been served across a// restaurants.
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% Chinese restaurant franchise

o Each fable in each restaurant picks a arsh, with probability proportional
to the number of times it has been served across a// restaurants.

p(table t chooses dish d|previous tables) = {

mq
T+~
B

T+

for an existing table

for a new table



/
f Recall: Graphical Model Representations of DP

G, <> G
0

G ﬁ)
0, v
Xj

N

The Poélya urn construction The Stick-breaking construction



% Hierarchical DP Mixture

o0
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N

Stick(ex, f):

' k ' -
k"~ Beta(aﬂk’a(l_Z/:l’B/ )) Tk ="kl

J

0, ~H
B =Stick(7),6, =Y B.5(0,)
k=1

k=1



% An infinite topic model

o Restaurants = documents; dishes = topics.

o Let Abe a V-dimensional Dirichlet distribution, so a sample from His a
distribution over a vocabulary of |/words.

o Sample a global digtribution over topics,
Go = Zwk55k ~ DP(a, H)
k=1
o For each document m=17,....M
o Sample a distribution over topics, G,~DP(y,G,).

o Foreachword n=7,....\N,,
o Sample a topic ¢,,,~Discrete(Gy).
o Sample a word w,~Discrete(,,,,).



4 The “right” number of topics

Perplexity on test abstacts of LDA and HDP mixture Posterior over number of topics in HDP mixture
1050 T T T : : : : :

LDA
1000 HDP Mixture |

Perplexity
Number of samples

61 62 63 64 65 66 67 68 69 70 71 72 73
Number of LDA topics Number of topics

10 20 30 40 50 60 70 80 90 100 110 120
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