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Overview: Deep Learning & Generative Models

e 2/19 Lecture 11 Statistical and Algorithmic Foundations of Deep Learning
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o 2/26 Lecture 13 Deep generative models (part 2)

o 3/2 Lecture 14 Deep sequence models
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? Convolutional Networks (ConvNets)

o Biologically-inspired variants of MLPs [LeCun et al. NIPS 1989]

o Receptive field [Hubel & Wiesel 1962; Fukushima 1982]
Visual cortex contains a complex arrangement of|cells
These cells are sensitive to small sub-regions of the visualfield

o The sub-regions are tiled to cover the entire visual field

Exploit the strong spatially local correlation present in natural images Local Filters

© Eric Xing @ CMU, 2005-2019 6 Lg



% Convolutional Networks (ConvNets)

e Sparse connectivity
o Shared weights

e Increasingly “global” receptive fields
o simple cells detect local features
o complex cells “pool” the outputs of simple cells within a retinotopic

neighborhood.
Feature maps m + 1 %
Feature maps m | @ Q|
I XX

Featuremapsm—-1 (@ © @ O




% Convolutional Networks (ConvNets)

o Hierarchical Representation Learning [Zeiler & Fergus 2013]

Figure courtesy: Yann LeCun

Low-Level
Feature

Mid-Level
Feature

High-Level
Feature

Trainable
Classifier
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/ Evolution of ConvNets

AlexNet, 8 layers VGG, 19 layers

GoogleNet, 22 layers ResNet, 152 layers
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/
ﬁ ConvNets v.s. Recurrent Networks (RNNs)

o Spatial Modeling vs. Sequential Modeling
e Fixed vs. variable number of computation steps.

The output depends ONLY The hidden layers and the output
on the current input additionally depend on previous states
of the hidden layers



/
f RNNs in Various Forms

One to One One to Many Many to One Many to Many Many to Many
DIDID € DIDED DINID
(DD (DD (DD (DD
< @ @ & (o) () @0 @) @) @
Image
classification Image
captioning

Sentence sentiment analysis /
Video recognition

Machine Translation Named Entity Recognition

(Sequence-to-sequence) (Sequence tagging)

Eric Xing @ CMU, 2005-2019 12 Lg



% Vanishing / Exploding Gradients in RNNs

ht = tanh(Whhht L+ Whx)

—()z= tann W—( )= tanh W—( )= tanh W—( )= tanh
H L ' L ' '

= m :h1:~s%k L., _s% | S
x1 x2 x3 x4

Bengio et al., 1994 “Learning long-term dependencies with gradient descent is difficult”
Pascanu et al., 2013 “On the difficulty of training recurrent neural networks” ~ °=ee®®®® ¥



% Vanishing / Exploding Gradients in RNNs

ht — tanh(Whhht_l + thxt)

W—=( )= tanh WOz tamn W—( )= tann )z= tanh
LU ol Bl I
h0 e st%ck I——_> h1 < sta%ck I——» h2 S st%ck \—» h3 — stack h
X4 X, X, x4
Computing gradient

of h, involves many
factors of W
(and repeated tanh)

Bengio et al., 1994 “Learning long-term dependencies with gradient descent is difficult”
Pascanu et al., 2013 “On the difficulty of training recurrent neural networks” ~ “% " @®#*%®



% Vanishing / Exploding Gradients in RNNs

ht — tanh(Whhht_l + thxt)

I o
W ‘( )<= tanh W—( )= tanh @=

: W—{ tanh. W—N ) tanhn‘
ho::’st%k Lz m:%ck L h, .:’%ck Ighl3 o stack Lh

%2 X3 x4

Largest singular value > 1: | ~ Gradient clipping: Scale

Computing gradient | Exploding gradients gradient if its norm is too big
of h, involves many

. grad_norm = np.sum(grad * grad)
factors of W Largest smgular value < 1: if grad_norm > threshold:

(and repeated tanh) Vanishing gradients grad *= (tkc2shold / arad_rorm)

Bengio et al., 1994 “Learning long-term dependencies with gradient descent is difficult” Lg
Pascanu et al., 2013 “On the difficulty of training recurrent neural networks” ~ °=e®®®®
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f Long-term Dependency Problem
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% Long-term Dependency Problem

(o) (h) (B) (R (i (e
O~ DD~
() () () () G

| live in France and | know  French

| live in France, a beautiful country, and | know _ French

Example courtesy: Manik Soni



/
{/ Long Short Term Memory (LSTM)

e LSTMs are designed to explicitly alleviate the long-term dependency
problem [Horchreiter & Schmidhuber (1997)]

&) ® 6
t T\ t
Standard RNN - >
A A
| a
S
© ® ©




/
f Long Short Term Memory (LSTM)

o Gate functions make decisions of reading, writing, and resetting
information

Forget gate: whether to erase cell (reset)
Input gate: whether to write to cell (write)

Output gate: how much to reveal cell (read)




/
(/ Long Short Term Memory (LSTM)

o Forget gate: decides what must be removed from h;_4

ftl ft=0Wg- [he—q,x¢] + by)



/
(/ Long Short Term Memory (LSTM)

o Forget gate: decides what must be removed from h;_4

ftl ft=0Wg- [he—q,x¢] + by)

e Input gate: decides what new information to store in the cell

iy =0(W;-|h—q1,x¢] + by)

it % Et = tanh(WC : [ht_l,xt] + bc)




/
(/ Long Short Term Memory (LSTM)

o Update cell state:

Co=fe*Coq+ ip*C

C
C_ t

®
fT | % forgetting unneeded things
s scaling the new candidate values by how

much we decided to update each state
value.



/
(/ Long Short Term Memory (LSTM)

o Update cell state:

Co=fe*Coq+ ip*C

>
fT | % forgetting unneeded things
t ¢ ét

scaling the new candidate values by how
much we decided to update each state
value.

o Output gate: decides what to output from our cell state

"4 0 =0(Wy - [hi_1, %] + b,)
D ht — O * tanh(Ct)
0t (X)
(0 B sigmoid decides what parts of the cell

he—1

T > state we’re going to output
© Eric Xing @ CMU, 2005-2019 24



% Backpropagation in LSTM

Uninterrupted gradient flow!

Ry
- =O=—> %=+ C 'R - e C > - ‘@: T (e
Co- = = Cr t ——C7 1
> f \ »> f \ > f |
—~ i —~ i — i
w—0- Lo w—0- Le w—0O- L
f g1~ "1’*‘ f g1~ “1"" | g1~ "l""
|

o No multiplication with matrix W during backprop

o Multiplied by ditferent values of forget gate -> less prone to
vanishing/exploding gradient



/
f RNNs in Various Forms

One to One One to Many Many to One Many to Many Many to Many
DIDID € DIDED DINID
(DD (DD (DD (DD
< @ @ & (o) () @0 @) @) @
Image
classification Image
captioning

Sentence sentiment analysis /
Video recognition

Machine Translation Named Entity Recognition

(Sequence-to-sequence) (Sequence tagging)
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% RNNs in Various Forms

cr Y- Yt Yet1 - -
e Bi-directional RNN

GGG
e Hidden state is the concatenation of both

forward and backward hidden states.

¢ A”OWS, the hldden State tO Capture bOth paSt and [Speech Recognition with Deep Recurrent Neural Networks, Alex Graves]
future information.

© Eric Xing @ CMU, 2005-2019 27 Lg



e Y Yt Ye+1 - - -

% RNNs in Various Forms

Nl
e Bi-directional RNN @ 0 @

e Hidden state is the concatenation of both
forward and backward hidden states.

@ A”OWS. the hldqen State tO Capture bOth paSt and [Speech Recognition with Deep Recurrent Neural Networks, Alex Graves]
future information.

o Tree-structured RNN mooowm o w
e Hidden states condition on both an input vector = S S ’é*
and the hidden states of arbitrarily many child " - & .
units.
e Standard LSTM = a special case of tree-LSTM 2 ! y3
where each internal node has exactly one child. ¥ " . v
i S v R

© Eric Xing @ CMU, 2005-2019 28
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/
(/ RNNs in Various Forms

e RNN for 2-D sequences

Pixel CNN Row LSTM
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[Pixel Recurrent Neural Networks, van den Oord. et al. 2016]



/ RNNs in Various Forms

o RNN for Graph Structures
o Used in, e.g., image segmentation

Structure-evolving
LSTM

]
£

B hair D null

Input Graph LSTM

B bet [ bag

hat [l face

l-arm dress

I-shoe B e W

skit Wl scarf B r-shoe W e W ram pants

[Semantic Object Parsing with Graph LSTM. Liang et al.

® Current node

Neighboring nodes
® Starting node

2016]
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% Outline

e Convolutional Networks (ConvNets)

e Recurrent Networks (RNNS)
o Long-range dependency, vanishing
o LSTM
o RNNSs in different forms

o Attention Mechanisms
o (Query, Key, Value)
o Attention on Text and Images

e [ransformers: Multi-head Attention

o Transformer
o BERT



4 Attention: Examples

e Chooses which features to pay attention to

e s

A dog is standing on a hardwood floor. A stop sign is on a road with a
- mountain in the background.

k :. ‘ . o

T —— N g _-'-;“"__’_:;'?;—::uﬁ:’ei.. '.'-;__‘ | e <
A little girl sitting on a bed with A group of Eeogle sitting on a boat A giraffe standing in a forest with
a teddy bear. in the water. trees in the background.

Image captioning [Show, attend and tell. Xu et al. 15] o xing @CHy, 2052019 32 g



% Attention: Examples

e Chooses which features to pay attention to

|’ accord sur E! zone économique européenne a
| I | | I I i l
B —— B —— B ——

B =1 B [==3l B ==t B =N B |
| \ % \
| ’
| |
A |2 A || A |2 A | A || A | A | e
I I 0 1 1 1 1

the agreement on the European Economic Area

Figure courtesy: Olah & Carter, 2016

© Eric Xing @ CMU, 2005-2019 33

Machine Translation %


https://distill.pub/2016/augmented-rnns/

% Why Attention?

Figure courtesy:


http://mlexplained.com/author/admin/

% Why Attention?

e Long-range dependencies
o Dealing with gradient vanishing problem

Figure courtesy: keitakurita © FrieXing @ CHU, 20052019 39 %



http://mlexplained.com/author/admin/

% Why Attention?

e Long-range dependencies
o Dealing with gradient vanishing problem

o Fine-grained representation instead of a single global representation
o Attending to smaller parts of data: patches in images, words in sentences

Figure courtesy: Lilian Weng

Encoder

Decoder

She

is

e

eating

—>

a

green

—>>

apple

Context vector (length: 5)

— .
[0.1,-0.2, 0.8, 1.5, -0.3] )

\ 4

[+ E | % - 8 %R

© Eric Xing @ CMU, 2005-2019
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% Why Attention?

e Long-range dependencies
o Dealing with gradient vanishing problem
o Fine-grained representation instead of a single global representation
o Attending to smaller parts of data: patches in images, words in sentences
o IMmproved Interpretability

I accord sur la zone économique européenne a
I I | [ l I [ l
Br—| BmrH—| BI—| B , B B 2 B =21 B |
| | , ‘
| \
\ \
\'a N
\
\
i
A le—=| A |e= A= Al A= A |e— A |
[ I | I | 1 1
the agreement on the European Economic Area

Figure Courtesy © Eric Xing @ CMU, 2005-2019 37 Lg


https://distill.pub/2016/augmented-rnns/

% Attention Computation

. . Encoder Key Vectors
e ENncode each token in the input

sentence into vectors

o« When decoding, perform a linear
combination of these vectors,
weighted by “attention weights”

o a = softmax(alignment_scores)

\

o

|

\

\

A
Query Vector , l

-1.0

i 0.3
Pk v

—__F o]

S | — v

al1=05 a2=0.3 a3=0.1 a4=0.1

Figure courtesy: MARTA R. COSTA-JUSSA Decoder OFricXing @ CMU, 20052019 38 Lg



% Attention Computation (cont’d)

: . Encoder ' Value Vectors
o« Combine together value by taking
the weighted sum N N R
: ‘ ; ;



Attention Computation (cont’d)

: . Encoder | Value Vectors |
o« Combine together value by taking
the weighted sum
— . —
: | | |
v v v v
o Query: decoder state . . . ,.
o Key: all encoder states Bi=05 acsla DA e ]
o Value: all encoder states eV LT



4 Attention Variants

e Popular attention mechanisms with different alignment score functions

Alignment score = f(Query, Keys)

Query: decoder state s,
Key: all encoder states h;

Value: all encoder states h;

Courtesy: Lilian Weng

Name

Content-base
attention

Additive(*)

Location-Base

General

Dot-Product

Scaled Dot-
Product(?)

Alignment score function

score(s;, h;) = cosinels;, h;]

score(s;, k;) = v, tanh(W,[s; h;])

a;; = softmax(W,s,)

Note: This simplifies the softmax alignment to only depend on the target
position.

score(s;, k;) = s W, h;

where W, is a trainable weight matrix in the attention layer.

score(s;, h;) = s/ h;

s/ hi

v

Note: very similar to the dot-product attention except for a scaling factor;
where n is the dimension of the source hidden state.

score(s;, h;) =

Citation

Graves2014

Bahdanau2015

Luong2015

Luong2015

Luong2015
Vaswani2017




% Attention on Images — Image Captioning

A
bird

flying
over

14x14 Feature Map

=

a
body
of
water
L. Input 2. Convolutional 3, RNN with attention 4. Word by

Image  Feature Extraction over the image word
generation

* Query: decoder state
« Key: visual feature maps
* Value: visual feature maps

[Show, attend and tell. Xu et al. 15] ©Eic Xing@CHU, 20052019 42



Attention on Images — Image Captioning

Hard attention vs Soft attention Sample regions of attention

=0, 0@ @

L.=) logp(y | z)

AfIying over a body of water. /|'4 ard 2c{0,.0.0.0)
512
| =
o -
| conv-512 | @ —
| conv-512 | . - ~§
L |—»  maxpool | s £
L =
V 14x14x512 = . ”
196 x 512 (L x D)
annotations ! ' N
O-a; \ioft
Le=> p(s|a)logp(y | s,a)
A variational lower bound of 2 = <[p1 0203 0405 16|, |@OOQO@®|>
maximum likelihood Computes the expected attention

MU, 2005-2019
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% Attention on Images — Image Captioning

Hard attention vs Soft attention




/' Attention on Images — Image Paragraph Generation

o Generate a long paragraph to
describe an image

o Long-term visual and language
reasoning

o Contentful descriptions -- ground
sentences on visual features

- - -

N

This picture is taken for three baseball players on a *
field. The man on the left is wearing a blue
baseball cap. The man has a red shirt and white
pants. The man in the middle is in a wheelchair and
holding a baseball bat. Two men are bending down
behind a fence. There are words band on the fence.

o
[ P ————

- —
S ———————————— -

A tennis player is attempting to hit the tennis ball
with his left foot hand. He is holding a tennis racket.
He is wearing a white shirt and white shorts. He has
his right arm extended up. There is a crowd of
= people watching the game. A man is sitting on the
W chair.

o e e
[ ————

___________________________________________________________________
-

~

' N
B8 A couple of zebra are standing next to each other on *

dirt ground near rocks. There are trees behind the
zebras. There is a large log on the ground in front of
the zebra. There is a large rock formation to the left
" of the zebra. There is a small hill near a small pond
- and a wooden log. There are green leaves on the
tree.

o —
L P ———_

45 4
’I
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4 Attention on Images — Image Paragraph Generation

Semantic Regions

Attentive /

Reasomng

[ Generator

Sentence

-7
Rl

Sentence |,

AW

Sentence

Sentence
Discriminator

Topic-Transition
Discriminator

[Recurrent Topic-Transition GAN for Visual Paragraph Generation. Liang et al. 2017]

Paragraph
description Corpus

|

46



4 Attention on Images — Image Paragraph Generation

Semantic Regions

i o I - S

S,

Semantic region e,
detection &  people playing baseball
captioning Local !° aman wearing white shirt and pants

Phrases

person wearing a helmet in the field
a man bending over



/' Attention on Images — Image Paragraph Generation

Semantic Regions
|+ oL

Semantic region
detection &
captioning

IR Attentive 2,
||| Reasoning .
s Pr— [ Gererator |-

Sentence

-7
il i

Sentence |,

Sentence

D]

Attention on both
visual regions and
text phrases

Sentence
Discriminator

Discriminator

e
{ Topic-Transition

Paragraph
description Corpus

|

48



/' Attention on Images — Image Paragraph Generation

Semantic Regions
I l'; ;m .;__ oy I__|

Semantic region
detection &
captioning

Sentence

Attention on both
visual regions and
text phrases

/
L -
4

-\ \| !E

-

Lol N
—— - - ——— - AR TSN A
.~ td ’,*\\ N

Attentive 2,
Reasoning . ,
P — [ Geridrator |2 Sentence [
\ |
SN |
\ Sentence |’
\ .
\ :
. A
\ Hierarchical text
\ generation

Sentence
Discriminator

Discriminator

{ Topic-Transition

Paragraph
description Corpus

|

49



/' Attention on Images — Image Paragraph Generation

Semantic Regions | T
I WYy : Sentence .

Proc
4
[ A |
4

SNy Sentence
‘7| Discriminator %

Sentence |,

Hﬁ-&-—

Q ~t

Y o

o -

S =

= <

> o

0q

S—

(0)
1)

i T IO
o _L____._
@

Q
~—+
(@)
-
)
A \

Paragraph
description Corpus | !

»< 2
R, VI AR I X G N
- 7 "9*\\

A . w Topic-Transition [f
: ! ! ‘%‘ { Discriminator
: \ : Sentence | |
I \ I !
) \ S T
. _ S T Multi-level

Semantic region \ Hierarchical text adversarial

detection & 0 generation learning

captioning Attention on both

visual regions and
text phrases

50



% Attention on Images — Image Paragraph Generation

_w 1) people riding a bike
__—72 a bicycle parked on the sidewalk

)
= )
Ak | 7* 3) man wearing a black shirt

A 4) a woman wearing a yellow shirt
5) a red and black bike
6) a woman wearing a shirt

-
g
-
SR L
b
S
-
-

Parag raph: A group of people are riding bikes. There are two people
riding bikes parked on the sidewalk. He is wearing a black shirt and
Jjeans. A woman Is wearing a short sleeve yellow shirt and shorts.
There are many other people on the red and black bikes. A woman
wearing a shirt is riding a bicycle.

l
I
I
I
I
I
I
I
I
i

~_----'

\



? Outline

e Convolutional Networks (ConvNets)

e Recurrent Networks (RNNS)
o Long-range dependency, vanishing
o LSTM
o RNNSs in different forms

o Attention Mechanisms
o (Query, Key, Value)
o Attention on Text and Images

e [ransformers: Multi-head Attention

o Transformer
o BERT



Transformers — Multi-head (Self-)Attention

o State-of-the-art Results by Transformers

o [Vaswani et al., 2017] Attention Is All You Need
Machine Translation

o [Devlin et al., 2018] BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding
Pre-trained Text Representation

o [Radford et al., 2019] Language Models are Unsupervised Multitask Learners
Language Models



/
{/ Multi-head Attention

| MatMul |
A

I SoftMax |
| Mask (opt.) I

)
[ Scale ]

1l

\Y

Scaled Dot-Product Attention

Image source: Vaswani, et al., 2017



http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf

/
(/ Multi-head Attention

i- ___________ E\\ -Linear

! | MatMul I, \ ‘

: '_1_1 ¢ : \ Concat]

! SoftMax ! \ 1

I I © A

I

: | I\/Iaskf(opt.) I i Soaleit?ec)r:{iz;oduot .]Jéh
: [ Scale ] : / r?l I-A'! r?l

: '_f_l : / [I_inear]J I_inear]J I_inear]J
! MatMul v/

= e

: '/

I

____________ vV V K Q
Scaled Dot-Product Attention Multi-head Attention

Image source: Vaswani, et al., 2017



http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf

/
{/ Multi-head Attention

mmmmmm e N i it A
: ' \ ' Linear 1\
: I I I \ 4 N\
! [ vatmu J 1\ | —>{(CAdd & Norm J
| ';l | I onca I \ Feed
! SoftMax ! \ | 1 | \ Forward
| | I, |
: | Mask (opt.) I : : Scaled Dot-Product h: ‘\\‘ 1
I 3 : I Attention I |
! | | | | ! ~>("Add & Norm }
l [Soale] | /| pa s l =
I I / (o ]J _ ]J . ]J | ulti-Head
I '_f_l I / : [I_mear Linear Linear I Attention
| |
; MatMul : / : : 1 7 A AI} A
: 1 1 | / | | «L | y
Q. K Vo ! s .
____________ |__V_____K____9____|/
Scaled Dot-Product Attention Multi-head Attention

Image source: Vaswani, et al., 2017



http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf

/
{/ Multi-head Attention in Encoders and Decoders

Transformer robabities

(| Add & Norm

Feed
Forward

Encoder Decoder
s ~\ lm_l\lﬁ:

I
Add & Norm Multi-Head
= Feed Attention
Forward Forward 7 7 Nx
~— —
Add & Norm
Add &N
g L i Nx | —(Add & Norm ) 1
Multi-Head Masked
Attention Multi-Head Multi-Head
A ) Attention Attention
— N L L
— L
\ J Y,
Positional @_@ ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

© Eric Xing @ CMU, 2005-2019 57 g
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Multi-head Attention in Encoders and Decoders

Output
Transformer Probabilis
__Softmax__|
(7 N
Add & Norm
Feed
Forward
" 1 =\ Add & Norm
ol e Mult-Head
FFeedd Attention N
orwar x
3 ) }f_)
Nx Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
A -y At
C J \ _JJ
Positional Positional
Encodi P ¢ -
ncoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 1: The Transformer - model architecture.

Image source: Bgg

encoder self attention

1. Multi-head Attention
2. Query:Key:VaIue

decoder self attention

1. Masked Multi-head Attention
2. Query:Key:VaIue

encoder-decoder attention

1. Multi-head Attention
2. Encoder Self attention= Key:VaIue
3. Decoder Self attention:QueI’y
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Image source: Vaswani, et al., 2017
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4 BERT: Pre-trained Text Repres

e (Conventional word
embedding:
o Word2vec, Glove

o A pre-trained matrix, each
row is an embedding
vector of a word

Image source: Vaswani, et al., 2017
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o A pre-trained matrix, each
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English Wikipedia Corpus

entation Model

The Annuzl Reminder continued through July 4, 196S. This final
Annual Reminder took place less than a week after the June

28 Stonewall riots, in which the patrons of the Stonewall Inn, a gay
bar in Greenwich Village, fought against police who raided the

bar. Rodwell received several telephone calls threatening him and
the other New York participants, but he was zble to arrange for
police protection for the chartered bus all the way to Philadelphia.
About 45 people participated, including the deputy mayor of
Philadelphia and his wife. The dress code was still in effect at the
Reminder, but two women from the New York contingent broke
from the single-file picket line and held hands. When Kameny tried
to break them apart, Rodwell furiously denounced him to onlooking
members of the press.

Following the 1363 Annuzl Reminder, there was a sense, particularly
among the younger and more radical participants, that the time for
silent picketing had passed. Dissent and dissatisfaction had begun to
tzke new a2nd more emphatic forms in society.”/The conference
passad a resolution drafted by Rodwell, his partner Fred Sargeant,
Broidy and Lindz Rhodes to move the demonstration from July 4 in
Phi iz to the last kend in June in New York City, as well as
proposing to "other orgzanizations throughout the country...
suggesting that they hold parallel demonstrations on that day" to
commemorate the Stonewall riot. ........
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e BERT: A model to extract contextualized word embedding
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e BERT: A model to extract contextualized word embedding
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e BERT: A model to extract contextualized word embedding
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e Use BERT for sentence classification

85% Spam

15% Not Spam

[ Classifier J

B 1

BERT
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 Huge improvements over SOTA on 12 NLP task

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 810 860 61.7| 74.0
BiLSTM+ELMo+Attn 76.4/76.1 648 799 904 360 733 849 568| 71.0
OpenAl GPT 82.1/81.4 70.3 88.1 913 454 800 823 56.0| 752
BERTgASE 84.6/83.4 71.2 90.1 935 52.1 858 889 664 79.6
BERT[ ARGE 86.7/85.9 721 911 949 60.5 865 893 70.1| 81.9

Table 1: GLUE Test results, scored by the GLUE evaluation server. The number below each task denotes the
number of training examples. The “Average” column is slightly different than the official GLUE score, since
we exclude the problematic WNLI set. OpenAl GPT = (L=12, H=768, A=12); BERTgasg = (L=12, H=768,
A=12); BERTarge = (L=24, H=1024, A=16). BERT and OpenAl GPT are single-model, single task. All
results obtained from https://gluebenchmark.com/leaderboard and https://blog.openai.

com/language—unsupervised/.

3
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o« Model architecture:
o A big Transformer Encoder (240M free parameters)

o Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)

e [raining procedure

o masked language model (masked LM)
Masks some percent of words from the input and has to reconstruct those words
from context
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Masked LM

Use the output of the
masked word’s position

to predict the masked word

Randomly mask
15% of tokens

Input

[CLS]

[CLS]

0.1% Aardvark

Possible classes:
All English words 10% Improvisation

0% | Zyzzyva

FFNN + Softmax

BERT

Let's  stick to [MASK] in this  skit

Let’s stick to improvisation in this skit



BERT: Pre-training Procedure

o« Model architecture:
o A big Transformer Encoder (240M free parameters)

o Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)

e [raining procedure

o masked language model (masked LM)

Masks some percent of words from the input and has to reconstruct those words
from context

o Two-sentence task
To understand relationships between sentences

Concatenate two sentences A and B and predict whether B actually comes after A
In the original text



/" BERT: Pre-training Procedure

e [WO sentence
task

Predict likelihood
that sentence B
belongs after
sentence A

1% | IsNext

99% NotNext

FFNN + Softmax

Tokenized
Input

Input

[CLS] the Nne [MASK]

[CLS] the man [MASK] to the store

Sentence A

BERT

enguin [MASK] are flightless bird:

Sentence B



% BERT: Pre-training Procedure

e BERT is trained on 4 TPU pods (=256 TPU chips) in 4 days
o TPU: a matrix multiplication engine

e =64V100 GPUs, Infiniband network, 5.3 days

e = a standard 4 GPU desktop with RTX 2080Ti, 99 days

source: Tim Dettmers



% Word Embedding on Texar

%Texar

e A general-purpose text generation toolkit on TensorkFlow

Texar stack
Applications
Training Evaluation Prediction

Architectures Losses MonoText PairedText  Executor Optimizer

Encoder Decoder Embedder Classifier (Seq) MaxLikelihood  Adversarial Dialog Numerical ~ Seg/Episodic RL Agent

Memory Connector  Policy QNet Rewards RL-related Regularize Multi-field/type Parallel  Ir decay /grad clip /...

© Eric Xing @ CMU, 2005-2019



/" Word Embedding on Texar

Ooo~NOYUTH WNPE

e Word2vec, Glove

import texar as tx

# Load data and pre-trained word embedding matrix
data = tx.data.MonoTextData(hparams=config.data)
iterator = tx.data.Datalterator(data)

data_batch = iterator.get_next()

# Create and initialize word embedder
embedder = texar.modules.WordEmbedder(
init_value=data.embedding_init_value, hparams=config.emb)

# Embed text into vectors
data_embed = embedder(data_batch)

# Downstream tasks
classifier = tx.modules.ConvlDClassifier(hparams=config.clas)
logits, pred = classifier(input=data_embed)

< Texar

21 - config.data = {

22 ~
23
24
25
26

"embedding_init": {
"file": "word2vec.pretrain.dat"

"read_fn": "load_word2vec" # "load_glove"

© Eric Xing @ CMU, 2005-2019
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/" Word Embedding on Texar

e Word2vec, Glove

import texar as tx

# Load data and pre-trained word embedding matrix
data = tx.data.MonoTextData(hparams=config.data)
iterator = tx.data.Datalterator(data)

data_batch = iterator.get_next()

# Create and initialize word embedder
embedder = texar.modules.WordEmbedder(
10 init_value=data.embedding_init_value, hparams=cc

Ooo~NOYUTH WNPE

12 # Embed text into vectors
13 data_embed = embedder(data_batch)

15 # Downstream tasks

29
30
31
32
33
34
35

BERT

# Create BERT embedder

embedder = tx.modules.TransformerEncoderChparams=bert_config)

# Initialize BERT embedder

texar.init_bert_checkpoint("./bert.ckpt")

# Embed text into vectors
data_embed = embedder(data_batch)

16 classifier = tx.modules.ConvlDClassifierChparams=config.clas)

17 logits, pred = classifier(input=data_embed)

< Texar

© Eric Xing @ CMU, 2005-2019
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ﬁ Seqg2seq Attention on Texar

# Read data
dataset = PairedTextData(data_hparams)
batch = Datalterator(dataset).get_next()

—

# Encode
embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)
encoder = TransformerEncoder(hparams=encoder_hparams)
enc_outputs = encoder(embedder(batch['source text ids']),
batch['source length'])

O o0 9 O »n B~ W

)

# Decode
decoder = AttentionRNNDecoder(memory=enc_outputs,
hparams=decoder_hparams)
outputs, length, = decoder(inputs=embedder(batch['target text ids']),
seq_length=batch['target_length']-1)

— e e e e
AN AW N =

# Loss

—_—
oo

loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text ids'][:,1:], logits=outputs.logits, seq_length=length)

[0
S O
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f Seq2seq Attention on Texar

O 0 9 O n kA WD =

[\ I e e e e e e T e
S O 0 NN N R WD = O

# Read data
dataset = PairedTextData(data_hparams)
batch = Datalterator(dataset).get_next()

# Encode

embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)
encoder = TransformerEncoder(hparams=encoder_hparams)

enc_outputs = encoder(embedder(batch['source text ids']),

batch['source length']) 3
4
# Decode 5

decoder = AttentionRNNDecoder(memory=enc_outputs, 6~
hparams=decoder_hparams) 7

outputs, length, = decoder(inputs=embed_d5e_r_(_béjtéﬁ[_'t_a_rzg_e_t__{éit___ic_:lé'_]i, ___________ g )
seq_length=batch['target_length']-1) 10
11

# Loss 12 1}

loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text ids'][:,1:], logits=outputs.logits, seq_length=length)

1~ decoder_hparams
2~

1

"rnn_cell': {
'LSTMCell’

"type':
}
"num_layers': 2,
"attention': {
"type': 'LuongAttention',
"kwargs': {
"num_units': 256,

}
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; Takeaways

o Convolutional Networks (ConvNets)

o Recurrent Networks (RNNS)
o LSTM designed for long-range dependency, vanishing gradients
o RNNSs not only for sequence data, but also 2D sequences, Trees, graphs

e Attention Mechanisms

o Three core elements: (Query, Key, Value)
o Many variants based on alignment score functions
o Attention on Text and Images

e [ransformers: Multi-head Attention

o Transformer: encoder-decoder %Texa r

o BERT: pre-trained text representation
o GPT-2: pre-trained language model



