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Approximate Policy 
Iteration

Emma Brunskill

Many thanks to Alan Fern for 
the majority of the LSPI slides. 
https://web.engr.oregonstate.edu/~afern/classes/cs533/notes/lspi.pdf 
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Fitted Value Iteration: 
Treatment Decision Making

Informing sequential clinical decision-making through reinforcement learning: an empirical study
Shortreed et al. Machine Learning Journal 2011
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Patient State Variables
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Used Linear FQI

Challenges

• Missing data for patients
• How much better is the best computed policy 

from any other? Can we trust Q estimates?
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Fitted V/Q Iteration Summary

• Model free, value function based technique
• Performs supervised learning problem at each iteration 

to fit the V/Q function
• Due to iterative nature, error can compound (worse 

than linear)
• Input data sampling distribution has a crucial impact
• Poor performance (divergence) possible, choice of 

function class/regressor important (for convergence and 
accuracy of resulting estimate)
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Image from David Silver

FVI / FQI



2/18/15 7

Drawings by Ketrina Yim

Value Iteration
Maintain optimal values if 

have n more actions

Policy Iteration
Maintain value of following a 

particular policy forever

7



2/18/15 8

Policy Iteration for Infinite Horizon

Drawing by Ketrina Yim

Given MDP
1. Policy Evaluation: Calculate 

exact value of acting in 
infinite horizon for a 
particular policy

2. Improve policy

3. Repeat 1 & 2 until policy 
doesn’t change

8
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Image from David Silver

FVI / FQI

Policy Iteration 
maintains both 

an explicit 
representation 
of a policy and 

the value of 
that policy

PI
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No max in Bellman eqn so linear set of 
equations… Analytic Solution!

10

Requires taking an inverse of a S by S matrix: O(S3)
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Policy Improvement

• Have Vπ(s) for all s

• First compute

• Then extract new policy. 
For each s, 

11
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Policy Iteration for Infinite Horizon

Drawing by Ketrina Yim

1. Policy Evaluation: Calculate 
exact value of acting in 
infinite horizon for a 
particular policy

2. Policy Improvement

3. Repeat 1 & 2 until policy 
doesn’t change
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Drawings by Ketrina Yim

Value Iteration
Keep optimal value for 

finite steps, increase steps

Policy Iteration
Maintain value of policy

Improve policy



2/18/15 14

Drawings by Ketrina Yim

Value Iteration
More iterations

Cheaper per iteration

Policy Iteration
Fewer Iterations

More expensive per iteration
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Back to Offline, Batch Setting

• Don’t know MDP transition or reward models
• Have a set of samples
• Huge or infinite state space
• Want to compute good policy to use in the 

future
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Approximate Policy Iteration

Figure modified from 
Lagoudakis & Parr 2003
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API Guarantees 
(Bertsekas & Tsitsiklis;  Lagoudakis & Parr)

error in policy evaluation

error in 
policy improvement



2/18/15 18

Least Squares Policy Iteration
Lagoudakis & Parr (2003)

EasyKey 
part
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LSPI Guarantees
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LSPI Guarantees

LSPI bound (no error in 
policy improvement)

generic approx policy 
iteration bound
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Least Squares Policy Iteration
Lagoudakis & Parr (2003)

EasyKey 
part
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Slides from here onwards are drawn from Alan 
Fern unless otherwise noted
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samples
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How would this work on the example from 
Tsitsiklis & Van Roy we did last time? What w 
is computed?
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Different Fitting Objectives:
What is FVI minimizing? What is LSTD minimizing?

Image from Lagoudakis & Parr 2003
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● Note: LSTD as just described assumes estimating the 
value of a fixed policy

● Samples generated from this fixed policy
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Least Squares Policy Iteration
Lagoudakis & Parr (2003)

EasyKey 
part
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Convergence of Control Algorithms 
with Different Representations

Image from David Silver

(on-policy Q-learning)
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Open Questions

• Sample efficiency?
• Feature representation?
• Which objective function (fixed point, 

minimizing projected error, etc) is best?
• Homework 1 is a chance to explore some of 

these issues


