SEPARATING DISTRIBUTION-FREE AND MISTAKE-BOUND
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Abstract. Two of the most commonly used models in computational learning theory are the
distribution-free model in which examples are chosen from a fixed but arbitrary distribution, and
the absolute mistake-bound model in which examples are presented in an arbitrary order. Over
the Boolean domain {0,1}", it is known that if the learner is allowed unlimited computational
resources then any concept class learnable in one model is also learnable in the other. In addition,
any polynomial-time learning algorithm for a concept class in the mistake-bound model can be
transformed into one that learns the class in the distribution-free model.

This paper shows that if one-way functions exist, then the mistake-bound model is strictly
harder than the distribution-free model for polynomial-time learning. Specifically, given a one-way
function, we show how to create a concept class over {0,1}" that is learnable in polynomial time in
the distribution-free model, but not in the absolute mistake-bound model. In addition, the concept
class remains hard to learn in the mistake-bound model even if the learner is allowed a polynomial
number of membership queries.

The concepts considered are based upon the Goldreich, Goldwasser and Micali random function
construction [9] and involve creating the following new cryptographic object: an exponentially long
sequence of strings 01,02, ...,0y over {0,1}" that is hard to compute in one direction (given o; one
cannot compute o; for j < i) but is easy to compute and even make random-access jumps in the
other direction (given o; and j > ¢ one can compute o, even if j is exponentially larger than i).
Similar sequences considered previously [6, 7] did not allow random-access jumps forward without
knowledge of a seed allowing one to compute backwards as well.
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1. Introduction. Two of the most popular theoretical models for learning from
examples are the distribution-free model, also known as the probably-approximately-
correct (PAC) or “Valiant-style” learning model [17, 25], and the absolute mistake-
bound model [21]. In both models, the goal of a learner is to approximately infer some
unknown target concept from positive and negative examples of that concept. In the
distribution-free model, an adversary chooses a distribution over the labeled examples
from which the learner may sample. The learner, from a polynomial (in relevant
parameters discussed in Section 2) number of samples, must produce a hypothesis that
agrees with the target concept over most of the distribution. In the mistake-bound
model, the adversary instead actually chooses the order in which examples appear.
Here, the learner sees unlabeled examples, and after each must predict whether it is
positive or negative before being told its true classification. The job of the learner in
the mistake-bound model is to make a polynomially bounded number of mistakes.

In this paper, we will consider the “representation-independent” versions of the
distribution-free and mistake-bound models, also known as the “prediction” model
[12, 13], in which the learner’s hypotheses need not be of the same form as the target
concept. The mistake-bound model is equivalent to Angluin’s equivalence query model
[3, 21] when query hypotheses are similarly not restricted.

It is known that any algorithm for learning a concept class in the mistake-bound
model can be converted to one that will learn the class in the distribution-free model
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[3, 18]. If computational considerations are ignored, then over the Boolean domain
{0,1}™ the converse holds as well. Any concept class over {0,1}" learnable with
polynomial sample size (and not necessarily polynomial time) in the distribution-
free model can also be learned with a polynomial mistake bound (in not necessarily
polynomial time) in the mistake-bound model [3, 21]. At the heart of the proof for
this last direction is the use in the mistake-bound model of the “halving algorithm”.
This algorithm enumerates all concepts in the class, predicts according to majority
vote, and when a mistake is made throws out the concepts that predicted incorrectly.
The equivalence of learnability in the non-computational setting has led researchers
to wonder (eg. [16]) whether the models remain equivalent when computation is
limited—especially in light of recent work showing that the distribution-free model
is equivalent to a seemingly much easier form of learning known as “weak-learning”
[24].

In this paper we show that if we consider only algorithms that run in polyno-
mial time, then if one-way functions exist, the distribution-free and mistake-bound
models over {0,1}™ are not equivalent. Specifically, we create a concept class start-
ing from a pseudorandom bit generator [6, 7, 26], which is learnable in polynomial
time in the distribution-free model but not in the mistake-bound model. The exis-
tence of pseudorandom bit generators has been proven equivalent to the existence of
one-way functions [20, 15, 11]. The concept class we create remains hard to learn
in the mistake-bound model even if the learning algorithm is allowed membership
queries—the ability to ask whether examples of its own choosing belong to the target
concept. So, for instance, the position of this concept class contrasts with that of
deterministic finite automata (DFAs) which are learnable in a mistake-bound model
with membership queries [2] but not in the distribution-free model [19].

The concept class created is based upon the Goldreich, Goldwasser, and Micali
random function construction [9] and involves creating the following new crypto-
graphic object: an exponentially long sequence of strings 1,09, ...,0, over {0,1}"
that is hard to compute in one direction (given o; one cannot compute o; for j < 1)
but is easy to compute and even make random-access jumps in the other direction
(given o; and j > i one can compute oj, even if j is exponentially larger than ¢). This
sequence is “stronger” than those considered previously [6, 7] in the sense that for
those sequences, the only known way to compute in the forward direction (without
knowing the seed that allows one to compute in the other direction as well) is to
compute the strings sequentially in order.

The sequence of strings is useful for separating the learning models for roughly the
following reason. Attached to each o; is a classification that can only be computed
given o; for j < i. So, an adversary can present the strings in the reverse order
Or,0p_1, ... and cause the learner to make a mistake nearly half the time. However,
for any distribution over the strings, if a learner collects m samples, we expect that
about = of the distribution falls on the “easy side” (the set of o; for j > i) of the
string o; of least index seen. The “random-access forward” property of the sequence
then allows the distribution-free learner to use o; as a predictor for any o; for j > 1.
Notice that without the random-access property, then even on a uniform distribution
the learner might still fail because the examples seen would likely all be exponentially
far away from each other.

An earlier version of this paper appears in [5].

2. Notation, definitions, and background . An ezample x is an element of
{0,1}™ and a concept is a set of examples (subset of {0,1}"). We will also identify
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concepts with their indicator functions, defining c(x) = 1 if z € ¢ and c¢(z) = 0
otherwise. For a given target concept ¢, a labeled example of ¢ is a pair (x, ¢c(x)) where
x is an example and c¢(z) is its classification. An example x is a positive example if
¢(x) = 1; otherwise it is a negative example. A concept class is a collection of concepts,
together with a (sometimes implicit) representation for each concept.! For instance,
the class of DNF formulas consists of concepts given in a disjunctive-normal-form
representation. If ¢ is a concept in a given concept class C, we use |c| to denote the
size of the (smallest) representation of ¢ under C. In both the distribution-free and
mistake-bound models, the object of a learning algorithm for a concept class C' is to
approximately infer an unknown target concept ¢ € C from examples. The models
differ in how examples are chosen and how successful learning is defined.

In the distribution-free model, there is some distribution D over the set of labeled
examples of the target concept. The learning algorithm is allowed to sample from
D and based on this information and knowledge of the class C' to which the target
concept belongs, must produce a hypothesis h that approximates the target concept.
In particular, if ¢ is the target concept, we say a hypothesis h has error ¢ if on pair
(x,c(x)) chosen from D, the probability that h(z) does not equal ¢(z) is €. We will
allow the hypothesis produced by the algorithm to not necessarily belong to concept
class C (this version is sometimes termed “polynomial predictability” [12, 13]). More
formally, an algorithm A learns in the distribution-free model a concept class C over
{0,1}™ if for some polynomial P, for all target concepts ¢ € C, distributions D, and
error parameters £ and 8: in time at most P(n, 1, 1, |c|) the algorithm with probability
at least 1 — ¢ finds a polynomial-time evaluatable hypothesis h (not necessarily from
C') with error at most . See Haussler et al. [12] for various equivalent formulations
of the distribution-free model.

In the mistake-bound model, instead of a distribution, we imagine there is some
adversary presenting the examples in any order it wishes. Learning is done on-line
in a sequence of stages. In each stage the adversary presents an unlabeled example
to the learner, the learner suggests a labeling, and then the learner is told whether
or not that labeling was correct. The object of the learning algorithm is to make
at most a polynomial number of mistakes. Algorithm A [earns a concept class C in
the mistake-bound model if for some polynomial P, for all target concepts ¢ € C and
all orderings of the examples, the algorithm makes at most P(n,|c|) mistakes using
polynomial time in each stage [21].

A membership query is a query in which the learner selects an unlabeled example
of its own choosing and asks for (and is told) that example’s classification. We may
incorporate membership queries into the mistake-bound model by allowing the learner
at each stage to choose either to make a membership query or else to receive an
example from the adversary. We will say that Algorithm A learns a concept class
C in the mistake-bound model with membership queries if for some polynomial P,
for all target concepts ¢ € C, the algorithm makes at most P(n,|c|) mistakes and
membership queries using polynomial time in each stage.

Note that in all models, we require a learning algorithm to run in polynomial
time. In some of the literature, this is called “polynomial learnability.”

We now review some useful notation and definitions from the cryptographic lit-
erature. If S is a set we will use the notation s€,S to mean that s is chosen

1 To be rigorous, we should define a concept class C to be a family {C,,} (one for each n) where
Cy, is defined over {0,1}". In order to avoid overly cumbersome notation, we shall assume this type
of indexing is done implicitly.
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uniformly at random from S. For convenience, if A is a probabilistic polynomial
time (PPT) algorithm and g¢ is some function, we will use Pg(A,g(s)) to mean
Pr[A(g(s)) =1 s€,{0,1}7]. If g(s) = s we will just write Pg(A,s). In order to
simplify the statements of some of the theorems, in this paper we will use the term
“algorithm” to include circuit families (non-uniform algorithms).

Informally, a Cryptographically Strong pseudorandom Bit generator, or CSB gen-
erator to use the notation of GGM, is a deterministic polynomial-time algorithm that
given a randomly chosen input produces a longer pseudorandom output. More for-
mally we have the following.

DEFINITION 1. A deterministic polynomial-time program G is a CSB generator
with stretch t if on input s € {0, 1}* it produces a tk-bit output, and for all probabilistic
polynomial-time algorithms A, for all polynomials @, for all sufficiently large k:

1

|Pr(A,G(s)) — P4, s)] < o)
That is, no polynomial-time algorithm can distinguish with a 1/poly(k) probability
between a string chosen randomly from {0,1}** and the output of G' on a string
chosen randomly from {0, 1}*. For this paper, we will just need a CSB generator G
with stretch 2.

For a CSB generator G that on input s € {0, 1}* produces a 2k-bit output G(s) =
b1,...,bok, let us define the following notation.

(i) Let Go(s) be the leftmost k bits by,...,br of G(s), and let G1(s) be the
rightmost k bits bgy1, ..., bagk.

(ii) For a d-bit string i = iy ...iq € {0,1}4, let
Gil'”id (8) = Gid (Gid—l ( e Giz (Gil (S)) - ))
Note that this is well-defined because G (s) and G1(s) are both k-bit strings.

(iii) Let Gj(s) = Gi(s) and let G (s) = A (i.e., the empty string). Think of G’
as a rightward-shift of G.

If x and y are strings, we will use z o y to denote the concatenation zy. Also, if
an example created by a concatenation of strings has length less than n, then we will
implicitly pad with 0’s, say on the right. Finally, let LSB[z] denote the rightmost bit
of string z.

We now review the GGM random function construction. Let G be a CSB gener-
ator that on input s € {0, 1}* produces a 2k-bit output. Goldreich, Goldwasser, and
Micali define the function f, : {0,1}* — {0,1}* on input ¢ = 4; ...} to be:

fs(l) = Gil”'ik (S) = le (Gik—l(' . Gil (S) . ))

The function fs; can be viewed as a complete binary tree of depth k. The root is
the seed s, and on input 4, the output fs(¢) is the ith leaf in the tree if ¢ is viewed
as a binary number between 0 and 2*. Though this fact will not be needed for
our purposes, it is proved that the collection Fj = {fs}sco,13+ is a “poly-random”
collection of functions over {0,1}*. Essentially, this means that no polynomial-time
algorithm can distinguish between a function chosen randomly from Fj, and a function
chosen randomly from the class of all functions from {0, 1}* to {0,1}*.

We will use the basic form of the GGM construction as a starting point to create a
concept class that separates the distribution-free and mistake-bound learning models.
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F1G. 1. Darkened regions are information given with (z%,cs(xl)) for i = 0101.

3. A concept class to separate the learning models. We now create a
concept class over {0,1}" that is learnable in the distribution-free model but not in
the mistake-bound model if one-way functions exist. We first give the formal definition
of the class, and follow this by a more informal explanation and example. Given a
CSB generator G, we will fix k, the size of seed s, to equal |[\/n].

DEFINITION 2. Let Co = {cs}seqo,1}+ where the concepts cs are defined as follows:

cs = {2t 1 i€ {0,1}* and LSB[G,,...;, (s)] = 1},
where for each i =iy - - iy,

l‘é =1io0 G;l (S) © G{Lg (Gil (S)) © G;g (Giliz (S)) ©...0 G;k (Gil”'ik—l (S))

Now the informal description. There is one concept ¢, for each s € {0,1}*. For
each i such that LSB[f,(i)] = 1, there is an associated positive example z* for cg, so
there are about 2LV™=1 positive examples for ¢;. We can think of the labeled example
(2%, cs(xl)) as the pair (i, LSB[fs(i)]) together with the following extra information:
for each bit i; equal to zero (running left to right along ¢), we include the right half of
G(Gi,...i;_, (s)). For example, if & = 4 and i = 0101, then we would have (see Figure
1):

i = 01010 G1(s) o Ao G1(G1(Go(s))) o A
= 0101 0 G1(s) o Go11(s)
cs(xt) = LSB[Go101(5)].

We will think of the index ¢ as both a bit string and a binary number between 0 and
2k,

Notice that negative examples of ¢s come in two forms: some are examples z°
for which LSBJ[f;s(¢)] = 0 and some are just bit strings from {0,1}" that are not of
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the form 2z for any i. We will call the examples z% the “good examples” of c; so
the positive examples of cs are the good examples z% such that LSB[fs(i)] = 1. The
examples ¢ will be shown to have the property of the strings o; mentioned in the
introduction.

For convenience, let us define the following additional notation.

(i) Let 2% be the (correctly) labeled good example (2%, cs(2?)).
(i) Let Z be the incorrectly labeled good example (z%,1 — c4(x%)).
(iii) For iy...i4 € {0,1}%, let:
Ghta(s) = G (s) o G, (Giy(s) 0 ... 0 G} (Giyvig_, (5))-

So, example z% is equal to i o G (s).

We now demonstrate an algorithm that on input 2% and j > i computes 2J in
time O(nT}) where T is the time to compute G on a k-bit input. The essential idea
of the algorithm is that contained in example x% are ancestors in the full binary tree
of each piece of information contained in 2J. The reason we want to compute the
entire zJ and not just the classification cg(z7) is that the learning algorithm, given
an example x that purports to be some 2/ (because its first k bits are j), first will
compute zJ to verify that x really is the “good example,” and then predict positive
exactly when both = 27 and the classification of 7 is 1.

Algorithm Compute-Forward
Given: z¢ and j > i.
1. Writei =141 ---ix and j = j1 - - - jx. Let r be the least index such that i, # j,..
Since j > i, we have i,, = 0 and j, = 1.

2. Extract from z! the portions:

u =G, (s) 0 G}, (G (s)) 0.0 G} (Giyoi, s (5)) = G777 (s).

Tr—1

0= Gl (Girir 1 (5)) = Girooss(5).
(Notice that G’; (Gj,...j,_,(s)) = \.)

3. If r =k, output:  (j owo A\, LSBv]).
Otherwise, output: (j owo Ao GIr+1Jk (v), LSB[G}, , ,...;, (v)])-

Algorithm Compute-Forward produces zJ as output for the following reason. By
the definition of 7, we know G ir-1(s) = GI1-Jr-1(s), so uo A = GI1-Jr-1(s) o
G, (Gyyoiy () = GIt--37(s). Since v = Gy.., (s), we have:

UO)\OGjT+1"'j’“(v) — Gjl"'jr(s)OGjr+1"'jk(Gjl_”jr(s)) — Gjl"'jk(s)7

and LSB[G}, ,,...;, (v)] = LSB[G, ...j, ()] = ¢s(27). In addition, algorithm Compute-
Forward uses at worst O(k?) computations of G.
THEOREM 3.1. Concept class Cq is learnable in the distribution-free model.
Proof. Algorithm Learn-C.; works as follows. Collect m > %ln% labeled exam-
ples. If all examples are negative, hypothesize the empty concept. Otherwise, we
know each positive example is a “good example”, so let i be the index (first k bits)
of the positive example z% of least index seen so far. Produce the hypothesis:
“On example z, let j be the first k bits of . If j < ¢ predict 0. If
j > i, use algorithm Compute-Forward to produce labeled example
(29, cs(22)). If x = 27 then predict cs(27); otherwise predict 0.”
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One simple way to see that Learn-C learns in the distribution-free model is just
to notice that it is an “Occam Algorithm” in the sense of Blumer et al. [8] since for
any size sample, the hypothesis produced has size O(n) and is consistent with all the
data seen. Alternatively, one can use a direct argument of the type used for learning
a subinterval [0, a] of the interval [0,1]. Let [ be the least index such that the set
of examples S; = {27 : j <1 and cs(2]) = 1} has probability at least . Algorithm
Learn-C fails to learn with error less than ¢ exactly when it sees no example from
S;. So, the probability Learn-C fails is at most (1 — &)™ which is less than § for
m > % In %. d

THEOREM 3.2. Concept class Co cannot be learned in the mistake-bound model
if G is a CSB generator.

In order to prove Theorem 3.2, we show that the sequence of examples x% is
difficult to compute in the reverse direction, as described in the following lemma and
corollary.

LeMMA 3.3. For any PPT algorithm A and polynomial Q, for sufficiently large
k, for all i € {0,1}*,

1
Q(k)

That is, for any algorithm A and index i, for random seeds s, algorithm A cannot
distinguish between a correctly labeled x% and an incorrectly labeled one. Using
algorithm Compute-Forward, on input % one can easily compute any other labeled
example zJ for j > i. So, Lemma 3.3 could equivalently be written as:

COROLLARY 3.4. For any PPT algorithm A and polynomial Q, for sufficiently
large k, for all i € {0,1}*,

|Pk(Aa Z;) - ,Pk(AaEz‘” <

1
Q(k)’

where O is an oracle that on any input j > i outputs labeled example 2J.

Lemma 3.3 implies, as shown below, that any learning algorithm will be fooled in
the mistake-bound model by an adversary that presents the examples 2% in reverse
order. In fact, Lemma 3.3 is stronger than we need because it implies that any
algorithm will fail not just on some cs € Cs but in fact on almost all of the concepts
Cs.

[Pu(A®, 20) = Pie(A®,7))| <

S

Proof of Theorem 8.2 (assuming Lemma 3.3). Suppose there exists a learning algo-
rithm L and polynomial P such that for all ¢, € Cq over {0,1}™, algorithm L makes
at most P(n) mistakes. Consider an adversary that presents the good examples in
reverse order: :Cgk,:bgk_l, .... Algorithm L makes a mistake on at most one fourth
of the first 4P(n) examples presented. If L is deterministic, this implies there exists
some index t (2 —4P(n) <t < 2F) such that over all ¢, € Cg, algorithm L makes an
error an at most one fourth of the examples z%. If L is randomized, we still have that
for some ¢, the probability over the choice of s and the coin tosses of L that L makes
a mistake on z! is at most 1/4. So, we can use L in an algorithm A that contradicts
Corollary 3.4: on input (x%,b) we use the oracle (or algorithm Compute-Forward) to
simulate the adversary presenting examples to L and then output 1 if L’s prediction
of ¢s(z!) equals b. If b was the correct classification, there is at least a 3/4 probability
that L will output 1, but there is only a 1/4 probability if b was incorrect. d
We now prove Lemma 3.3, showing that given only example z? it is difficult

to calculate the classification cs(2?). The basic idea of the proof is a version of a
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standard cryptographic technique described by Yao [26]. Roughly, if an algorithm
can distinguish strings z¢ from strings z%, then we will slowly substitute bits in those
strings with random bits and watch the performance of the algorithm degrade. At
some point before the strings have become completely random the performance must
degrade significantly, and we will focus on that location to break the generator.

Proof of Lemma 8.3. Suppose to the contrary there is a PPT algorithm A and
polynomial @ such that for infinitely many &, for some t(k) € {0,1}*, we have
|Pr(A, zz(k)) — Pk (A,Ei(k)ﬂ > ﬁ Without loss of generality, let us assume that A
has {0,1} output. We will use A to create an algorithm B that breaks generator G.

In particular, for infinitely many k, we will have [Py (B, G(s)) — P2k (B, s)| > Wl(k)'2

Let S) = {0,1}* and S} = {\} (to correspond to the notation for G}, and G}) and
let t = t(k) =t1...tx. Let p1x = Pr(A,zL) and py 5, = Pe(A,Z%), and for 1 < d <k,
define:

pakr =Pr[A(torio...org_10G" " (s)b) =1 | T1€RS,§1, ey Ta—1€,S)

d—1"
$€,{0,1}"]

Pay = Pr[A(torio...org 10 Gt (5),b) =1 | T1E€LSt s Ta—1€51,
s€,{0,1}"]

where b = LSB[G4,...t, (s)] and b=1—LSB[Gy,...t, (s)].

So, for d > 1, pax is the probability that A outputs 1 on input 2! where the first
d — 1 “pieces” of 2! have been replaced by random strings of the appropriate length
and the application of generator G begins at depth d in the full binary tree.

We have by assumption that |pyx — 7y x| > 1/Q(k) for infinitely many k. We
now consider two cases. The first is that [pi x — Py, | > 1/(kQ(k)) for infinitely many
k. The second is that for infinitely many k& we have both |p1 x — Py | > 1/Q(k) and
Pk — Dril < 1/(kQ(K)). In the first case, the following algorithm B will break
generator G (the analysis follows the description of the algorithm):

Algorithm B

1. On input y € {0,1}2*, let 5o be the left half of y and y; be the right half of
y. Let yjy = y1 and ¢§ = A.

2. Forie {1,...,k— 1} choose r;€,, 5] .

3. Flip a coin:
(i) If heads, output: A{toryo...org_yoy; ,LSB[y]).
(ii) If tails, output: 1— A{tor;o...org_yoy; ,1—LSBy;]).

If the input y to B equals G(s) for random s, then the probability B outputs 1 is:
Pk +3(1 = Drp) = 2 + 2 (Pk.k — Drg)- If the input y to B is randomly chosen from
{0,1}2* however, then we claim the probability B outputs 1 is just % The reason is
that since y;, and y;, are disjoint pieces of y, B outputs with equal probability either

2 Algorithm B will be non-uniform, in part because we have no guarantee that the index t(k)
is easy to compute given k (to contradict Lemma 3.3 just requires there exist some t(k)). One
could modify (and make less “clean”) the statement of Lemma 3.3 so that this problem no longer
occurs and still separate the learning models, since our adversary chooses the examples in an easy
to compute ordering.
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A{tor,b) or 1 — A(t o r,b) for independent, random r and b. So, for infinitely many
k we have | P (B, G(s)) — Pak(B, s)| = |3 Pk — Pri)l > ﬁ(k), breaking G.

The second case, recall, is that for infinitely many k& we have [p1,r — Py x| > ﬁ
and [prx — il < Wl(k) If k£ is such that these two inequalities hold, then either

|Da,k—Pd+1,k| > m or [Py, —Pat1.kl = m forsomed € {1,2,...,k—1};
this just follows from the fact that [pyx — Dy 1| < [p1g — P2kl +- -+ [Pr—1,6 — Prk| +
Pk — Prgl + |Pey — Pe—1.4| + -+ + [Poy — D1kl So, this second case implies that
either:

(i) for infinitely many k there exists d = d(k) € {1,...,k — 1} such that |pq; —
pd+11k| > WUC)’ or

(ii) for infinitely many & there exists d = d(k) € {1,...,k — 1} such that [p, , —
Pat1,kl > ﬁ(k)

Let us assume that the first situation occurs; the second situation is completely

analogous. The algorithm B’ to break generator G is then as follows.

Algorithm B’

1. On input y € {0,1}%%, let yo be the left half of y and y; be the right half of
y. Let y) = y1 and y§ = A. Let d = d(k) as above.
2. Fori e {l,...,d— 1} choose ;,€,S;. .
3. Output:
Aftoryorgo...org_yoy;, o Gttt (y, ) LSB[Gyyy ooty (Ye,)])-

If the input y to B’ equals G(s) for random s, then y; oG '+ " (y, ) = G4t (s)
and Gy, ..ty (Yty) = Gy, (8). So, the probability B’ outputs 1 is pg x. On the other
hand, if y€,{0,1}2*, then y;, and y;, are completely independently chosen strings,
so the probability B’ outputs 1 is pg41,%. By the choice of d, algorithm B’ breaks the
generator G on infinitely many k, a contradiction. O

So by Theorems 3.1 and 3.2, concept class Cg is learnable in the distribution-free
model but not in the absolute mistake-bound model if G is a CSB generator, and such
G exist if one-way functions exist.

4. Allowing membership queries. It turns out that a mistake-bound model
learning algorithm can do no better on this concept class even if it is allowed to make
membership queries. The reason is that in order for membership queries to help, the
algorithm at some point must produce an entire good example % it has not yet seen
to query. (Otherwise the membership query oracle could be replaced by a machine
that always answers “negative” to any query of an example not yet seen.) As we show
below, this would allow one to break G.

THEOREM 4.1. Concept class Cq cannot be learned in the mistake-bound model
with membership queries if G is a CSB generator.

Proof. Suppose for contradiction there is a learning algorithm L and polynomial
P such that for all ¢; € Cg over {0,1}", algorithm L makes at most P(n) mistakes plus
queries. The adversary will present the good examples in the order: xﬁk,xﬁk’l, -
and let us consider the behavior of L on the first 5P(n) examples. Clearly, L makes a
mistake on at most 1/5 of the examples and makes at most P(n) membership queries.

Let us say that a membership query is a “good query” if it is a query of a good
example L has not yet seen. Also, let us define the algorithm dequery(L) to be the
algorithm for the mistake-bound model (no queries) that runs L, and each time L
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attempts to make a membership query on an example it has not yet seen, returns to
L the answer “no.”

Suppose first that the probability that L makes no good queries during the first
5P(n) examples is at least 4/5 (probability taken over the random choice of ¢, € Cq
and the coin tosses of L). This would imply that for some index ¢, over random s,
the algorithm dequery(L) has a probability at least 4/5 —1/5 = 3/5 of producing the
correct classification of example z%. This contradicts Corollary 3.4.

We may now assume that L makes a good query at some point in the first 5P(n)
examples with probability at least 1/5 (over random s). Thus, for some t > 28 —5P(n),
the probability algorithm L makes its first good query after seeing x% but before seeing
i1 is at least ﬁ(n). Let t = t1...t; and let Q(n) = 25[P(n)]2.

Note that Gy, ...1, (s) is efficiently computable from any good example z for i < ¢.

So, we can use L in an algorithm A that on input z{ has a probability at least ﬁ

t

of producing Gy, ...+, (s) as output, as follows. Algorithm A uses z¢,

k k .
22t 2%, returning “no” as an answer to each

Forward to run L on inputs x PRI 8

membership query made. It then guesses which membership query made after z? is
the good query (in case L makes several queries after z; the number of such queries
is at most %) A then uses that query to produce a hypothesis for Gy, ...t, (s).

In analogy to definitions in the proof of Lemma 3.3, let gq4 ; be the probability
that A outputs Gy,...t, (s) on input torjo...orq_10Gt " (s), where r; is a randomly
chosen string of length k if ¢; = 0 and r; = A if t; = 1. We are given that ¢; , > ﬁ
However, we know that gy, must be small for the following reason. Quantity g  is
the probability that A outputs Gy, (s) on input ¢ o7 o G}, (s), where r is a random

string of the appropriate length. If A does so with probability greater than Wl(k)v

and Compute-

then the algorithm B to break G is as follows: on input y (let yo be the left half and
y1 be the right half), pick a random r and feed to A input toroy; iftx =0 or torol
if t, = 1, and output 1 if A outputs y;,. If y = G(s) for random s, then B outputs

1 with probability at least ﬁ(k)’ but if y is a random string then B outputs 1 with

probability at most (1/2)* since y;, is a random string of length k and independent
of the input to A. So, B breaks G.

Thus, there must exist some value d such that |gqr — qa+1.5| > ﬁ(k) We can
now break G with a variant of algorithm B’ of the proof of Lemma 3.3. On input
y € {0,1}?* the algorithm outputs 1 if A(toryo...0rg_1oy;, o Glari T (y, )) =
GiortrWey)- So, if y = G(s) for random s, it outputs 1 with probability ¢q,x, and if
y€,10,1}2% then it outputs 1 with probability g411.k, and thus breaks G. 0

5. Conclusion. We have shown how to construct a concept class over {0,1}"
that is learnable in the distribution-free model but not in the mistake-bound model
if cryptographically secure bit generators (or equivalently one-way functions) exist.
In fact, the assumption of one-way functions gives us something stronger. Not only
is the concept class C; hard to learn in the mistake-bound model in the sense that
for any learning algorithm there is some ¢ € Cs hard to learn, but in fact we have
that for any learning algorithm, nearly all ¢ € C. are hard to learn. The fraction of
concepts which an algorithm can learn is less than any polynomial fraction ﬁ (for
sufficiently large n). This fact leads one to ask the question: is it possible to separate
the two models using a weaker assumption? Some assumption is apparently necessary
since if computational considerations are ignored, any concept class learnable in one
model is learnable in the other.

The concept class Cg remains difficult to learn in the mistake-bound model even
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if the learner is allowed membership queries. This lies in contrast to the class of DFAs
which are learnable in the mistake-bound (equivalence query) model with membership
queries [2] but not in the distribution-free model [19]. Thus, neither model is strictly
easier than the other. Recently, membership queries have been shown not to help in
learning (for a reason similar to that described here) for the important class of DNF
formulas [4].

The concept class constructed here is very non-natural. To date, every “natural”
concept class known to be polynomial-time learnable in the distribution-free model is
also known to be polynomial-time learnable in the mistake-bound model. However,
for some of these classes the known mistake-bound algorithm is qualitatively more
difficult than, and sometimes followed quite a bit later than, the distribution-free al-
gorithm. One such case is the class of decision lists (distribution-free algorithm by
Rivest [23], mistake-bound algorithm by Littlestone (personal communication) and
Helmbold, Sloan, and Warmuth [14]). With the addition of membership queries to
both models, another case is that of read-twice DNF (distribution-free with queries
algorithm by Hancock [10], and a more complicated mistake-bound with queries algo-
rithm by Aizenstein and Pitt [1]). An interesting open problem is whether there is any
natural class that would be a good candidate for being learnable in the distribution-
free model but not the mistake-bound model.

I would like to thank Shafi Goldwasser, Silvio Micali, Ron Rivest, and Phil Rog-
away for helpful discussions, and Rob Schapire for suggesting the simple “Occamness”
argument for the proof of Theorem 3.1.
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